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Abstract: The spin-state energetics of six Fe(II) molecular com-
plexes are computed using the linear-response Hubbard U ap-
proach within DFT. The adiabatic energy differences, ∆EH-L,
between the high spin (S=2) and the low spin (S=0) states
are computed and compared with accurate coupled cluster-
corrected CASPT2 results. We show that DFT+U fails in cor-
rectly capturing the ground state for strong field-ligands yield-
ing ∆EH-L that are almost constant throughout the molec-
ular series. This bias towards high spin together with the
metal/ligand charge transfer upon U correction are here quan-
tified and explained using molecular orbital diagrams involving
both σ- and π-bonding interactions. With increasing ligand-
field strengths this bias also increases owing to the stronger
molecular character of the metal/ligand Kohn-Sham orbitals
thus resulting in large deviations from the reference larger than
4 eV. Smaller values of U can be employed to mitigate this
effect and recover the right energetics.

The past decade has seen a substantial effort from
the computational chemistry community in predicting the
spin-state energetics of molecular complexes containing
transition-metal atoms.1–8 Achieving such a description with
chemical accuracy appears today as a significant challenge
for ab initio methods with strong implications in future as-
sistance and guidance of experimental efforts devoted to the
(i) development and optimization of catalytic reactivity and
the (ii) design of novel spin crossover (SCO) complexes. The
vast majority of SCO materials, which are of great inter-
est for applications such as molecular spintronics, molecu-
lar electronics, sensors and actuators,9–12 are octahedrally-
coordinated Fe(II)-based molecular complexes. For these
complexes, the thermodynamics of the spin transition (i.e.
the transition temperature T1/2) between the low-spin (LS)
and high-spin (HS) states is dominated by the adiabatic en-
ergy difference, ∆EH-L=EHS-ELS, i.e. the energy difference
between the two spin states computed at their correspond-
ing geometry. Within density functional theory, large de-
viations in the value of ∆EH-L are found among different
families of exchange and correlation functionals.1,5,6,13–15

Semilocal functionals, such as GGA for example, oversta-
bilize LS,13,16–20 while Hartree-Fock overstabilizes HS.21

Thus, depending on the system of choice, accurate ∆EH-L

may be obtained by tuning the amount of exact exchange
in global hybrids,21,22 or by adoping density-corrected ap-
proaches.15

Since its original formulation,23,24 the capability of Hubbard
U -corrected DFT25,26 in solving the deficiencies of stan-
dard semilocal functionals, mostly owing to self-interaction
error,27–30 has allowed it to provide a quantitatively cor-
rect description of varying properties of transition metal

complexes.31–34 Its performance in predicting spin-state en-
ergetics has also been studied, to some extent. DFT+U
with a self consistent U averaged among different spin states
was shown to significantly improve upon DFT.35,36 In Ref.
37, by using a U computed at different spin-state config-
urations the authors correctly predicted the ground state
and the experimentally-observed pressure-induced SCO for
(Mg,Fe)(Si,Fe)O3 perovskites. Several studies have reported
quantitative agreement with experiment by adopting a value
of U of 4 eV;38–40 other studies, instead, show the neces-
sity to parametrize U against experiment for a quantitative
description of the energetics.41–44 Vela and coworkers re-
cently showed that the linear response U -approach yields an
adiabatic energy difference for a well-known SCO molecular
crystal, Fe(phen)2(NCS)2, deviating almost 1.8 eV from the
experimentally-extracted reference value.44

Here, we report a comprehensive analysis of the performance
of the DFT+U method to predict adiabatic energy differ-
ences of 6-fold-coordinated Fe(II) complexes and provide an
explanation of the apparent contrasting findings mentioned
above, thus clarifying the limitations of this approach.

We compute the ∆EH-L between the 1A1g LS and the 5T2g

HS states of six Fe(II) octahedral complexes with varying
ligand-field strengths by employing LDA, GGA and their
Hubbard U -corrected version. Specifically, we use LDA,
LDA+Usc, PBE and PBE+Usc, where the linear response-
Hubbard U ,45 named Usc, is computed for each spin state.
We then report ∆EH-L computed with a PBE+U approach
where the same U is used for both LS and HS, in the same
spirit of previous studies.35,36,38–44 As a reference method
for ∆EH-L we compute coupled cluster-corrected CASPT2
energies, i.e. CASPT2/CC, a method recently proposed by
Pierloot and coworkers.46,47 Such an approach allows for
the improvement of the description of electronic correlations
in semicore 3s3p electrons by adopting CCSD(T) thus re-
moving the well-known bias of CASPT2 towards high-spin
states.46,47

We show a systematic overstabilization of HS states by
DFT+Usc with deviations from the reference CASPT2/CC
values reaching up to 4.5 eV for strong-field ligands. Such
an overstabilization arises from the penalizing Hubbard en-
ergy term in the total energy which is systematically larger
in the LS state compared to HS. This effect has two origins:
both the summation term that multiplies U in the Hubbard
energy term (vide infra) and U sc are always larger in LS. We
here explain in detail the origin of the first one. We show
that this failure of DFT+Usc can be mitigated by empiri-
cally choosing U values that reduce this bias. The density
change upon application of U is here rationalized in terms of
the change in metal/ligand hybridization effectively result-
ing in a metal-ligand charge transfer whose extent and sign
depends on both the spin state and the ligand-field strength.
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Figure 1. Adiabatic energy differences, ∆EH-L, computed with different approaches and the difference between the EU term of LS and
HS computed using PBE+Usc (left panels). The CASPT2/CC reference values are -1.99 eV, -0.72 eV, -0.24 eV, 2.31 eV, 1.97 eV and
2.82 eV, from weak to strong-field ligands. Molecular complexes studied in this work (right figure).

The term hybridization is here employed to describe mixing
of metal and ligand atomic orbitals.
Recall that the Hubbard U term enters a DFT calculation as
an extra potential acting self-consistently on the Kohn-Sham
wave functions |Ψσ

i 〉 of orbital index i and spin σ:

VDFT+U = VDFT |Ψσ
i 〉+

∑
m

U

(
1

2
− nσm

)
|φm〉 〈φm|Ψσ

i 〉 (1)

where the projectors {|φm〉} are here atomic-like functions
(the five 3d atomic functions) and the occupations, {nσm},
are the eigenvalues of the 5×5 occupation matrix nσmm′ =∑
i f

σ
i 〈Ψσ

i |φm〉 〈φm′ |Ψσ
i 〉, with fσi being Fermi-Dirac occu-

pations. Equation 1 shows that the Hubbard potential is
repulsive for n <1/2, attractive for n >1/2 and zero for
n =1/2. The DFT+U energy functional reads:

EDFT+U[ρ(r), {nσm}] = EDFT[ρ(r)]+
∑
m,σ

U

2
[nσm(1−nσm)] (2)

For each molecule at either spin state the following strat-
egy is adopted: (1) U is first computed with linear re-
sponse45 by employing a DFT (without U) optimized ge-
ometry; then (2) this U is used to optimize again the
geometry and (3) another U is calculated on the new
structure. This process is iterated until convergence is
reached (see SI for more details). This self-consistent and
structurally-consistent U is named U sc.48 This procedure is
performed using both LDA and PBE by employing Quan-
tum Espresso.49 The reference coupled cluster-corrected
CASPT2 adiabatic energy differences, ∆ECASPT2/CC, are
computed as follows, by adopting the procedure of Pierloot
and coworkers:47

∆ECASPT2/CC = ∆ECASPT2 + ∆E3s3p,CCSD(T) (3)

∆E3s3p,CCSD(T) = ∆E+3s3p −∆Eno-3s3p (4)
Extended multi-state (XMS) CASPT2 calculations were
performed using Bagel50,51 on the TPSSH52,53-optimized
geometries for both HS and LS by using aug-cc-pVQZ-DK

basis sets and an active space of 10 electrons on 12 or-
bitals, (10e,12o). This includes the 3d electrons of Fe(II),
the two ligand-eg molecular orbitals plus the Fe 4d double-
shell,1,5 and their corresponding electrons (Figure S1 and
S2). The CASPT2 calculations used for the reference set
were performed without any ionisation potential-electron
affinity (IPEA) shift to the zeroth-order Hamiltonian. Be-
cause this does affect energy differences of different spin
states,46,54 we report also the ∆ECASPT2 computed with
an IPEA=0.25 a.u. in Table S3. For [Fe(H2O)6]+2 we
were unable to converge a (10e,12o) active space where
the two ligand-eg orbitals remained in the active space for
LS. The Fe 3s orbital consistently rotated into the active
space replacing one of the ligand eg orbitals. Thus, for
water the ∆ECASPT2 is taken from (10e,12o) calculations
by Gagliardi and coworkers.1 See computational methods
in the SI for more details. To add the metal semicore 3s3p
correlations, ∆E3s3p,CCSD(T), to the CASPT2 energy differ-
ence, CCSD(T) was performed using orca55,56 on the same
TPSSH-optimized geometries by including and freezing the
3s3p electrons47 (equation 4). The aug-cc-pwCVTZ-DK
and cc-pVDZ basis sets were used for Fe and the ligand
atoms, respectively. The whole set of CASPT2, 3s3p contri-
bution and final CASPT2/CC adiabatic energy differences
is reported in Table S1. CASPT2 values obtained with an
active space of (6e,10o) and the ANO-RCC basis sets are
also reported for comparison in Table S2.

We note that accurate adiabatic energy differences from
diffusion Monte Carlo (DMC) are also available in the lit-
erature for Fe(NCH)2+6 .57 By adopting different choices of
the trial wavefunction and including a multireference treat-
ment, the authors report a best estimate value that varies
between -0.55 and -0.95 eV, depending on the geometry. Our
CASPT2/CC calculations yield -0.24 eV. For Fe(NH3)2+6 and
Fe(H2O)2+6 , Ref. 15 reports DMC energy differences of -1.23
eV and -1.78 eV, respectively. We find -0.72 eV and -1.99 eV.
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Figure 2. Deviation from linearity of the total energy with respect to the total charge of the system, from Fe3+ to Fe2+, for the six
molecular complexes, computed using PBE. A lower deviation is found when the Hubbard-U approach is employed. Thick and thin lines
refer to DFT and DFT+Usc results.

The non-negligible difference between the two approaches re-
flects the limitations associated to each method, mainly the
choice of the active space and that of the trial wavefunc-
tion. A significantly larger discrepancy, possibly due to the
multiconfigurational character of LS, is found for Fe(CO)2+6 ,
whose ∆EH-L is reported to be +0.59 eV in Ref. 15 using a
single-determinant trial wavefunction. We compute a value
of +1.97 eV using CASPT2/CC.
The DFT and DFT+U results for ∆EH-L are shown in Fig-
ure 1 (Tables S5-S6) for increasing ligand field strengths to-
gether with our CASPT2/CC calculations. LDA and PBE
systematically stabilize LS states possibly due to the well-
known delocalization error.13,17–20,58 LDA shows an even
larger stabilization of LS possibly due to greater electronic
delocalization as compared to PBE.59 Conversely, DFT+Usc

overstabilizes HS with an increasing deviation from reference
CASPT2/CC results for stronger-field ligands. Remarkably,
for weak-field ligands (i.e. for ∆ECASPT2/CC < 0), among
PBE, PBE+Usc, LDA and LDA+Usc, the best agreement
with the reference calculations is found for LDA+Usc, (see
in Table 1), with a mean absolute error (MAE) of 0.644
eV, in agreement with findings by Zhang and coworkers.39

As we demonstrate below, this agreement is fortuitous and
results from a cancellation of errors: the LS overstabiliza-
tion by LDA is compensated for by the HS overstabilitation
by the U -corrected LDA. For strong-field ligands (i.e. for
∆ECASPT2/CC >0) the best agreement is achieved with PBE
(MAE=1.115 eV) and the deviation of DFT+Usc from the
reference CASPT2/CC increases up to 4.5 eV (see Figure 1
and Table 1).

Table 1. Mean absolute error (MAE) in eV for weak-field, strong-
field ligand molecules, and the total value.

MAE
Functional U weak-field strong-field Total

PBE

0 1.026 1.115 1.071
2 0.376 0.354 0.365
4 0.300 1.315 0.808
6 0.807 2.382 1.595
8 1.281 3.535 2.408
Usc 1.291 4.462 2.876

LDA 0 2.179 2.785 2.482
Usc 0.644 3.582 2.113

We note that PBE+Usc performs worse than PBE de-
spite that the U sc approach leads to a better electronic den-
sity with reduced self-interaction error.45,60 This is shown

in Figure 2 where the deviation from linearity of the total
energy with respect to fractional occupancy, which arises
from the self-interaction error,28,29,61,62 is reported for the
six molecular complexes, for PBE and PBE+Usc. Kronik
and Baer demonstrated that the average deviation from lin-
earity is given by the energy difference between the LUMO of
N-electron system and the HOMO of the N+1-electron sys-
tem.63 The deviation as a function of the fractional charge,
q, is computed as the difference between the energy E(q)
and the linear interpolation between the q=0 LUMO and the
q=1 HOMO, which correspond to the N and N+1-electron
system, here Fe3+ and Fe2+, respectively. E(q) is computed
by interpolating E(q=0) and E(q=1) using a cubic func-
tion which depends through q upon the total energy differ-
ence ∆Eq=E(q=0)-E(q=1), and the q=1 HOMO (Fe2+),
εHOMO
q=1 , and q=0 LUMO (Fe3+), εLUMO

q=0 , eigenvalues:64,65

Edev(q) =[(εLUMO
q=0 −∆Eq)(1− q)+

+ (∆Eq − εHOMO
q=1 )q]q(1− q).

(5)

This function approximates the energy versus frac-
tional occupancy curve without the need for explicit
fractional-charge calculations.64 Figure 2 shows that, over-
all, DFT+Usc decreases the SIE, as demonstrated by the
systematic decrease of Edev, upon U correction, for both
LS and HS. Thus, while the density overall improves U , the
DFT+U energetics do not: this is because the functional
form of the Hubbard energy within the DFT+U approach,
EU, leads to a bias toward the high-spin state due to the
larger penalization of LS than HS.66,67 Such a penalization
arises from two effects: the larger values of both U sc and the
summation term,

∑
m,σ[nσm(1−nσm)], in LS. The Hubbard-U

energy term that enters the total energy in equation (2),
is the largest (destabilizing) when the total summation for
a given U is the biggest, which is true when the {nσm} are
close to 1/2.

A few important aspects should be commented on at this
point to understand the results in Figure 1. These are sum-
marized below and shown in Figure 3 where the summation,∑
m,σ[nσm(1 − nσm)], is plotted separately from the occupa-

tions of the eg and the t2g states: (1) the summation term
increases for increasing ligand-field strengths as a result of
the larger M/L hybridization;20 (2) this term is larger for
LS than HS, as already pointed out;66 (3) the difference
in this term between LS and HS increases for strong-field
ligands (see Figure 3); (4) the difference between the U sc

of LS and HS also increases as a function of the ligand field
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strength. Hybridization is here quantified by performing the
Hirshfeld polulation analysis in order to decompose the ac-
tive molecular orbitals from the CASSCF calculation into
their corresponding atomic compositions (Tables S7-S11).
These trends yield a negative difference of the U energy
term between HS and LS, i.e. ∆EU,H-L=EU

HS-EU
LS, that

largely increases as a function of the ligand-field strength,
as shown in the lower panels of Figure 1. This explains the
increasing bias towards HS states for ligands on the right
side of the spectrochemical series. As a consequence, the
DFT+U-computed adiabatic energy differences are always
negative and their dispersion across the series no longer re-
flects the trend expected for varying ligand field strengths
as predicted by CASPT2/CC. While PBE and LDA do fol-
low the CASPT2/CC behavior, the Hubbard-U corrected
calculations show no correlation with the reference set.

In what follows we explain precisely the origin of the sys-
tematically larger summation term for LS than HS, i.e. why
the occupations {nσm} associated to both the t2g- and eg-
like states are systematically closer to 1/2. Since the {nσm}
occupation numbers results from the projection of the occu-
pied Kohn-Sham states, only, onto the atomic basis {|φm〉},
fractional values of the {nσm} occurr when (1) the d or-
bitals of Fe hybridize with the ligand and (2) the result-
ing M/L hybridized molecular orbitals are only partially
occupied. When all of these molecular orbitals are occu-
pied, even though there is strong hybridization, the {nσm}
are close to 1 (and zero when empty) thus yielding a low∑
m,σ[nσm(1− nσm)].

As illustrated in the left panel of Figure 3, the two sets
of molecular orbitals arising from the hybridization of the
metal and ligand via the σ-bond are the bonding eg and the
antibonding e∗g. For LS states, the bonding (ligand) eg are
occupied while the e∗g states, with larger metal-like charac-
ter, are empty (see also projected density of states in Figures
S4-S15). Thus, fractional {nσm} arise from the projection
of these occupied ligand eg onto the atomic basis because
these states do exhibit some metal-like character. For HS
states, the e∗g are empty only for one spin channel, yield-
ing to a total summation term that is lower than in LS, for
which both spin channels are summed up in the summation.

Additionally, the larger bond lengths in the HS geometries
result from occupied antibonding states that yield a smaller
hybridization. This, as it is well known, contributes to a fur-
ther decrease in the fractional occupation and is supported
by the Hirshfeld population analysis (Tables S7-S11).
Similar arguments hold to explain the larger fractional oc-
cupations of the t2g states in LS than in HS. The hybridiza-
tion between the metal non-bonding orbitals and the ligand
states via π-bonding gives rise to three sets of molecular
orbitals68 which exhibit π bonding, non-bonding and an-
tibonding character for increasing energy, and are here re-
ferred to as t2g, t2g-n and t∗2g, respectively (Figure 3 and
Figures S4-S15). Overall, the

∑
m,σ[nσm(1−nσm)] associated

to the t2g set is significantly smaller than for the eg set as
expected from the smaller hybridization resulting from a π-
bond versus a σ-bond (Tables S7-S11 and Figures S4-S15).
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∑
m,σ[nσm(1 − nσm)] follows from the larger hybridization

of the molecular orbitals for stronger-field ligands.
LDA+Usc gives the same qualitative trend across the molec-
ular series as PBE+Usc but with a larger deviation from the
LDA result (Figure 1). The ∆EU,H-L increases more in LDA
than in PBE across the molecular series due to the larger
values of U sc (Table S5) and larger fractional values for
occupations {nσm} computed in LS using LDA as compared
to PBE (Figure S3). The better performance of LDA+U
compared to PBE+U, claimed previously for weak ligands39

may now be understood: the bias introduced by EU rigidly
downshifts in energy the LDA- and PBE-computed ∆EH-L.
In the case of [Fe(H2O)6]2+, the overstabilization of LS by
LDA (approx. 2 eV) and the bias introduced by LDA+U
cancel out yielding a ∆EH-L in remarkably good agreement
with CASPT2/CC data, with a deviation smaller than 0.1
eV.
The larger values of U sc computed for LS compared to HS
may derive from the overestimation of U sc for LS as already
discussed in the literature.38,69,70 Such an overestimation is
here reflected by the overcorrection of the density produced
by U sc in LS and is shown by the concave Edev in Figure 2.
From the above observations, since the penalizing Hubbard
term, EU, is proportional to the

∑
m,σ[nσm(1− nσm)] and U ,

the larger bias towards HS predicted for strong-field ligands
can be mitigated by adopting a value of U smaller than U sc.
To illustrate this, we report the adiabatic energy differences
computed by adopting the same U value for both LS and
HS for the whole series, as performed in previous studies
on different compounds.35,36,38 Geometries have been op-
timized in each case. The computed ∆EH-L are shown in
Figure 4 for PBE and values of U=[2,4,6,8] eV (and Table
S5). Additionally, we report ∆EH-L computed using the
average U value between the linear-response U computed
for HS and LS, for each case. This procedure allows us
to assess the validity of an approach where no bias is im-
posed by the use of different U -values while keeping an ab
initio-derived parametrization of the Hubbard term. The
difference ∆EU,H-L reported in the lower panel of Figure 4
shows, as expected, a lower bias towards HS when small val-
ues of U are used. Thus, for weak-field ligands U=4 eV yields
the best agreement with CASPT2/CC, with a MAE of 0.300
eV (Table 1), in agreement with previous studies adopting
the same value of U also for weak-field molecules.38–40 The
strong-ligand field complexes exhibit the best agreement
with reference data for U=2 eV with a MAE of 0.354 eV
(Table 1). Overall, the best performer is U=2 eV with
a MAE of 0.365 eV. These results are consistent with U
values recently obtained by mapping DFT+U ∆EH-L onto
(experimentally-extracted) adiabatic energy differences and
ranging between 2 and 3 eV for molecular crystals with
intermediate ligand field-strengths.44 The average-U cal-
culations yield energies differences largely deviating from
the reference and consistent with U values between 7 and
8 eV, thus showing the same qualitative result as the linear
response-U for each spin state.

Because the analysis of the density (shown in Figure 2)
reveals a reduction of the deviation from the exact-density
behavior upon U -correction,35,60 we employ again molecular
orbital theory to rationalize the changes in electron density
betweed DFT and DFT+U for the six molecular complexes.
Besides, a better description of electronic correlations has
been shown to affect the metal/ligand charge transfer.57

By applying U , a ligand↔metal charge transfer is observed
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ues). L→M charge transfer computed from the Löwdin charges
for the six molecular complexes using PBE+Usc (lower panel).

whose sign and extent depends on both the electronic occu-
pation and the ligand-field strength. To illustrate this, the
charge transfer computed using Löwdin charges for both LS
and HS are reported in Figure 5. For clarity, this analysis
is performed without geometrical optimization when U sc is
employed. When the Hubbard potential is repulsive (i.e. for
nm < 1/2) the corresponding KS states are pushed up in en-
ergy thus effectively decreasing the M/L hybridization. In
the case of LS, this happens when the KS states are pro-
jected onto the Fe atomic basis of σ symmetry with respect
to the ligand, i.e. the dx2-y2 and dz2 sets (for axes aligned
along the ligands). It is crucial to recall that in this case both
the occupied bonding eg and the unoccupied antibonding e∗g
KS states feel a repulsive VU potential (they are shifted up
in energy) whose extent depends on the projections. The
d-character increases for the unoccupied e∗g and decreases
for the occupied eg molecular orbitals thus resulting in a
more ionic-like character of the metal-ligand σ-bond and in
a metal→ligand charge transfer (upper panel of Figure 5).
This can be seen as an upshift of the metal states with re-
spect to the ligand’s, resulting in a larger relative energy
difference between these (i.e. δE, blue arrow in Figure 5),
and, thus, in a smaller M/L hybridization.68

Conversely, in LS the Hubbard potential is attractive for
KS states that project onto the Fe atomic basis (dxy, dxz and
dyz). These are molecular orbitals with π symmetry, i.e. the
t2g set (t2g, t2g-n and t∗2g), and the corresponding nm > 1/2
because the unoccupied t∗2g carry a small contribution from
the metal atom, as illustrated in Figure 3. The whole t2g set
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is pushed down in energy yielding an increased hybridization
with the π of the ligand and a decreased hybridization with
the π∗ (see illustration in the upper panel of Figure 5 and left
panel of Figure 3). Since the corresponding t∗2g are unoccu-
pied, this results in a ligand→metal charge transfer. Thus,
the e∗g and t∗2g sets respectively increase and decrease their
d-character upon U correction as illustrated in Figure 5 (Fig-
ures S16-S17). As the ligand-field strength increases, both
effects increase in magnitude with the L→M charge transfer
becoming larger than the M→L, due to bigger change, upon
application of U , in hybridization of the t2g set compared to
the eg one (Figures S4-S15). This is demonstrated by the
change in occupation numbers {nσm} upon U , shown in Ta-
bles S12-S13. The M↔L charge transfer computed for LS
thus changes its sign along the molecular series (Figure 5).
For HS, the whole set of occupations {nσm}> 1/2 and the
Hubbard potential is attractive for the whole majority spin
manifold resulting in a L→M charge transfer throughout the
molecular series. For the minority spin channel, only one
nm >1/2 and overall the charge transfer is M→L.
In conclusion, we show and explain the performance of
DFT+Usc approach in describing spin-state energetics. For
weak-field molecules, such as [Fe(H2O)6]2+, the overstabi-
lization of LS by standard PBE or LDA functionals may
cancel out with the the bias introduced by the Hubbard cor-
rection thus yielding to a good agreement with the reference
values. For stronger ligand-fields, the larger bias towards HS
state yields to deviations from the reference CASPT2/CC
values by up to several eV. As a semiempirical approach,
lower values of U may be adopted to mitigate this bias, thus
explaining why U=4 eV, often employed in the literature,
may perform better. Based on the analysis provided here,
we anticipate a reduced energy-bias for spin-state energy dif-
ferences involving a reduced change in the summation term
upon spin transition. This is the case for weak-field ligand-
molecules, as shown here, and when the lowest number of
molecular orbitals is involved in the change of occupation
upon spin transition, for example two molecular orbitals35,36

rather than four as in the present case. Finally, we rational-
ize the density change upon application of U in terms of
change in metal/ligand hybridization. This analysis offers a
general tool to interprete the U -induced charge redistribu-
tion and allows for the explaination of previous results.71
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