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SUMMARY

Seismological observations offer valuable insights on the stress–strain states, the physical mechanisms and the possible precursory signs of activation of various Earth surface processes (i.e. volcanoes, glaciers and landslides). Comprehensive catalogues of the endogenous landslide seismicity, that is corresponding to seismic sources generated by the unstable slope from either mechanical or hydrological origins, should include the typology and an estimate of the source parameters (location, magnitude) of the event. These advanced catalogues constitute a strong basis to better describe the slope deformation and its time evolution and better understand the controlling factors. Because the number of seismic events in landslide catalogues is generally large, automatic approaches must be considered for defining both the typology and the location of the sources. We propose here a new location approach called Automatic Picking Optimization and Location method—APOLoc for locating landslide endogenous seismic sources from seismological arrays located at close distance. The approach is based on the automatic picking of the P waves arrivals by optimizing the intertrace correlations. The method is tested on calibration shots realized at the Super-Sauze landslide (Southeast French Alps) and compared to other location approaches. By using a realistic velocity model obtained from a seismic tomography campaign, APOLoc reduces the epicentre errors to 23 m (on average) compared to ca. 40 m for the other approaches. APOLoc is then applied for documenting the endogenous seismicity (i.e. slopequakes and rockfalls) at the landslide.
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1 INTRODUCTION

The term landslide refers to a large range of gravitational instabilities of various sizes, rheologies and dynamics. They may be triggered by internal causes, such as changes of pore-fluid pressure due to gravitational load and/or external causes such as heavy and prolonged rainfalls or earthquakes. Current forecasting methods are based on a prediction of the failure or acceleration of the mass from geodetic (Saito 1969; Petley 2004), hydrologic and/or meteorological data (Bernardie et al. 2015). In most cases, these statistical methods fail in providing an accurate timing of the failure (Intrieri & Gigli 2016) as many physical mechanisms can also interact and initiate slope acceleration and slope failure depending on the mechanical properties of the mass. Slope acceleration towards failure results from fracture propagation at depth (Crosta & Agliardi 2003; Amitrano et al. 2005; Petley et al. 2005; Yamada et al. 2016; Poli 2017) or from rheological solid–fluid transition (Van Asch 1984; Malet 2003; van Asch et al. 2006; Mainsant et al. 2012b; Carrière et al. 2018). These processes generate seismic signatures that can be investigated.

Two main approaches exist to analyse the seismic signals recorded on unstable slopes: microseismic or seismic noise correlation monitoring (Amitrano et al. 2005; Larose 2017). Seismic noise correlation monitoring computes the variation of the shear waves velocity in the medium through time. The shear waves are related to the shear modulus of the medium and their variation may reflect changes in the mechanical properties of the mass. The method seems to be particularly efficient for the monitoring of soil fluidization. A drop in the shear waves velocity has been observed before acceleration of the Pont-Bourquin mudflow (Switzerland; Mainsant et al. 2012b) and have been reproduced in laboratory experiments for clayey soils (Mainsant et al. 2012a, 2015). Microseismic monitoring aims at detecting and classifying the seismic sources generated by landslide deformation. The analysis of the
space and time distribution of the sources allows retrieving the mechanism of the seismic sources in order to improve the knowledge on the mechanical state of the landslide. It is also a valuable information to understand the temporal response of the slopes to external forcings. Catalogues of landslide seismic activity constitute an efficient corpus of information to forecast the evolution of slope deformation, and to understand the temporal response of the slopes to external forcings. As precursory events have been detected before a few large failures, the creation of automatic catalogues documenting the long-term landslide seismic activity is needed to improve the prediction of slope deformation. Seismological precursory signals have been recorded on a coastal cliff before its collapse (Amiratno et al. 2005) and before some major landslides (Caplan-Auerbach & Huggel 2007; Yamada et al. 2016; Poli 2017; Schöpfa et al. 2017) demonstrating the potential of seismology as an input for warning systems. Detection and location of the seismic signals in real-time has demonstrated its efficiency on volcanoes to provide alarms before eruption (Chouet et al. 1994; García et al. 2014). Thus, one of the challenge for developing robust landslide monitoring and warning systems integrating seismic observations is the automatic creation of advanced seismic catalogues including the detection, the location and the characterization of the endogenous seismic signals.

Previous analyses of landslide microseismicity revealed the occurrence of endogenous seismic sources in both brittle [e.g. rock-slides; Amiratno et al. (2005); Spillmann et al. (2007); Helmstetter & Garambois (2010); Levy et al. (2011); Walter et al. (2012); Brückl et al. (2013); Provost et al. (2018)] and ductile medium [e.g. earth/mudslides; Rouse et al. (1991); Gomberg et al. (1995); Tonnellier et al. (2013); Walter et al. (2013); Provost et al. (2018)]. However the mechanisms controlling the generation of these seismic signals remain poorly understood, mainly because of the poor accuracy of the seismic source location with respect to the landslide dimensions. Accurate source location for landslides is complex due to:

1. The difficulty in constructing reliable velocity models taking into account the spatial and temporal variations of the petrophysical properties of the medium.
2. The complexity of the seismic signals, particularly for the identification of P and S waves (Spillmann et al. 2007; Lacroix & Helmstetter 2011), due to low signal-to-noise ratios (SNR) resulting from low energy sources (Mi < 0), high attenuation of the seismic waves in unconsolidated and cracked media (Rouse et al. 1991; Gance et al. 2012), and the short propagation distances and possible scattering.
3. The field conditions (steep slopes, rapidly evolving surface topography, often in mountain areas with difficult meteorological conditions) rendering the maintenance of seismic instruments difficult for long-term observations and potentially modifying signal polarities (Neuberg & Pointer 2000).

The objective of this work is to propose an accurate location procedure for the automatic analysis of landslide endogenous seismic sources. The proposed method consists in a new coupled picking and location procedure: APOLoc (which stands for Automatic Picking Optimization and Location). After building a realistic velocity model for P waves from seismic tomography profiles, the APOLoc workflow consists in three steps: first, the search area is constrained by applying an Amplitude Source Location analysis (ASL); second, the onset of the signal is automatically identified using a Kurtosis-based function; third, the picking of the signal onset is refined by recursively optimizing the intertrace correlation. APOLoc is tested on a set of 15 calibration shots and compared to other location methods: Amplitude Source Location [ASL; Taisne et al. (2011)], Probabilistic location [NonLinLoc; Lomax et al. (2000)] and Beam-Forming [BF; Lacroix & Helmstetter (2011)]. The effect of the velocity model on the location accuracy is also tested and discussed for the calibration shots. These tests prove the efficiency of APOLoc combined to a realistic P-wave velocity model. Finally, this approach is applied to natural events (i.e. slopequakes and rockfalls) and its suitability is discussed.

2 STUDY SITE: THE SUPER-SAUZE LANDSLIDE

The study site is the Super-Sauze landslide located in the Southeast French Alps. The landslide is composed of reworked clay shales (black marls) of the Jurassic age. Triggered in the early 1960s, it has propagated progressively downslope and has reached a volume of 750 000 m3 and a size of 800 × 300 m2 with an average thickness of 15 m. The landslide is one of the permanent monitoring sites of the French Landslide Observatory OMIV (Observatoire Multidisciplinaire des Instabilités de Versant: http://www.ano-omiv.cnrs.fr). Three categories of observations are monitored since 2007 using different sensors: the surface deformation monitored using permanent GPS, terrestrial optical cameras and repeated terrestrial laser scanning campaigns; the subsurface hydrology using a network of pore water pressure sensors installed in shallow piezometers and soil humidity probes; the seismic activity of the slope using two permanent arrays of seismometers. Geophysical and geotechnical investigation campaigns helped to constrain the underground structure (Malet 2003; Schnutzen et al. 2009; Gance et al. 2012; Travellletti & Malet 2012). Dynamic penetration tests and inclinometric measurements showed the presence of two main units above the bedrock (Malet 2003). The first and shallow unit, with an average thickness of 5–9 m, can be subdivided into two sublayers depending on the water saturation of the medium. The top sublayer, with an average thickness of less than 5 m, is the vadose (unsaturated) zone, mostly dry and characterized by a brittle behaviour; the lower 4-m-thick sublayer is the saturated zone characterized by a viscousplastic behavior (Malet 2003; Travellletti & Malet 2012). A shear surface is identified at the bottom of this unit and is corresponding to the lower limit of the groundwater table (Malet 2003). The second and deep unit, not observed throughout the whole landslide (with an average thickness of 5–10 m), is an impermeable and very compact medium with a brittle behavior (Malet 2003). Underneath, the bedrock is composed of intact black marls (Malet et al. 2005; Travellletti & Malet 2012). From GPS and remote sensing geodetic measures, the average surface displacement rates are in the range of 0.01–0.03 m d−1 but velocities up to 3.5 m d−1 can be reached during acceleration phases in springtime (Malet et al. 2005; Stumpf & Kerle 2011; Stumpf et al. 2014). The upper part of the landslide is the most active part of the slope in terms of surface deformation (Stumpf et al. 2014, 2015) as well as for seismic activity (Walter et al. 2012; Tonnellier et al. 2013). Most of the deformation occurs around a stable buried bedrock crest (i.e. a protrusion of the bedrock) along two shallow mudflows (Fig. 1). Various modes of deformation are identified: a rigid deformation at the surface during the low velocity periods with the development of fissure networks in extension and shearing and at depth along the shear bands; a ductile deformation at the surface during periods of
high velocity deformation with the progression of the material as a viscous fluid [e.g. shallow mudflows; Malet et al. (2005); van Asch et al. (2006)].

3 DATA: GEOPHYSICAL STRUCTURE OF THE LANDSLIDE AND SEISMOLOGICAL OBSERVATIONS

3.1 Geophysical structure of the landslide: P-wave seismic model

Prior to this investigation, four seismic profiles were measured on the landslide. They showed a complex distribution of the seismic velocity (Grandjean et al. 2006; Tonnellier et al. 2013; Gance et al. 2012). A dense coverage seismic campaign has been conducted in August 2014 in order to estimate the velocity structure at high spatial resolution. During this campaign, the sensors were installed along 12 profiles spaced of ca. 30 m and located in the upper part of the landslide [8 across-slope profiles and 4 along-slope profiles (Fig. 2)]. Each profile, 48 vertical geophones were spaced by 5 m, and the sources were shot every two geophones. The Quasi-Newton inversion approach developed by Gance et al. (2012) is used to estimate the P-wave velocity structure for each profile (Fig. 3). It takes the first Fresnel zone as an approximation of the Hessian matrix and uses the full source spectrum to reduce the tomography resolution. The final model is obtained by inverting only the picks with less than 5 ms of traveltime residuals (Gance et al. 2012). The RMS error ranges from 1.6 to 3.5 ms.

A 3-D seismic model is built by a cubic interpolation of the 2-D profiles on a regular grid of 5 x 5 x 5 m^3 in order to keep low lateral velocity gradient. The model is then oversampled to cells of 1 x 1 x 1 m^3. Outside of the seismic tomography area, the P-wave velocity is set to 2700 m s^{-1} in the bedrock and to 600 m s^{-1} in the landslide body (Fig. 4). P-wave traveltime grids are computed with the Fast Marching Method (Podvin & Lecomte 1991) implemented in the software NonLinLoc (Lomax et al. 2000). The Fast Marching Method (FMM) is a 3-D solver of the eikonal equation providing a solution of the seismic wave front propagation through a given velocity model. Grids of traveltimes are computed and further used for the location of the seismic sources.

3.2 Microseismic monitoring and seismic signal description

Seismological data are provided by OMIV—the French Landslide Observatory (RESIF/OMIV 2015). The seismicity of the landslide is continuously recorded by a single seismic array since 2009 (i.e. seismic array A, Fig. 1) and by two arrays since 2013 (i.e. seismic array B, Fig. 1). Each array corresponds to an equilateral triangle with three vertical seismometers distant from the central 3-component sensor of 40 and 30 m for the array A and the array B, respectively. The seismic array A is instrumented with Agecodagis Noemax sensors (natural frequency: 4.5 Hz), the seismic array B is instrumented with Sercel L4C sensors (natural frequency: 1 Hz). The sampling frequency for all sensors is 250 Hz.

The seismic events can be classified in four main types (Walter et al. 2012; Tonnellier et al. 2013; Provost et al. 2017): (1) rockfalls, (2) slopequakes, (3) regional earthquakes/teleseisms and (4) anthropogenic/natural noise (i.e. car, engine, rainfall, water discharge in torrent, wind, thunderstorm). Most of the regional earthquakes recorded at the Super-Sauze slope originate from the active Sérennes fault located 10 km far from the landslide (Jenatton et al. 2007). The two first classes are considered as endogenous as they are generated by the slope deformation. The first type of endogenous signal is
generated by rockfalls of various sizes, from decimeter-scale debris to metre-scale large blocks. Their seismic signals present a series of impacts that are easily recognizable in the waveform as well as in the frequency content. The recorded signals last from five to tens of seconds and usually contain dominant frequencies in the 5–50 Hz range (Fig. 5). Most of these events are recorded by the two seismic arrays. Some $P$ waves onsets could be recognized if the successive impacts are clear and separated through time (Vilajosana et al. 2008). On the contrary, when the signals of the different impacts are overlapping, surface waves appear to dominate the recorded signals (Hibert et al. 2014; Bottelin et al. 2014; Levy et al. 2015). For some clear and separated impacts, $P$ waves are observed (Fig. 5c). However, the interpretation of the wave polarization remains difficult. Indeed, horizontally polarized $P$ waves are expected for shallow sources in complex topography (Neuberg & Pointer 2000) as observed at the seismic array B (Fig. 5c). The second type of endogenous signals is generated by slopequakes; these sources are assumed to result from stress release by both fracture opening or
Landslide source location method: APOLoc

**4 METHOD: APOLoc, AUTOMATIC PICKING OPTIMIZATION AND LOCATION**

The picking of the phase onsets is a critical part of the location and is very challenging in the case of landslides because of the proximity of the sources to the sensors and the attenuation of the media. Prior investigation of the problem underlines the importance of the picking error for seismic source location at the Super-Sauze landslide (Appendix A). The proposed location method is based on a robust and automatic processing of the signal to obtain the picking time of the P-wave arrivals taking advantage of the 3-D velocity model constructed from the seismic profiles. The strategy consists in (1) a pre-location of the source with the Amplitude Source Location (ASL) approach to reduce the grid search extension, (2) an automatic picking of the signal onset with a Kurtosis-based algorithm to broadly identify the onset of the signal, and (3) an iterative improvement of the picking based on the intertrace correlation maximization through picking time perturbation. The workflow of the method is presented in Fig. 6; the successive steps are detailed below.
The grid search area is reduced to the points satisfying the condition $\gamma > 0.9 \gamma_{\text{max}}$.

4.1 Initial location with signal amplitude analysis

The grid search area is reduced by determining a rough location of the seismic source using the ASL method. The ASL method is classically used in volcanic environments to determine the location of seismic swarms during eruptions (Battaglia et al. 2003; Taisne et al. 2011) and has been more recently implemented for the location of debris-flows (Walter et al. 2017). The surface waves are used because they are more energetic than the P waves and are likely recorded by most of the sensors. The amplitude of the seismic signals is modeled by a simple attenuation law for spherical waves (Battaglia et al. 2003):

$$A(r) = A_0 \frac{e^{-\alpha r}}{r^n}$$

(1)

where $A_0$, $\alpha$, $r$ are the amplitude of the seismic waves at the source, the attenuation coefficient depending of the media properties and the source-sensor distance, respectively. The exponent $n$ is equal to 0.5 for surface waves and equal to 1 for body waves (Taisne et al. 2011). The amplitude ratios are computed for each sensor pair $(i,j)$ and compared to the observed amplitude ratios. A misfit function (Taisne et al. 2011) is used:

$$\gamma = 1 - \sqrt{\sum_i \sum_{j \neq i} \left( \frac{A_{\text{mod}}}{A_{\text{obs}}} - \frac{A^{\text{mod}}}{A^{\text{obs}}} \right)^2}$$

(2)

The grid search area is reduced to the points satisfying the condition $: \gamma > 0.9 \gamma_{\text{max}}$.

4.2 Initial picking of the signal onset

The picks of the first arrivals ($P_j$) are identified using the Kurto-
sis method (Baillard et al. 2014; Hibert et al. 2014) which is the most suitable method for picking emergent arrivals of microseismic sources. As demonstrated for rockfalls at the Piton de la Fournaise volcano (Hibert et al. 2014), differences between manual and automatic picks are in the range of 0.05–0.30s for SNR $> 10$ and SNR $< 5$, respectively.

4.3 Location procedure

The location is determined by maximizing the intertrace correlation of the $P$-wave arrivals. The initial picking times determined by the Kurtosis function ($P_{\text{Kurt}}$) define the centre of the time window used for the computation of the intertrace correlation. We work with a time window of $\pm 0.16$ s around the Kurtosis picked times ($P_{\text{Kurt}}$). To determine the epicentre location, the intertrace correlation is computed on this time window for each cell of the grid search area (cf. Section 5.1.1). The intertrace correlation values are calculated in the cell $(X, Y)$:

$$C(X, Y) = \frac{1}{N^2} \sum_{i,j} c_{ij} c_{ij}^{\text{max}}$$

(3)

c_{ij}^{\text{max}}$$ is the maximum correlation of the traces $i$ and $j$:

$$c_{ij}^{\text{max}} = \max \left( \frac{1}{\sigma_x \sigma_y} \int_{t_{i0} - \delta t/2}^{t_{i0} + \delta t/2} \int_{t_{j0} - \delta t/2}^{t_{j0} + \delta t/2} y_i(t) y_j(t - \tau) \, d\tau \right).$$

(4)

The epicentre location is given by the point where the sum of the intertrace correlations is maximized. The intertrace correlation value differs from the one proposed by Lacroix & Helmstetter (2011) since the weight values are not set as a function of the source to sensor distances but as a function of the maximum cross-correlation of the traces for the selected window. The weight of the traces for which the signals correlate are hence increased. A first location ($X_0$, $Y_0$) and a new picking time $P_0 = P_{\text{Kurt}} + \tau_{\text{max}}$ is determined at the end of this step.

4.4 Iterative improvement of the picking time

The initial picking time ($P_{\text{Kurt}}$) can be incorrect for two reasons: (1) the Kurtosis-based algorithm may detect the first onset but may not pick the same part of the onset phase, and/or (2) the Kurtosis-based algorithm may significantly fail to detect the signal onset.

In order to pick the same part of the signal onset and reduce outliers, the centre of the time window ($P_{\text{Kurt}}$) for each trace is iteratively improved. The picking time centre of the trace $i$ is successively replaced by the mean of the other picked times centre ($j \neq i$). The previous location procedure is computed on the new window. If the intertrace correlation increases by changing the picking time of
trace $i$, the picking time is replaced by the mean picked time of the other traces.
\[ P_{jN}^{N+1} = \text{mean}_{j\neq i}(P_{jN}), \text{if } c^N > C^N \]
(5)
with $c^N$, the maximum intertrace correlation value for the tested change of piking time reference and $C^N$, the maximum intertrace correlation value obtained at the previous step $N$. This is repeated until the $|C_N - C_{N-1}|$ becomes lower than 0.02 with $N$ the number of iterations. At the end of this step, the epicentre location $(X, Y)$ and the final picking times $P_{i0}$ are determined by maximizing the intercorrelation on the last optimized time window (i.e. centred on $P^N$).

4.5 Error estimation
The location error is computed by estimating the Posterior Density Function (PDF) of the final picked arrival times. The errors on the location are computed with (Tarantola & Valette 1982):
\[ PDF(X, Y) = \sum_{m=1}^{M} \exp \left( -\frac{1}{2\sigma^2_m} (\Delta t_m^{obs} - \Delta t_m^{mod})^2 \right), \]
(6)
where $M$ is the number of sensor pairs, $\Delta t_m = P_{iN}^m - t_i^N$ is the final picking time difference between the sensors $i$ and $j$, and $\sigma_m$ is the uncertainty of the picking. The choice of $\sigma_m$ is discussed in the next part. The prior probability is taken uniform and we do not estimate velocity model uncertainties.

5 RESULTS
5.1 Validation of APOLoc
The methodology is tested for the location of 15 air-gun calibration shots. The timing of the shots was recorded with an accuracy of 1 s and their locations were measured with a GPS survey with an accuracy of 5 cm. The locations of the shots cover the study area (Fig. 7). The data are filtered in the range of [5–100] Hz and the Kurtosis-based algorithm is computed on a time window ranging from $[t_0-0.5 s \div t_w]$, $t_0$ and $t_w$ corresponding to the beginning of the signal defined by the spectrogram analysis and to the time of the maximum energy of the spectrogram, respectively. The amplitude analysis is carried out with the maximum amplitudes and the exponent is fixed equal to 0.5 assuming that the surface waves are the most energetic ones. The attenuation coefficient $\alpha$ used in the ASL prelocation method is assumed uniform. It is determined by analysis of the results for different values of $\alpha$ ranging from 0 to 0.05 m$^{-1}$ with an increment of 0.001 m$^{-1}$. We found that a value between 0.007 and 0.011 m$^{-1}$ provided similar and reliable estimation of the location of the calibration shots. We choose to work with $\alpha = 0.008$ m$^{-1}$. The location of the calibration shots with the ASL method and the grid search areas for each shot are displayed in Fig. 7. Most of the pre-location areas include the true shot location or are very close (<10 m) except for shot 17.

The locations of the calibration shots obtained with APOLoc are plotted in Fig. 8(a). The computed source locations are consistent with the real locations of the calibration shots: the mean epicentre error is 27 m with a minimal error of 3 m and a maximal error of 105 m (Table 1). Shots located within the seismic network are the most accurately located with a mean epicentre error of 7 ± 4 m. Outside the seismic network, the location errors are larger with a mean epicentre error of 37 ± 31 m. Except for the shots 15 and 7, the first arrivals of the shots are recorded by only one of the seismic arrays with a high SNR. Despite the relatively small number of sensors used for the location (<5), the epicentre errors are very small (<10 m) in the western part of the landslide (shots 2–11) while they are larger ([20–50] m) for shots located in the eastern part of the landslide (shots 1 and 12–14). The amplitude of the shot sources follows the attenuation law (Fig. 9) with $R^2$ value of 0.9741. The attenuation coefficient is lower ($\alpha = 0.002 \pm 0.03$ m$^{-1}$) than the one used in pre-location step ($\alpha = 0.008$ m$^{-1}$). The attenuation coefficient is not well constrained since the lower and upper bound values are significantly large (-0.033; +0.038).

The location results for the APOLoc method and for the manual picking are shown in Figs 9(b) and (c) and examples of the corresponding picked times are plotted in Fig. 10. A root-mean-square method is used to locate the shots from manual picked times; the epicentre of the source is the point that minimizes:
\[ RMS = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (\delta t_{obs}^{n} - \delta t_{mod}^{n})^2} \]
(7)
with $N$ the number of pairs of sensors, $\delta t_{obs}^{n}$ and $\delta t_{mod}^{n}$ the traveltime difference between the two sensors computed for manually picked and modeled arrival times, respectively. All the shots in the centre of the seismic array are precisely located with the three approaches. Outside the network, APOLoc provides better or equivalent results than the manual picking and the initial picking (i.e. APOLoc without optimization of the picking) except for shot 12. The correlation...
Figure 8. Location of the calibration shots with (a) the \textit{APOLoc} method, (b) the \textit{APOLoc} method without the optimization step and (c) the RMS location method with manually picked arrival times. For all the locations, the 3-D velocity model is used.

Table 1. Summary of the epicentre errors obtained for the different tests using three location methods: ASL, NonLinLoc, Beam-Forming and \textit{APOLoc}. The latter is tested with and without the optimization of the picking and for several velocity models.

<table>
<thead>
<tr>
<th>Method</th>
<th>ASL</th>
<th>NonLinLoc</th>
<th>BF</th>
<th>Proposed methodology: Intertrace correlation of $P$ wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Picking</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>Kurtosis / Kurtosis+picking optimization</td>
</tr>
<tr>
<td>Model</td>
<td>mean</td>
<td>std</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td></td>
<td>94</td>
<td>112</td>
<td>15</td>
<td>395</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>65</td>
<td>2</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>36</td>
<td>2</td>
<td>147</td>
</tr>
<tr>
<td></td>
<td>3-D</td>
<td>3-D</td>
<td>3-D</td>
<td></td>
</tr>
</tbody>
</table>
values increase with the iterative optimization indicating a more robust estimate of the quality of the arrival times (mean correlation value of $C = 0.22$ and $C = 0.29$ without and with optimization, respectively). The optimization step demonstrates its efficiency to correct the initial picks (Fig. 10) and consequently, improves some source locations (Figs 9a and b).

The larger errors are observed for the shots outside the seismic array. The question is to determine whether this is due to picking errors or/and to velocity model errors. For shots 1, 3, 12, 13 and 14, the difference between the final picking error and the model is larger than 0.01 s suggesting a velocity model error along these ray paths. A way to correct the velocity model inaccuracy is to add station correction (Spillmann et al. 2007; Lacroix & Helmstetter 2011). This option was not tested here as the station correction is correlated to the azimuth and the distance of the shots preventing the estimate of a robust correction.

5.2 Influence of the velocity model

We tested the influence of the seismic velocity model. The shots are located with (1) a homogeneous velocity model ($v_p = 2500$ m s$^{-1}$), (2) a 2-layer velocity model, (3) a gradient model and (4) a 3-D velocity model. For each of these models, traveltime tables are computed with the FMM algorithm. The results are plotted in Fig. 11. Among all the tested velocity models, the 3-D velocity model significantly decreases the mean epicentre error (Table 1). The 3-D velocity model constructed from the seismic tomography is thus considered as an accurate approximation of the velocity heterogeneity of the underground surface. We further carried out simulations to estimate the sensitivity of the location for the velocity models (Appendix A). The synthetic simulations show that the four seismic models are very similar to each other in terms of location of the synthetic sources; for real observations, they differ significantly when they are used as inputs to improve the picking of the $P$ wave. This last point demonstrates the difficulty to estimate the location error due to the velocity model uncertainties.

5.3 Comparison to other location approaches

Two other approaches are tested to locate the calibration shots: (1) the NonLinLoc approach (Lomax et al. 2000) with a manual picking and (2) the full waveform Beam-Forming approach with an inversion of the velocity (Lacroix & Helmstetter 2011). Probabilistic estimation of the location from the manual picking of the $P$ waves provides large epicentre errors (mean epicentre error : 65 m; Table 1, Fig. 12a). Most the epicentre locations are shifted towards the seismic array A. The location errors are large and fail at delimiting the areas where the shots were triggered. It shows that the location of seismic sources in the landslide is highly uncertain and that considering uniform prior information leads to unconstrained locations. In the contrary, the pre-location step in APOLoc has a prior information on the source location thus improving the determination of the source locations. The waveform Beam-forming approach provides larger epicentre errors than APOLoc (mean epicentre error 48 m; Table 1, Fig. 12b). Shots located inside the seismic network (except shot 15) are shifted towards the seismic array B while those located outside the seismic network in the eastern part of the landslide are more accurately located than with APOLoc (shots 1, 12, 13 and 14) with a mean epicentre error of 27 m (48 m with APOLoc). It is likely due to the fact that surface waves are more energetic and hence recorded by the two seismic arrays.

6 DISCUSSION

6.1 Relevance of APOLoc for landslide endogenous sources

The APOLoc method is used to locate the 239 slopequake and 418 rockfall events observed at Super-Sauze landslide. The slopequakes are located with the same criteria as for the calibration shots; the rockfalls are located using a different strategy as several impacts of blocks are observed and the first one is rarely the most energetic. To determine the time window, the maximum energy of the spectrogram is detected. The part of the signal used for the picking optimization is in the window $t_m-1s$ to $t_m$ (with being $t_m$ the time of the spectrogram maximum). The results are presented in Figs 13 and 14. The mean correlation values for the location of, respectively, the slopequakes and the rockfalls, are respectively, 0.23±0.12 and 0.19±0.1; these values are slightly smaller than the correlation values obtained for the calibration shots.

Most of the slopequakes are located inside the seismic network (Fig. 13). Some clusters are located in the vicinity of sensors A1 and A3 (<10 m). Few sources are located in the upper part of the landslide. The shapes of the location error are elongated, as for the calibration shots, in the north–south direction for the sources located inside the seismic network. The two clusters of seismicity located around sensors A1 and A3 present location errors elongated along the east–west direction. The location of these signals is in accordance with the geomorphological observations. We probably record only the sources occurring in the vicinity of the sensors or inside the seismic network where APOLoc demonstrated the most accurate location. If we analysed the SNR distribution versus the distance to the source for each sensor, the attenuation law is respected with coefficient of regression of 0.98 (Fig. 15a). This tends to confirm the reliability of the location for this kind of sources although we cannot confirm these locations.

The rockfalls are mostly located at the main scarp (Fig. 14). The shapes of the location errors are elongated along the north–south direction and cover the whole area of the main scarp due to
Figure 10. Comparison of the P-wave pick (i.e. manual, Kurtosis and the final picking obtained after the optimization) for shots 1, 4, 12 and 13. The S-wave time arrivals are plotted on the horizontal traces. The arrival times computed with the 3-D velocity model are also presented.

the geometry of the network and the distance of the source to the seismic network. The SNR distribution poorly conforms to the attenuation law (regression coefficient of 0.84; Fig. 15b). However, this might be due to the heterogeneity of the attenuation coefficient in the landslide but also due to source mislocation. Indeed, numerous sources are located at the boundary of the grid search area. This may be explained by the use of a P-wave velocity model while rockfalls signals may be dominated by surface waves (Helmstetter...
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Figure 11. Location of the calibration shots with the APOLoc method using (a) a uniform velocity model taking into account the topography with $v_p=2500$ m s$^{-1}$, (b) a two-layers velocity model composed of a superficial layer (above the bedrock limit) with a uniform velocity of $v_p=800$ m s$^{-1}$ and a deeper layer (bedrock) with a uniform velocity of $v_p=2500$ m s$^{-1}$ and (c) a gradient velocity model where the velocity in the superficial layer varies linearly from $v_p=800$ m s$^{-1}$ at the surface to $v_p=2500$ m s$^{-1}$ in the bedrock.

Garambois 2010; Lacroix & Helmstetter 2011; Hibert et al. 2014) especially when they occur at large distances from the sensors. A 3-D velocity model for surface wave propagation would probably be more adequate for the location of this kind of signals. A cluster of seismicity is also located in the vicinity of the seismic array B. This cluster may be explained either by mislocation of the sources or by the fact that numerous small rockfalls may occur at close distance (<10 m) of these sensors whereas only rockfall emitting large energy are recorded at large distances (>10 m). Some locations are coherent with the geomorphological observations. In particular, on the main scarp where all location are correlated to the rockfall paths (Fig. 14). The secondary scarp at the East appears to be also active (Fig. 14), which is in agreement with previous observations (Stumpf & Kerle 2011; Stumpf et al. 2014). A better discrimination between rockfalls dominated by emergent surface waves and rockfalls with impulsive onsets may also improve the determination of the rockfall location and enable to select adequate velocity model ($P$ waves or surface waves) to locate each type of signal. The current catalogue
does not take into account this difference. Moreover, the polarization of the P waves is expected to be complex and seems to be different for different location of the seismic sensors (Fig. 5). This would imply that the use of vertical sensors is not always adapted to pick the P waves arrivals for rockfalls. We did not investigate the polarization of all the sources present in the catalogue. The development of robust and possibly automatic methods to estimate the nature of the first onset is needed to choose adequately the velocity model.

6.2 Estimation of the depth of the sources

The depths of the sources are currently not computed. In the synthetic tests, reasonable vertical errors (3±3 m) are obtained when no picking error are added to the simulated travel times for the velocity model (Appendix A). This case is highly unrealistic. The synthetic tests indicate that the uncertainty on the depth is large and very sensitive to the velocity models and picking errors taking into account the small thickness of the landslide (e.g. mean depth to the bedrock interface of 20 m). The installation of buried sensors would improve the determination of the depth of the sources but their maintenance would be very difficult taking into account the high surface displacement rates (Malet et al. 2005). Further, the geometry of the seismic network is imposed by topographic and geomorphological constraints (e.g. elongated shape of the landslide, absence of stable parts within the landslide body, presence of lateral streams). One of the seismic arrays presents a wide aperture angle that reduces the precision of the azimuth inversion of the source. Installation of additional sensors in the north–south direction would improve the determination of the source epicentre and reduce the shape of the location error in that direction. One option is to install sensors at the top of the main scarp. This would improve the location of the rockfall events but would have only small impacts on the location of the slopequakes.

6.3 Estimation of the attenuation coefficient

We assumed a uniform coefficient of $\alpha = 0.008 \text{m}^{-1}$. The inversion of the attenuation law found that a smaller coefficient of 0.002 m$^{-1}$ fits the data for the calibration shots and even, that anelastic attenuation could be neglected for the slopequake locations. The uncertainties on the attenuation coefficients inverted from the calibration shots (Fig. 9) are also large: $-0.033$; $+0.038$ meaning that considering a uniform attenuation coefficient may be a too strong assumption. We thus inverted the attenuation coefficient for each shot (Table 2) and found very heterogeneous values ranging from 0.003 and 0.054 m$^{-1}$ if we consider only the inversions with $R^2 > 0.9$. The values are significantly larger than our initial assumption with a mean attenuation coefficient of 0.026 m$^{-1}$.

The coefficient of regression varies also significantly. Very low coefficients of regression ($<0.9$) are obtained for shots 1, 6, 9, 12, 13, 14 and 15. The attenuation coefficients of the shots on the eastern part of the landslide are less well resolved than for the shots of the western part. We investigated the possible site effects by analysing the ratio of the seismic amplitudes for 30 earthquakes coda Aki & Chouet (1975). The amplification values range from

![Figure 12. Location of the calibration shots with APOLoc using (a) the L2-RMS likelihood function implemented in NonLinLoc and (b) the Beam-Forming approach. The location errors are represented by PDF samples and the 68 per cent confidence ellipsoids for locations (a) and by the contour delimiting the area where the correlation function is larger than 95 per cent of the maximal correlation (i.e. $C > 0.95C_{\max}$) for locations (b).]
The APOLoc methodology is based on an automatic picking of the first arrivals and on the optimization of the initial picking. A location is estimated at each step, and is progressively refined. The ASL method is used to identify a pre-location area to reduce the size of the grid search. A realistic $P$-wave velocity model is then introduced in the methodology. The location procedure is fully automatic and demonstrated good performance on calibration shots reducing by a factor of two the mean epicentre error ($27 \pm 29$ m) compared to other location strategies. In particular, the prior information from ASL and the iterative optimization of the initial Kurtosis picks improve the determination of the location. The picking procedure provides satisfactory results for strong and emergent onsets of natural sources occurring inside the seismic network. Even if the slopequakes present lower SNR than the calibration shots, their SNR distribution respects the attenuation law and the slopequakes seem to be reliably located. One may anticipate lower location errors of slopequakes for landslides developed in other geological contexts especially in hard rocks mostly due to lower attenuation of the $P$ waves arrivals. Despite the limitations linked to the seismic network geometry and the material heterogeneity, the results of APOLoc are promising. We show that simple (uniform) assumption on the velocity model and attenuation coefficient do not provide good estimation of the location. Further improvements would be to build a realistic model for surface waves propagation taking account the strong topography of the site and the lateral velocity heterogeneities, to invert...
Figure 14. Location of the rockfalls and spatial correlation with the geomorphological structures. The size of the circles represents the final value of the intertrace correlation. The map of the tension zones are reproduced from Stumpf et al. (2013).

Figure 15. Signal-to-noise ratio (SNR) of the $P$ wave onset as a function of the source-sensor distance for (a) the slopequakes and (b) the rockfalls. The red curves represent the regression function best fitting the data. The equation of the model (f), the inverted coefficient with their upper and lower values and the regression coefficient are indicated in the upper right-hand corner of the plot with ‘x’ the source to sensor distance.
the attenuation coefficient and possibly implement joint inversion of the locations.
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**APPENDIX: SENSITIVITY ANALYSIS: LOCATION ACCURACY VS. SEISMIC VELOCITY MODELS AND PICKING ERRORS**

In order to quantify the influence of the velocity model and of the picking error on the location accuracy, 180 seismic sources are simulated with the NonLinLoc package. The synthetic sources are placed at nine different horizontal (X–Y) locations in the upper part of the landslide; their depths range from 0 to 20 m below the surface for each (X–Y) locations. The current configuration of the Super-Sauze seismic network is used. Two tests are carried out in order to assess the sensitivity: (1) of the location for different velocity models and (2) of the location for different picking errors. For each test, the synthetic P-wave arrival travel time tables computed with the 3-D P-wave velocity model are taken as the reference time to (cf. Section 3.1). It implies that for testing the velocity model influence, the location are estimated using the travel time tables of the tested
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Figure A1. Influence of four velocity models on the location of synthetic sources: (a) homogeneous \( P \)-wave velocity model of 1500 m s\(^{-1} \); (b) homogeneous \( P \)-wave velocity model of 2500 m s\(^{-1} \); (c) two-layers velocity model with constant \( P \)-wave velocities of 1000 m s\(^{-1} \) in the landslide body and 2700 m s\(^{-1} \) in the bedrock and (d) ‘gradient’ velocity model where the velocity varies linearly with depth from 500 m s\(^{-1} \) in the top unit to 2700 m s\(^{-1} \) in the bedrock. The L2-RMS likelihood function implemented in NonLinLoc is used to locate the synthetic events.

A1 Sensitivity to the seismic velocity model

Four velocity models are tested: (1) a homogeneous model with a velocity of 1500 m s\(^{-1} \), (2) a homogeneous model with a velocity of 2500 m s\(^{-1} \), (3) a 2-layers velocity model with a velocity of 1500 m s\(^{-1} \) above the bedrock and 2700 m s\(^{-1} \) in the bedrock and (4) a gradient velocity model where the velocity increases from the surface \( (v_P = 600 \text{ m s}^{-1}) \) to the bedrock interface \( (v_P = 2700 \text{ m s}^{-1}) \). The homogeneous models are chosen as a low and high estimation of the apparent velocity of \( P \) wave through the landslide. The synthetic source for \( P \)-wave arrival times are computed with the reference 3-D velocity model presented in Section 3.1 and the location is

model to locate reference arrival times \( t_0 \). For testing the picking error influence, an error of picking \( \delta t_0 \) is added to the reference picked times \( t_0 \). The error of picking is randomly drawn from a Gaussian distribution centred at 0 s with a variance corresponding to the tested picking error magnitude. The location is computed with the reference 3-D \( P \)-wave velocity model for the pick times \( t = t_0 + \delta t_0 \).

The locations are computed with the NonLinLoc package using the L2-RMS likelihood. The hypocentres are plotted by determining the maximum likelihood (computed from the L2-norm misfit between observed and calculated travel-times) and the location uncertainty (computed from the hypocentre Posteriori Density Functions -PDFs-). The PDF gives the probability of the source location considering the uncertainty on the data and the model. The point density of the PDF sample is proportional to the PDF value of the cell; thus the more dense the points are, the higher the PDF value is (Lomax et al. 2000). Consequently, robust source locations correspond to dense and narrow PDF samples.
Figure A2. Influence of the picking error on the location of synthetic sources. Three picking error values are tested: (a) with no picking error; (b) ±5 ms; (c) ±10 ms; (d) ±50 ms. The L2-RMS likelihood function implemented in NonLinLoc and the 3-D velocity model is used to locate the synthetic events.

The epicentre errors are larger (mean error 89 m) with the first velocity model ($v_P = 1500 \text{ m s}^{-1}$) than with the other models (mean error 11–14 m). The hypocentre errors are larger with a mean error of 115 m for the first model, 66 m for the second model ($v_P = 2500 \text{ m s}^{-1}$) and 30 m for the 2-layers and the gradient models. The PDFs scatters of the location obtained for the first model are narrow with an extension of ca. 50 m in the horizontal plane and 100 m in depth. The PDFs scatters obtained for other models have a larger extension of ca. 100 m in the horizontal plane and ca. 200 m in depth. Their shapes are elongated along the $Y$-direction for the sources located at the same latitude as the seismic sensors and at further distances progressively elongetate in the $X$-direction. In comparison, when the locations are calculated with the 3-D velocity model, the hypocentre errors decrease to 2 m (Fig. A1a) but the shapes of the PDF scatters are similar to the ones obtained with the homogeneous velocity model ($v_P = 2500 \text{ m s}^{-1}$), the 2-layer and the gradient models.
The latter can be considered as reliable approximation of the 3-D velocity model.

A2 Sensitivity to the picking errors

The arrival times of the synthetic sources are computed with the reference 3-D velocity model (Fig. A2) and random picking errors of ±0, ±5, ±10 and ±50 ms are added to the arrival times, respectively. The locations are computed with NonLinLoc using the L2-RMS likelihood and the results are presented in Fig. A2. The mean epicentre and hypocentre errors progressively increase with the picking error (mean horizontal error of 3±2, 20±13, 29±21 and 117±94 m and mean vertical error of 3±3, 46±45, 58±49 and 131±98 m for the ±0, ±5, ±10 and ±50 ms added error, respectively). The PDF scatters present similar shapes as the ones described in Section 4.1.1 when the picking error is lower than 10 ms. For a picking error of ±50 ms, the PDF scatters is widely spread and diffused and the source locations are poorly constrained.