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Abstract. We illustrate the mathematical theory of entropy production in repeated quantum measurement
processes developed in a previous work by studying examples of quantum instruments displaying various
interesting phenomena and singularities. We emphasize the role of the thermodynamic formalism, and
give many examples of quantum instruments whose resulting probability measures on the space of infinite
sequences of outcomes (shift space) do not have the (weak) Gibbs property. We also discuss physically
relevant examples where the entropy production rate satisfies a large deviation principle but fails to obey
the central limit theorem and the fluctuation–dissipation theorem. Throughout the analysis, we explore the
connections with other, a priori unrelated topics like functions of Markov chains, hidden Markov models,
matrix products and number theory.
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1 Introduction

This paper is a companion to [BJPP18] and its goal is to complement the general theory of repeated
quantum measurement processes developed therein. In the present paper, we explore the rich
class of invariant probability measures on shift spaces that result from such repeated quantum
measurement processes and show that, depending on the physical models and their parameters
(sometimes even on the number-theoretic properties of the parameters), very interesting and singular
properties arise. We discuss connections with classes of measures that have been widely studied in
the literature (Gibbs and weak Gibbs measures, Markov measures, hidden Markov models, matrix
product measures, ...). In many physically motivated examples, we obtain explicit expressions for
the mean entropy production and the associated entropic pressure.

We refer the reader to the general introduction of [BJPP18] for historical perspectives and physical
motivations. We note also that a repeated measurement process can be viewed as a singular kind
of repeated interaction process. Recently, the latter have been intensively studied as alternative to
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stochastic modeling of thermodynamic behavior in open quantum systems (see the review [BJM14]
and references therein). Irrespective of physical motivations, many examples analyzed here might
be of interest to researchers in the fields of dynamical systems, probability and statistics; see Section
2.2.

The paper is organized as follows. In Section 1.1, we briefly discuss the nature of time evolution
and its reversibility in quantum mechanics, complementing Section 1.1 in [BJPP18]. The following
Sections 1.2–1.4 are devoted to a review of the setup and results of [BJPP18], combined with
refinements established in [CJPS19]. The role of the thermodynamic formalism in the general
theory is discussed in Section 1.5. In Section 1.6 we finish the introduction with some additional
remarks. In Section 2 we outline the main results of the paper. The proofs are given in Sections 3,
4, and 5. We postpone a more detailed description of the structure of Sections 2–5 to the beginning
of Section 2, after some notation and concepts are introduced.

This paper will be followed by the works [BCJ+a, BCJ+b], dealing respectively with the statistical
mechanics of repeated quantum measurements1 and with the quantum detailed balance condition.

It is an honour and pleasure to dedicate this work to Joel Lebowitz on the occasion of his 90th
birthday. Throughout the years the two senior authors VJ and CAP learned greatly from Joel and
benefited from his wisdom, generosity and friendship. They will always remain grateful for that.
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1.1 Direct measurements and the time irreversibility of the projection postulate

According to most introductory textbooks on quantum mechanics (see, e.g., [CTDL77, Chapter III]),
and following the initial formulation by von Neumann [vN55], there are two ways the state of a
quantum system can evolve. If the system is kept isolated during some period of time, then its state
(represented by a density matrix2 ρ) is updated according to the deterministic rule

ρ 7→ ρ′ = UρU∗, (1.1)

where U is a unitary operator related to the total energy of the system through the time-dependent
Schrödinger equation. The second one is related to measurements: if the system is subject to the
direct measurement of a physical observable, then its state after the measurement will depend on
the outcome of the measurement, which is a random quantity. A measurement allowing only a
finite number of distinct outcomes labeled by a finite alphabet A can be modeled by a resolution of
the identity indexed by A, i.e., a family (Pa)a∈A of mutually orthogonal projections summing up
to the identity. By the projection postulate, the measurement updates the system state according to

1Many additional examples are considered in [BCJ+a].
2A density matrix ρ is a non-negative operator whose trace satisfies tr(ρ) = 1.
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the stochastic rule3

ρ 7→ ρ̃a =
PaρPa
pa

, (1.2)

where pa = tr(Paρ) is the probability for the outcome a to occur. As a result, for the observer
unaware of this outcome, the state of the system after the measurement is

ρ̃ =
∑
a∈A

paρ̃a =
∑
a∈A

PaρPa. (1.3)

As already noticed by von Neumann, the deterministic evolution (1.1) does not increase the
statistical uncertainty of the state. More precisely, the von Neumann entropy, S(ρ) = −tr(ρ log ρ),
remains constant during this first kind of evolution: S(ρ′) = S(ρ). In contrast, the stochastic
rule (1.2,1.3) increases this statistical uncertainty in the sense that4 S(ρ̃) ≥ S(ρ), with strict
inequality unless each projection Pa commutes with ρ so that ρ̃ = ρ. Inspired by a strong analogy
with thermodynamics, the peculiar properties of quantum measurements were sometimes proposed
to be at the origin of the thermodynamic arrow of time (see for example [vN55, Boh51]).

Note that when the initial state has maximal entropy, any measurement yields S(ρ̃) = S(ρ), and
hence ρ̃ = ρ. This applies to systems with finite-dimensional Hilbert spaces when ρ is a multiple of
the identity. More generally, if ρmaximizes the entropy under some linear constraints tr(ρCj) = γj ,
it is easy to see that any measurement such that each projection Pa commutes with all Cj gives a ρ̃
satisfying the same constraints. Hence, again, ρ̃ = ρ. This also applies to constraints of the type
ρ = Qjρ = ρQj where the orthogonal projections Qj commute with the Pa (thus, in particular,
to superselection rules). This is consistent with the commonly encountered assertion that the
low entropy of the initial state of the universe is responsible for the observed irreversibility of its
evolution.

In this respect, it is worth noticing that in his well-known discussion of the arrow of time and
Boltzmann’s entropy [Leb93], Lebowitz wrote a section on quantum mechanics where he refers to
one of his early works with Aharonov and Bergmann [ABL64]. In the latter, building on Wigner’s
motto “the laws of quantum mechanics only furnish probability connections between results of
subsequent observations carried out on a system” [Wig63], the authors take Born’s rule as their
starting point and study the reversibility of successive measurements from a statistical ensemble
point of view. In a spirit similar to [ABL64], our research program follows the footsteps of
Heisenberg and von Neumann, and can be broadly described as the study of the statistical properties
of quantum-mechanical probabilistic rules and the resulting irreversibility in the specific setting
of repeated quantum measurement processes. Its general description is given in the introduction
of [BJPP18], and in the sequel we will occasionally further comment on it.

Returning to [ABL64], in Section 1.3, we reformulate successive direct measurements in our
language, and recover the reversibility of the measurement outcome sequence, that is, the first
crucial observation made in [ABL64]. From a technical perspective, the other results in [ABL64]
are based on the above remarks about states of maximal entropy and on the ability to implement pre-
and post-selection mechanisms by fixing the outcome of the first and the last measurement. We do
not discuss these observations in the present article. Compared to [ABL64], we are concerned with
the repetition of the same direct or indirect measurement with the possibility of added internal and
external dynamical contributions. The introduction of these dynamical contributions may result in
non-zero entropy production and therefore in irreversibility. In an upcoming publication [BCJ+b],

3Such an instantaneous direct measurement is, of course, an idealization, most real measurements are indirect and
require some finite time to complete (see [FGH19] for a concrete study).

4See [vN55, Section V.3]. In modern parlance, this follows from the operator-convexity of the function x 7→ x log x,
see, e.g., [Car10].
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we provide necessary and sufficient conditions on the measurement to generate non-vanishing
entropy production and therefore irreversibility.

1.2 Setup

Throughout the paper we will use the following notations and conventions. H denotes a Hilbert
space of finite dimension d. The inner product of two elements u, v ∈ H, denoted by 〈u | v〉, is
assumed to be linear in its second argument. B(H) is the C∗-algebra of linear operators onH, and
1 denotes its unit. A self-adjoint element X ∈ B(H) is positive, written X ≥ 0, if its spectrum
sp(X) is a subset of [0,∞[. It is strictly positive5, written X > 0, if sp(X) ⊂ ]0,∞[. A linear
map Φ : B(H) → B(H) preserving positivity is called positive. We denote by Φ∗ the adjoint of
Φ w.r.t. the Hilbert–Schmidt inner product (Y |X) = tr(Y ∗X) on B(H). A positive map Φ is
called irreducible if the relation Φ[P ] ≤ λP for some orthogonal projection P and some λ > 0
holds only for P ∈ {0,1} (see [EHK78]). A positive map Φ is called positivity improving if
Φ[X] > 0 for any X ≥ 0, X 6= 0. Φ is completely positive whenever Φ⊗ Id is positive as a map
on B(H)⊗ B(K) ' B(H⊗K) for any finite-dimensional Hilbert space K.

We shall consider measurements whose possible outcomes can be labeled by a finite alphabet A.
The measurement process itself is described by a pair (J , ρ), where J = (Φa)a∈A is a quantum
instrument onH, and ρ is the initial state of the system. Here, the Φa are completely positive maps
on B(H) such that

Φ =
∑
a∈A

Φa

satisfies Φ[1] = 1, and ρ is identified with a density matrix onH. We write ΩT = AT , and denote
its elements by ω = (ω1, . . . , ωT ), and sometimes simply ω1 · · ·ωT . For ω ∈ ΩT , we define

Φω = Φω1 ◦ · · · ◦ ΦωT .

The probability measure defined on ΩT by the mass function

PT (a1, . . . , aT ) = tr (ρ (Φa1 ◦ · · · ◦ ΦaT )[1]) , (1.4)

describes the statistics of the first T outcomes of the repeated measurement process generated by
(J , ρ); see [BJPP18] and Section 1.4 for details. By a slight abuse of notation, we shall also use
the symbol PT to denote this probability measure.

The set of infinite sequences of measurement outcomes is6 Ω = AN∗ , and we equip it with the
metric d(ω, ω′) = λk(ω,ω′), where λ ∈ ]0, 1[ is fixed and k(ω, ω′) = inf{t ∈ N∗ | ωt 6= ω′t}. This
metric generates the product topology and the pair (Ω, d) is a compact metric space. F denotes the
associated Borel σ-algebra, P(Ω) the set of probability measures on (Ω,F) and suppP the support
of P ∈ P(Ω), which consists of all points ω ∈ Ω such that PT (ω1, . . . , ωT ) > 0 for all T ∈ N∗.
We equip P(Ω) with the topology of weak convergence which turns it into a compact metric space.

The following terminology will also be used in the sequel. We take the convention that Ω0 contains
only the empty word which has length zero and mass P0() = 1. We denote by

Ωfin =
⋃
T∈N

ΩT

5A strictly positive operator X is sometimes called faithful.
6N denotes the set of natural integers including 0, and N∗ = N \ {0}.
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the set of finite words from the alphabet A. For ω ∈ Ω and S, T ∈ N∗, S ≤ T , we set ωJS,T K =

(ωS , . . . , ωT ) ∈ ΩT−S+1.7 Finally, for a ∈ A, aT is the word ω1 · · ·ωT where ωi = a for all
i ∈ J1, T K.

The length of η = (η1, . . . , ηT ) ∈ Ωfin is |η| = T , the cylinder with base η is the set8

[η] =
{
ω ∈ Ω | ωJ1,T K = η

}
,

and ηω denotes the concatenation of η with ω ∈ Ωfin ∪ Ω.

There is a unique P ∈ P(Ω) such that, for all η ∈ Ωfin

P([η]) = P|η|(η).

This measure describes the complete statistics of the repeated measurement process generated
by (J , ρ). We shall denote by E the expectation w.r.t. the measure P. With a slight abuse of
terminology, we shall sometimes say that the pair (J , ρ) is a quantum instrument and refer to
(Ω,F ,P) or simply to P as its unraveling.

Different instruments acting on possibly different Hilbert spaces may have the same unraveling.
Given a probability measure P on (Ω,F), we denote by JP the collection of all instruments (J , ρ)
whose unraveling is P. JP might be empty, but it is never a singleton. Although our analysis is
focused on unravelings, their instrumental origin is of central importance regarding the formulation,
relevance, and interpretation of our results.

We shall only consider instruments (J , ρ) satisfying the following assumption:

Assumption (A) Φ∗[ρ] = ρ and ρ > 0.

It is worth pointing out that assuming ρ > 0 in (A) is not a restriction. Setting K = Ran ρ and
using Φ∗[ρ] = ρ, one easily shows that each Φa preserves the subspace B(K) of B(H), and that the
restriction of the instrument J to K is also an instrument. By replacingH with K one then obtains
an instrument with the same unraveling for which (A) holds.

Assumption (A) has several important consequences.

(i) The unraveling P of (J , ρ) is invariant under the left-shift

φ : Ω → Ω,
(ω1, ω2, . . .) 7→ (ω2, ω3, . . .),

i.e., P ◦ φ−1 = P. We denote by Pφ(Ω) the set of φ-invariant elements of P(Ω).

(ii) Extending the function PT by setting Ω 3 ω 7→ PT (ω) = PT (ω1, . . . , ωT ), the following
upper-decoupling property holds [BJPP18, Lemma 3.4]: for all T, S ∈ N∗ and ω ∈ Ω,

PT+S(ω) ≤ λ−1
0 PT (ω)PS ◦ φT (ω), (1.5)

where λ0 = min sp(ρ) ∈ ]0, 1].

(iii) The so-called outcome reversal (abbreviated OR) is well defined. Its construction involves a
choice of involution θ : A → A. Given (J , ρ) satisfying (A) with J = (Φa)a∈A, the pair
(Ĵ , ρ̂) with Ĵ = (Φ̂a)a∈A and ρ̂ defined by

Φ̂a[X] = ρ−
1
2 Φ∗θ(a)

[
ρ

1
2Xρ

1
2

]
ρ−

1
2 , ρ̂ = ρ, (1.6)

7For any integers i ≤ j we set Ji, jK = [i, j] ∩ Z.
8By convention, the cylinder with empty base is Ω.
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also satisfies (A), and the unraveling P̂ of (Ĵ , ρ̂) is determined by

P̂T (ω1, . . . , ωT ) = PT (θ(ωT ), . . . , θ(ω1)). (1.7)

We shall refer to (Ĵ , ρ̂)/P̂/JP̂ as the OR of (J , ρ)/P/JP. For additional discussion of the
OR, see [Cro08] and [BJPP18, BCJ+b]. We emphasize that the OR depends on the choice
of the involution θ.

The work [BJPP18] concerned a proposal for the study of the emergence of the quantum arrow of
time in repeated quantum measurement processes. This emergence is identified with a suitable
degree of distinguishability between (J , ρ) and its OR (Ĵ , ρ̂ ), and is quantified by the entropic
distinguishability of the respective unravelings P and P̂. This entropic distinguishability is closely
linked to notions of entropy production in non-equilibrium statistical mechanics and hypothesis
testing in statistics, and was examined in [BJPP18] on two levels:

I: Asymptotics of relative entropies and mean entropy production rate, Stein error exponent.

II: Asymptotics of Rényi’s relative entropies and fluctuations of entropy production, large
deviation principle (LDP) and fluctuation theorem, Chernoff and Hoeffding error exponents.

The results of [BJPP18] regarding the LDP and fluctuation theorem were further refined in [CJPS19].
To state the combined set of results, we introduce the remaining assumptions of [BJPP18]. The
first of them is a non-triviality assumption (see Section 2.2 in [BJPP18]), which we will always
assume to hold without further saying:

Assumption (B) suppPT = supp P̂T for all T ∈ N∗.

The last and central assumption concerns the main technical tool of [BJPP18], the non-additive
thermodynamic formalism of dynamical systems9, and complements the upper-decoupling prop-
erty (1.5) with a suitable lower decoupling property. To motivate this assumption, we recall the
following result; see [BJPP18, Fen09].

Proposition 1.1. Suppose that the map Φ =
∑

a∈AΦa is irreducible. Then there exists C > 0 and
τ ≥ 0 such that for all ω, ν ∈ Ωfin one can find ξ, ξ̂ ∈ Ωfin satisfying |ξ| ≤ τ , |ξ̂| ≤ τ , so that

P([ωξν]) ≥ CP([ω])P([ν]), P̂([ωξ̂ν]) ≥ CP̂([ω])P̂([ν]). (1.8)

Starting with the lower-decoupling property (1.8), one can go quite far in an independent study
of the dynamical systems (Ω, φ,P) and (Ω, φ, P̂). However, our simultaneous analysis of the pair
(P, P̂) requires (1.8) to hold with ξ = ξ̂.

Assumption (C) There exists C > 0 and τ ≥ 0 such that for all ω, ν ∈ Ωfin one can
find ξ ∈ Ωfin satisfying 0 ≤ |ξ| ≤ τ , so that

P([ωξν]) ≥ CP([ω])P([ν]), P̂([ωξν]) ≥ CP̂([ω])P̂([ν]). (1.9)

Unlike Assumptions (A) and (B) which are assumed throughout, we shall mention explicitly when
Assumption (C) is in force.

Remark 1.2. Assumption (C) implies that P and P̂ are φ-ergodic; see [CJPS19, Lemma A.2].

Remark 1.3. In [BJPP18] this assumption was formulated differently. The proof of the equivalence
of the two formulations is easy, and we leave it to the reader. We emphasize, however, that the
stated equivalence relies on (1.5) and does not hold for an arbitrary pair of measures on Ω.

9see [Bar11] for a general introduction to this topic.
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Remark 1.4. If τ = 0, then Assumption (C) reduces to Assumption (D) of [BJPP18]. In that case,
for all ω, ν ∈ Ωfin, one has

P([ων]) ≥ CP([ω])P([ν]), P̂([ων]) ≥ CP̂([ω])P̂([ν]).

Remark 1.5. In [BJPP18, Proposition 2.6], it is proven that if the completely positive map
Ψ : B(H⊗H)→ B(H⊗H) defined by

Ψ =
∑
a∈A

Φa ⊗ Φ̂a

is irreducible on B(H⊗H), then Assumption (C) holds.

The central object of study in [BJPP18] was the sequence of random variables

Ω 3 ω 7→ σT (ω) = log
PT (ω1, . . . , ωT )

P̂T (ω1, . . . , ωT )
, (1.10)

which quantifies the irreversibility, or equivalently, the entropy production of the measurement
process.10 We recall that

E(σT ) = S(PT |P̂T ) ≥ 0

is the relative entropy of the pair (PT , P̂T ). The cumulant-generating function at α ∈ R,

eT (α) = logE
(
e−ασT

)
= log

∑
ω∈suppPT

PT (ω)1−αP̂T (ω)α = S1−α(PT |P̂T ),

is the relative Rényi entropy. The next theorem summarizes the main results of [BJPP18] combined
with refinements obtained in [CJPS19].

Theorem 1.6. The following results hold.

(i) The (possibly infinite) limit

ep(J , ρ) = lim
T→∞

1

T
E(σT ) (1.11)

exists and is non-negative. We call it mean entropy production rate of (J , ρ). See [BJPP18,
Theorem 2.1] and [CJPS19, Section 6.2].

(ii) The limit

σ(ω) = lim
T→∞

1

T
σT (ω)

exists P-almost surely and satisfies σ ◦ φ = σ. Moreover, E(σ) = ep(J , ρ) and

lim
T→∞

E
(∣∣∣∣ 1

T
σT − σ

∣∣∣∣) = 0

holds whenever ep(J , ρ) <∞. The number σ(ω) is the entropy production rate of (J , ρ)
along the trajectory ω. See [BJPP18, Theorem 2.1].

(iii) Suppose that the dynamical system (Ω,P, φ) is ergodic.11 Then σ = ep(J , ρ) holds P-almost
surely and P = P̂ ⇐⇒ ep(J , ρ) = 0. See [BJPP18, Proposition 2.2].

10σT is often called the log-likelihood ratio in the framework of hypothesis testing, and relative information random
variable in information theory.

11A sufficient condition for ergodicity is that the completely positive map Φ =
∑
a∈A Φa is irreducible.
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(iv) For any ε ∈ ]0, 1[, let

sT (ε) = min{P̂T (T ) | T ⊂ ΩT ,PT (T c) ≤ ε},

where T c = ΩT \ T . The numbers

s(ε) = lim inf
T→∞

1
T log sT (ε) and s(ε) = lim sup

T→∞

1
T log sT (ε)

are called the Stein’s error exponents of the pair (P, P̂). If (Ω,P, φ) is ergodic, then for any
ε ∈ ]0, 1[

s(ε) = s(ε) = −ep(J , ρ).

See [BJPP18, Theorem 2.3].

Suppose now that Assumption (C) holds. We then have the following:

(v) For all α ∈ R, the (possibly infinite) limit

e(α) = lim
T→∞

1
T eT (α) ∈ ]−∞,∞] (1.12)

exists. We call it entropic pressure of (J , ρ). The function e is convex, satisfies e(0) =
e(1) = 0, and the symmetry

e(α) = e(1− α), α ∈ R, (1.13)

holds. Moreover, the function e is non-positive on [0, 1], non-negative on R \ [0, 1], differen-
tiable on ]0, 1[, and 12

(∂−e)(1) = −(∂+e)(0) = ep(J , ρ). (1.14)

See [BJPP18, Theorem 2.4, Theorem 2.5] and [CJPS19, Theorem 2.8].

(vi) If Assumption (C) holds with τ = 0, then e is finite and differentiable on R. See [BJPP18,
Theorem 2.8].

(vii) Under the laws P, the sequence of random variables
(

1
T σT (ω)

)
T∈N∗ satisfies a LDP with a

convex rate function I : R→ [0,∞] in the sense that for any Borel set S ⊂ R 13

− inf
s∈int(S)

I(s) ≤ lim inf
T→∞

1

T
logP

({
ω ∈ Ω

∣∣∣∣ 1

T
σT (ω) ∈ S

})
(1.15)

≤ lim sup
T→∞

1

T
logP

({
ω ∈ Ω

∣∣∣∣ 1

T
σT (ω) ∈ S

})
≤ − inf

s∈cl(S)
I(s).

The rate function I is the Fenchel–Legendre transform of the function α 7→ e(−α), i.e.,

I(s) = sup
α∈R

(αs− e(−α)), s ∈ R,

and it satisfies the Gallavotti–Cohen symmetry

I(−s) = I(s) + s, s ∈ R. (1.16)

If e is finite in a neighborhood of the origin, then I is a good14 rate function. See [BJPP18,
Theorem 2.11] and [CJPS19, Theorem 2.8].

12∂∓ denotes the left/right derivative.
13int(S)/cl(S) denotes the interior/closure of S.
14We recall that I is a rate function if it non-negative, lower semicontinuous, and not everywhere infinite. We call I is

a good rate function if, in addition, it has compact level sets.
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(viii) The Chernoff error exponents of the pair (P, P̂) are defined as

c = lim inf
T→∞

1
T log cT and c = lim sup

T→∞

1
T log cT ,

where

cT =
1

4

2−
∑
ω∈ΩT

∣∣∣PT (ω)− P̂T (ω)
∣∣∣
 .

One then has

c = c = min
α∈[0,1]

e(α) = e

(
1

2

)
. (1.17)

See [BJPP18, Theorem 2.12].

(ix) The Hoeffding error exponents of the pair (P, P̂) are defined, for all s ≥ 0, as

h(s) = inf
(TT )

{
lim sup
T→∞

1
T log P̂T (TT )

∣∣∣ lim sup
T→∞

1
T logPT (T cT ) < −s

}
,

h(s) = inf
(TT )

{
lim inf
T→∞

1
T log P̂T (TT )

∣∣∣ lim sup
T→∞

1
T logPT (T cT ) < −s

}
,

h(s) = inf
(TT )

{
lim
T→∞

1
T log P̂T (TT )

∣∣∣ lim sup
T→∞

1
T logPT (T cT ) < −s

}
,

where the infimum is taken over all sequences of tests such that TT ⊂ ΩT and the last one is,
moreover, restricted to the sequence of tests such that limT→∞

1
T logP(T cT ) exists. One then

has15

h(s) = h(s) = h(s) = inf
α∈]0,1]

(1− α)s+ e(α)

α
.

See [BJPP18, Theorem 2.13].

We refer the reader to [BJPP18] for a discussion of the results stated in Theorem 1.6 in the context
of hypothesis testing and the emergence of the arrow of time in repeated quantum measurement
processes.

The setting of this section and practically all results of Theorem 1.6 extend to arbitrary pairs of
instruments (J , ρ), (Ĵ , ρ̂) defined on possibly different Hilbert spacesH and Ĥ. In fact, the theory
of [CJPS19] was already formulated for general pairs of invariant measures (P, P̂) on Ω which are
not necessarily related by OR (i.e., no relation of the kind (1.7) is assumed). We conclude this
section with a discussion of these generalizations.

Consider two arbitrary instruments (J , ρ) and (Ĵ , ρ̂), with J = (Φa)a∈A and Ĵ = (Φ̂a)a∈A,
both satisfying Assumption (A). Instead of Assumption (B), we shall assume the following weaker
condition:

Assumption (B0) supp PT ⊂ supp P̂T for all T ∈ N∗.

This assumption ensures that the random variable σT , given by (1.10), is well defined PT -almost
everywhere. Note that when P and P̂ are related by OR, i.e., when (1.7) holds, then supp PT and
supp P̂T have the same cardinality, and in that case Assumptions (B0) and (B) are equivalent.

15Note that the formula given in [BJPP18] is different, but coincides with this one since e(α) = e(1 − α). The
expression given here is convenient in view of the generalizations we discuss at the end of this section.
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In this more general setting, we replace the notation ep(J , ρ) with

ep(P, P̂) = lim
T→∞

1

T
E(σT ), (1.18)

since now the right-hand side depends on both measures.

The results of Theorem 1.6 are adapted to this more general setup as follows.

• Parts (i) and (ii) remain valid (with the change of notation (1.18)). The observation that
ep(P, P̂) is non-negative can be strenghtened: we actually have ep(P, P̂) ≥ −e(1) (which
can be strictly positive, see (1.19) below).

• Part (iii) needs to be reformulated as the following two statements:

– If the dynamical system (Ω,P, φ) is ergodic, then σ = ep(P, P̂) holds P-almost surely.
This follows from an obvious modification of the proof of [BJPP18, Theorem 2.1].

– If the dynamical system (Ω, P̂, φ) is ergodic, then P = P̂ ⇐⇒ ep(P, P̂) = 0. Indeed,
the argument in the proof of [BJPP18, Proposition 2.2] only gives P� P̂ here, and in
order to conclude that P = P̂, one needs (Ω, P̂, φ) to be ergodic.16

• Part (iv) remains true up to the change of notation (1.18). It should be noted that in the
definition of the exponents, one cannot interchange P and P̂ in general.

• Part (v) is changed as follows. For all α ∈ R, the (possibly infinite) limit (1.12) exists. The
function α 7→ e(α) is convex, satisfies e(0) = 0, and is differentiable on ]0, 1[. However,

e(1) = lim
T→∞

1

T
log

∑
ω∈suppPT

P̂T (ω) = lim
T→∞

1

T
log P̂T (suppPT ) (1.19)

only ensures the inequality e(1) ≤ 0. In particular, the symmetry (1.13) does not necessarily
hold. In order to adapt the proof of [BJPP18, Theorem 2.5], one has, in the notation therein, to
replace the expression f(Q(α)) with f(Q)− α limT→∞

1
TQ[σT ] in the variational principle

(the two expressions coincide if P and P̂ are related by OR).

• Part (vi) remains unchanged.

• All the results in Part (vii) except the symmetry (1.16) hold in the present setup (this is
proved in greater generality in [CJPS19]).

• All the conclusions of Part (viii) except for the last equality in (1.17) remain true.

• Finally, all the assertions in Part (ix) remain unchanged.

The modifications to the proofs are minor (and some of them are already provided in [CJPS19]).
The hypothesis testing discussion in [BJPP18] is easily adapted to the above more general setting.

1.3 Von Neumann instruments

Measurements of the kind discussed in Section 1.1 are called projective measurements. To describe
repeated projective measurements, one has to incorporate the unitary propagators describing the
pre- and post-measurement time-evolution. W.l.o.g. the corresponding instrument J = (Φa)a∈A
can be written as

Φa[X] = U∗PaXPaU,

16There are pairs of instruments such that (Ω,P, φ) is ergodic and ep(P, P̂) = 0, yet P 6= P̂ and ep(P̂,P) > 0, even
when supp PT = supp P̂T for all T ∈ N∗. This happens for example if P, Q are two distinct, fully supported ergodic
measures, and P̂ = 1

2
P + 1

2
Q.
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(Pa)a∈A being a partition of unity and U a unitary on the Hilbert spaceH. We shall say that such a
J is a von Neumann instrument. Since Φ∗a(ρ) = PaUρU

∗Pa, the maximal entropy state ρ = 1/d
always satisfies (A). The unravelling P turns out to be a Markov process (see Remark 2.4). Given
an alphabet involution θ, the induced OR (Ĵ , ρ̂) is again a von Neumann instrument

Φ̂a[X] = Û∗P̂aXP̂aÛ , ρ̂ = ρ,

with Û = U∗ and P̂a = U∗Pθ(a)U . We note that if there exists an anti-unitary involution Θ

on H such that ΘUΘ∗ = U∗ and ΘPaΘ
∗ = Pθ(a), then the unravelings satisfy P̂ = P, so that

ep(J , ρ) = 0 and the entropic pressure e vanishes identically.

In [ABL64], the discussion on the relationship between the arrow of time and the projection
postulate is based on sequential von Neumann measurements of different observables. Assuming the
sequence of observables is periodic of period N , the corresponding alphabet isA = A1×· · ·×AN
with each An being a finite alphabet labelling the outcome of one observable, and the instrument
J = {Φa}a∈A is

Φ(a1,...,aN )[X] = PNaN · · ·P
1
a1XP

1
a1 · · ·P

N
aN
,

where each (Pnan)an∈An is a partition of unity by orthogonal projectors. Since

Φ∗a[ρ] = P 1
a1 · · ·P

N
aN
XPNaN · · ·P

1
a1 ,

the maximal entropy state ρ = 1/d satisfies (A). Then, setting θ(a1, . . . , aN ) = (aN , . . . , a1)
makes the canonical OR instrument Ĵ equal to J . Hence, P = P̂, so that ep(J , ρ) = 0 and the
entropic pressure e vanishes identically. These observations relate our setting to one of the results
of [ABL64], namely that the distribution of sequences of outcomes of von Neumann measurements
is time-reversal invariant.

1.4 Probe measurements

Ultimately, all measurements to be considered in the forthcoming examples will be of the kind
described in Section 1.1. However, from a physical perspective, the distinguished subclass of them
describing indirect measurements is central to the interpretation of repeated quantum measurement
processes. More specifically, we will be interested in one-time and two-time probe measurements.

Recall that our starting quantum system, which we denote by S here, is described by a finite-
dimensional Hilbert space H and a state ρ. In addition to S we are given a countable collec-
tion (Pt)t∈N∗ of independent, identical quantum probes, each of which is described by a finite-
dimensional Hilbert spaceHp and a state ρp. In one-time measurement processes, at time t = 0, S
and the probe P1 are coupled and interact for a unit of time. At the end of the interaction period,
a von Neumann measurement of a specified probe observable is performed and the state of S is
updated according to the outcome of this measurement. Then the procedure is repeated, with S
in the updated state coupled to a probe P2. Two-time measurement processes are similar, except
that the probe observable subject to measurement is strongly related to the probe state ρp, this
observable being measured before and after the interaction period. The details are as follows.

1.4.1 One-time measurements

The Hilbert space of the coupled system isH⊗Hp and its initial state is ρ⊗ ρp. The evolution of
the coupled system over a unit time interval is described by a unitary operator U ∈ B(H⊗Hp).
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Let (Pa)a∈A be a partition of unity onHp associated to a probe observable, and set17

Φa[X] = trHp (U∗(X ⊗ Pa)U(1⊗ ρp)) . (1.20)

One easily checks that J = (Φa)a∈A is a quantum instrument. By Stinespring’s dilation the-
orem [Tak79, Theorem 3.6], this construction has a converse: for any instrument (Φa)a∈A on
H, one can find Hp, ρp, U and a partition of unity (Pa)a∈A such that (1.20) holds. Returning
to measurements, tr(Φ∗ω1

[ρ]) is the probability that after the first interaction, the von Neumann
measurement of the probe observable yields the outcome ω1. After this measurement, the system
S is in the reduced state ρω1 = Φ∗ω1

[ρ]/tr(Φ∗ω1
[ρ]). Repeating the measurement process with the

system S being in the state ρω1 , one derives that the probability of observing the sequence of
outcomes (ω1, ω2) is tr((Φ∗ω2

◦ Φ∗ω1
)[ρ]). After the two measurements, the system S is in the state

ρω1ω2 = (Φ∗ω2
◦ Φ∗ω1

)[ρ]/tr((Φ∗ω2
◦ Φ∗ω1

)[ρ]). Continuing in this way, one arrives at the expression
(1.4) for PT ; see [BJPP18] for additional information and references.

1.4.2 Two-time measurements

In terms of the partition of unity (Pl)l∈L, let the faithful probe state be given by

ρp =
∑
l∈L

πlPl, (1.21)

where the eigenvalues πl are not necessarily distinct. The map θ(l, l′) = (l′, l) defines an involution
of the alphabet A = L × L. Recall that U ∈ B(H ⊗Hp) denotes the unitary propagator over a
unit interval of time. For a = (l, l′) ∈ A, we set

Φa[X] = trHp ((U∗(X ⊗ Pl′)U)(1⊗ πlPl)) . (1.22)

The instrument J = (Φa)a∈A describes a two-time indirect measurement (the probe state is
measured before and after the interaction). In the following, P denotes the unraveling of (J , ρ)
for some invariant state ρ. For more information about the two-time measurement protocol
see [HJPR18, HJPR17].

Since the particular mathematical structure of repeated two-time measurements was not discussed
in [BJPP18] and will play a role in the sequel, we elaborate on this point.

We will assume that the system is time-reversal invariant in the following sense: there exist
anti-unitary involutions Θ: H → H and Θp : Hp → Hp such that, for all l ∈ L,

ΘρΘ = ρ, ΘpPlΘp = Pl, (Θ⊗Θp)U(Θ⊗Θp) = U∗. (1.23)

For a = (l, l′) ∈ A, let ∆S(a) = log πl − log πl′ . For (ω1, . . . ωT ) ∈ ΩT , let

∆ST (ω1, . . . , ωT ) =
T∑
t=1

∆S(ωt).

Note that

∆ST =
T−1∑
t=0

∆S ◦ φt, (1.24)

where, for ω ∈ Ω, we have set ∆S(ω) = ∆S(ω1).

17trHp denotes the partial trace overHp.
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For α ∈ R, we define Φ(α) : B(H)→ B(H) by

Φ(α)[X] =
∑
a∈A

e−α∆S(a)Φa[X].

This deformation of Φ = Φ(0) is a completely positive map. It is irreducible iff Φ is. In our setting,
Φ(α) will play the role of the transfer operator.

Theorem 1.7. Suppose that (A) holds. Then:

(i) For all T ∈ N∗, and all ω = (ω1, . . . , ωT ) ∈ ΩT ,

tr(ρ(Φω1 ◦ · · · ◦ ΦωT )[1]) = e∆ST (ω)tr(Φθ(ωT ) ◦ · · · ◦ Φθ(ω1)[ρ]).

(ii) Assumption (B) holds. If Φ is irreducible, then (C) also holds and Theorem 1.6 applies.

(iii) Let r+ = max sp(ρ), r− = min sp(ρ). Then for all T ∈ N∗ and ω ∈ suppPT ,∣∣σT (ω)−∆ST (ω)
∣∣ ≤ log

r+

r−
.

(iv)

ep(J , ρ) =

∫
Ω

∆SdP =
∑
a∈A

∆S(a)tr(ρΦa[1]).

(v)
ep(J , ρ) = S(ρ⊗ ρp|U∗(ρ⊗ ρp)U),

where S(µ1|µ2) = tr(µ1(logµ1 − logµ2)) denotes the quantum relative entropy18 of a pair
of density matrices (µ1, µ2). In particular, ep(J , ρ) = 0 if and only if U∗(ρ⊗ρp)U = ρ⊗ρp.

(vi) For all α ∈ R, the limit

e(α) = lim
T→∞

1

T
log

(∫
Ω

e−α∆ST dP
)

(1.25)

exists and e(α) = log r(α), where r(α) is the spectral radius of Φ(α). The function
R 3 α 7→ r(α) is locally a branch of a multivalued analytic function with at worst algebraic
singularities.

(vii) For α 6∈ [0, 1],

e(α) ≤ min(|α|, |1− α|)r+

r−
.

For α ∈ [0, 1],

e(α) ≥ −max(α, 1− α)
r+

r−
.

In the remaining statements we assume that Φ is irreducible.

(viii) ep(J , ρ) = 0 if and only if tr(ρΦa[1]) = tr(ρΦθ(a)[1]) for all a ∈ A.

(ix) The function R 3 α 7→ e(α) is real analytic.

18All the entropic notions we use are reviewed in [BJPP18, Section 2.1]. We recall that S(µ1|µ2) ≥ 0 and that the
equality holds iff µ1 = µ2.
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(x) The sequence of random variables
(

1
T ∆ST

)
T∈N∗ under the laws PT satisfies the LDP with

the rate function
I(s) = sup

α∈R
(sα− e(−α)), s ∈ R.

(xi) The random variables (∆ST )T∈N∗ satisfy the central limit theorem. More precisely, as
T →∞, the random variable

∆ST − T ep(J , ρ)√
T

converges in law to a centered Gaussian with variance e′′(0).

Proof. The proof is based on well-known arguments and is relatively simple; see [JPW14, HJPR17,
HJPR18]. We sketch the argument for the reader’s convenience and later reference.

One checks that for a ∈ A and X ∈ B(H),

ΘΦa[ΘXΘ]Θ = e∆S(a)Φ∗θ(a)[X]. (1.26)

This yields (i).

Part (i) immediately gives that (B) holds. If r± are as in (iii), the inequalities r−1 ≤ ρ ≤ r+1 give
that

r−
r+

P̂T (ω1, . . . , ωT ) ≤ tr(Φθ(ωT ) ◦ · · · ◦ Φθ(ω1)[ρ]) ≤ r+

r−
P̂T (ω1, . . . , ωT ). (1.27)

If Φ is irreducible then, by Proposition 1.1, there exists C > 0 and τ ≥ 0 such that for all
ω, ν ∈ Ωfin one can find ξ ∈ Ωfin satisfying 0 ≤ |ξ| ≤ τ , so that

P([ωξν]) ≥ CP([ω])P([ν]).

It then follows from (1.27) and (i) that for the same ξ ∈ Ωfin,

P̂([ωξν]) ≥ C
(
r−
r+

)3

P̂([ω])P̂([ν]),

and (C) holds. This proves (ii).

Part (iii) follows from (i) and (1.27).

Part (iv) follows from (iii) and (1.24).

To prove (v), we first note that

ep(J , ρ) =
∑
a∈A

∆S(a)tr(ρΦa[1])

=
∑
l,l′∈L

(log πl − log πl′)tr ((ρ⊗ 1)(U∗(1⊗ Pl′)U)(1⊗ πlPl))

= tr(ρp log ρp)− tr((ρ⊗ ρp)U∗(1⊗ log ρp)U).

On the other hand,

tr((ρ⊗ ρp)U∗(log ρ⊗ 1)U) = tr(ρΦ[log ρ]) = tr(Φ∗[ρ] log ρ) = tr(ρ log ρ),

and so

ep(J , ρ) = tr(ρp log ρp)− tr((ρ⊗ ρp)U∗(1⊗ log ρp)U)

+ tr(ρ log ρ)− tr((ρ⊗ ρp)U∗(log ρ⊗ 1)U)

= S(ρ⊗ ρp|U∗(ρ⊗ ρp)U).
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The proof of (vi) starts with the identity

tr(ρΦT (α)[1]) =

∫
Ω

e−α∆ST dP, (1.28)

which yields the bound ∫
Ω

e−α∆ST dP ≤ ‖ΦT (α)‖.

Gelfand’s formula for the spectral radius gives

lim sup
T→∞

1

T
log

(∫
Ω

e−α∆ST dP
)
≤ lim

T→∞
log ‖ΦT (α)‖1/T = log r(α). (1.29)

The Perron–Frobenius theory for positive maps gives that there exists 0 ≤ X(α) ≤ 1, X(α) 6= 0,
such that Φ(α)X(α) = r(α)X(α); see for example [EHK78, Theorem 2.2]. The identity (1.28)
then yields ∫

Ω
e−α∆ST dP ≥ r(α)T tr(ρX(α)),

and so

lim inf
T→∞

1

T
log

(∫
Ω

e−α∆ST dP
)
≥ log r(α). (1.30)

Relations (1.29) and (1.30) yield that the limit (1.25) exists and that e(α) = log r(α). Since r(α) is
an eigenvalue of Φ(α) and the map C 3 α 7→ Φ(α) is entire analytic, the stated regularity property
of the map α 7→ r(α) follows from analytic perturbation theory [Kat95].

(vii) follows from (vi) and the symmetry e(α) = e(1− α).

The direction⇒ in (viii) follows from Theorem 1.6 (iii). The direction⇐ follows from Part (iv)
and does not require the assumption that Φ is irreducible.

If Φ is irreducible, then so is Φ(α) for all α ∈ R. This observation and the Perron–Frobenius
theory [EHK78] give that r(α) is a simple eigenvalue of Φ(α) for all α ∈ R. The analytic
perturbation theory [Kat95] yields that the map α 7→ r(α) is real analytic, and Part (ix) follows
from the identity e(α) = log r(α).

Part (x) is an immediate consequence of (vii) and the Gärtner–Ellis theorem.

The central limit theorem stated in (xi) follows from the result of Bryc [Bry93]; the details are the
same as in the proof of [JPW14, Corollary 3.3]. 2

Remark 1.8. It is well known that the time-reversal invariant two-time quantum measurement
protocol induces a rich and deep mathematical structure; see [JOPP12, JPW14] for a discussion
of this topic, references, and additional information. For the model discussed in this section, this
structure emerges from the two elementary identities (1.26) and (1.28), which allow for a simple
proof of Theorem 1.6.

Remark 1.9. One of the special aspects of the two-time measurement protocol is the mathematical
simplicity of σT , captured in Part (iii), contrasting sharply the possible complexity of P.

Remark 1.10. Continuing with the previous remark, in contrast to Theorem 1.6, the statement and
the proof of Theorem 1.7 are deeply linked to the specific form of the reversal transformation. The
resulting P̂ is natural in the context of the main theme of [BJPP18]: the emergence of an arrow of
time in repeated quantum measurements. However, if P and P̂ are unravelings of two unrelated
two-time measurement instruments with the same alphabet, the structure behind the statement and
the proof of Theorem 1.7 is broken.
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Remark 1.11. Identifying Ω = (L × L)N
∗

with LN∗ × LN∗ , the marginal of P with the respect to
the second factor is the unraveling of the instrument ((Φl)l∈L, ρ), where

Φl[X] = trHp (U∗(X ⊗ Pl)U(1⊗ ρp)) .

This instrument corresponds to the one-time probe measurement associated to (Pl)l∈L with the
special feature (1.21). The marginal of P with respect to the first factor is the Bernoulli measure on
LN∗ associated to the mass function L 3 l 7→ p(l) = πl tr(Pl).

We now discuss several special cases of the two-time measurement process that are of particular
physical and mathematical interest.

Case 1: Thermal probes. This case corresponds to the choice ρp = e−βHp/Z, where Hp is the
Hamiltonian of the probe, Z is a normalization constant and β > 0 is the inverse temperature. Let

Hp =
∑

ε∈sp(Hp)

εPε

be the spectral resolution of Hp. Setting L = sp(Hp) and πε = e−βε−logZ gives the representa-
tion (1.21). Note that in this case the πε are distinct, and that the two-time measurement process
corresponds to the measurement of the energy of the probe, before and after the interaction.

Note that if a = (ε, ε′), then ∆S(a) = β(ε′ − ε) is the entropy variation of the probe due to the
measurement process. The function ∆ST describes the entropy variation in the probe subsystem in
the time interval [0, T ]. It follows that Part (iii) of Theorem 1.7 relates the information-theoretic
entropy production σT to the physical entropy variation of the probes described by ∆ST . Thus, the
information-theoretic/hypothesis testing interpretation of Theorem 1.6, in terms of the emergence
of the quantum arrow of time, is directly related to the thermodynamic interpretation that stems
from Theorem 1.7. For example, ep(J , ρ) is the Stein error exponent in the hypothesis testing of
the quantum arrow of time and coincides with the expected entropy variation per unit time in the
probes. For more information about this link see [JOPP12, JOPS12].

Case 2: Random thermal probes. We start with a collection of K ≥ 2 probes each of which is
in thermal equilibrium at inverse temperature βk, k ∈ J1,KK. The two-time measurement process
has the additional feature that, at each time step t = 0, 1, . . ., the system S is coupled to a randomly
chosen probe, the k-th probe being chosen with probability wk > 0. Thus,

Hp =

K⊕
k=1

Hk, ρp =

K⊕
k=1

wkρk, ρk =
e−βkHk

Zk
, L =

K∐
k=1

sp(Hk),

where
∐

stands for the disjoint union, Hk is the Hamiltonian of the k-th probe and Zk a normaliza-
tion constant. Denoting the spectral decomposition of Hk by

Hk =
∑

ε∈sp(Hk)

εPk,ε (1.31)

and, for ε ∈ sp(Hk), setting πε = wke
−βkε−logZk and Pε = 0 ⊕ · · · ⊕ Pk,ε ⊕ · · · ⊕ 0, the

representation (1.21) holds. Writing

H⊗Hp =

K⊕
k=1

H⊗Hk,
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we assume that the unitary propagator over the interaction period has the form U =
⊕K

k=1 Uk,
where Uk : H⊗Hk → H⊗Hk, and we identify the alphabet A with

∐K
k=1 sp(Hk)× sp(Hk).

If (Φ
(k)
a )a∈sp(Hk)×sp(Hk) denotes the instrument describing the thermal probe two-time measure-

ment with S coupled only to the k-th probe subsystem, as in the Case 1 above, it is immediate that
the random thermal probes two-time measurement process is described by the instrument

J = {wkΦ(k)
a | k ∈ J1,KK, a ∈ sp(Hk)× sp(Hk)}, (1.32)

and that for all α,

Φ(α) =
K∑
k=1

wkΦ
(k)(α). (1.33)

Case 3: Multi-thermal probes. In this setting the probe consists of K ≥ 2 independent sub-
probes each of which is in thermal equilibrium at inverse temperature βk > 0, k ∈ J1,KK. Hence,

Hp =
K⊗
k=1

Hk, ρp =
K⊗
k=1

ρk, ρk =
e−βkHk

Zk
, L =

K

×
k=1

sp(Hk),

Hk denoting the Hamiltonian of the k-th probe and Zk a normalization constant. Given the spectral
representation (1.31), (1.21) holds with

πε = e−
∑K
k=1 βkεk+logZk , Pε =

K⊗
k=1

Pk,εk ,

for ε = (ε1, . . . , εK) ∈ L. Note that the πε’s are not necessarily distinct.

Remark 1.12. Case 3 corresponds to the well-known setting of open quantum systems in non-
equilibrium statistical mechanics. However, in the context of repeated quantum measurements,
Case 2 is both physically more natural and mathematically simpler to analyze. As we shall see
on the example of the spin instruments, relations (1.32) and (1.33) considerably facilitate the
computation of the mean entropy production rate ep(J , ρ) and of the entropic pressure e(α). The
related computations are much more complicated in Case 3. For these reasons we shall illustrate
Case 3 only on the example of the XXZ-spin instrument with K = 2.

Remark 1.13. For a related use of the formalism of Case 2, see [BB20].

1.5 On the role of the thermodynamic formalism

In this section we further discuss Theorem 1.6 in view of the examples we shall study.

The classical Ruelle–Walters thermodynamic formalism [Rue04, Wal82] provides a conceptual
framework and powerful technical tools for the study of the questions addressed in Theorem 1.6.
However, the application of these tools requires certain regularity assumptions that are natural in
the mathematical theory of classical spin systems, and which may or may not hold for a given
repeated quantum measurement process.

The following definition is basic. Let Q ∈ Pφ(Ω). For ω ∈ Ω and T ∈ N∗ let19

QT (ω) = Q([ω1 · · ·ωT ]).

19Note that if Q is the unraveling of some quantum instrument, then this definition is consistent with the notation
introduced in Section 1.2.
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Consider the subshift (suppQ, φ). The measure Q is called weak Gibbs if there exists a continuous
function F : suppQ → R and positive constants (CT )T∈N∗ satisfying limT→∞

1
T logCT = 0,

such that for all T ∈ N∗ and all ω ∈ suppQ,

C−1
T e−STF (ω) ≤ QT (ω) ≤ CT e−STF (ω), (1.34)

where STF =
∑T−1

t=0 F ◦ φt. In this context, we shall refer to F as a potential for Q. If the
constants CT can be chosen independent of T , then the measure Q is called Gibbs. The following
criteria are useful.

Theorem 1.14.
(i) Suppose that for some Q ∈ Pφ(Ω) there exist positive constants (DT )T∈N∗ satisfying

limT→∞
1
T logDT = 0, and such that, for all T, S ∈ N∗ and all ω ∈ suppQ,

D−1
T QT (ω)QS(φT (ω)) ≤ QT+S(ω) ≤ DTQT (ω)QS(φT (ω)).

Then Q is weak Gibbs.

(ii) If Q ∈ Pφ(Ω) is weak Gibbs, then

lim
T→∞

1

T
sup

S∈[1,T−1]
sup

ω∈suppQ

∣∣∣∣log
QT (ω)

QS(ω)QT−S(φS(ω))

∣∣∣∣ = 0.

Proof. Part (i) follows from the recent work [Cun20]. To prove (ii), note that w.l.o.g. we may
assume that the constants CT in (1.34) are non-decreasing. Then the obvious estimates

C−3
T ≤ (CTCT−SCS)−1 ≤ QT (ω)

QS(ω)QT−S(φS(ω))
≤ CTCT−SCS ≤ C3

T

yield the statement. 2

Consider an instrument (J , ρ) satisfying Assumption (A) and let P be its unraveling. If P is weak
Gibbs, then most of the conclusions of Theorem 1.6 are standard results, as we now briefly discuss.

Let Ω+ = suppP = supp P̂. First, when P is weak Gibbs, so is P̂. Indeed, a potential F̂ for
P̂ can be constructed as follows. For all ω ∈ Ω+, let F (k)(ω) = F (k)(ωJ1,kK) = sup{F (η) |
η ∈ Ω+, ηJ1,kK = ωJ1,kK}, where F is a potential for P. Then F (k) converges uniformly to F
on Ω+, and we can define a sequence of potentials (F̂ (k))k∈N∗ by F̂ (k)(ω) = F̂ (k)(ωJ1,kK) =

F (k)(θ(ωk), θ(ωk−1), . . . , θ(ω1)) for all ω ∈ Ω+. It is then not hard to prove that

lim
k→∞

lim sup
T→∞

1

T
sup

ω∈supp P̂
| log P̂T (ωJ1,T K) + ST F̂

(k)(ω)| = 0,

and thus the construction in [Cun20] provides a potential F̂ with respect to which P̂ is weak Gibbs.

We then have, assuming P is weak Gibbs:

(a) (i)–(ii) follow from the ergodic theorem.

(b) Regarding (v), the Ruelle–Walters thermodynamic formalism of weak Gibbs measures gives
that the limit (1.12) exists and is finite. The formalism, of course, gives much more. The
variational principle

e(α) = sup
Q∈Pφ(Ω+)

(
hφ(Q) +

∫
Ω+

(
αF + (1− α)F̂

)
dQ
)
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holds, where hφ(Q) is the Kolmogorov–Sinai entropy of Q. The set

Peq(α) =

{
Q ∈ Pφ(Ω+)

∣∣∣∣ e(α) = hφ(Q) +

∫
Ω+

(
αF + (1− α)F̂

)
dQ
}

is a non-empty, convex, compact subset of Pφ(Ω+). It is a Choquet simplex and a face of
Pφ(Ω+). The extreme points of Peq(α) are φ-ergodic. If Peq(α) is a singleton, then e is
differentiable at α. Whether Peq(α) is a singleton or not cannot be resolved with having only
information that P is weak Gibbs with an unknown potential; see (b′) below.

(c) The Level III LDP holds on (Ω+, φ) w.r.t. P with the rate function

I(Q) =

{∫
Ω+ FdQ− hφ(Q) if Q ∈ Pφ(Ω+);

∞ otherwise,

see [Com09, PS18] and [CJPS19, Appendix A.3] (note that Assumption (C) implies the
various specification conditions therein). The Level III LDP and the contraction principle
yield the LDP for the entropy production observable stated in Part (vii).

(d) The proof of Parts (vii)–(ix) follows the standard route that relies only on the validity of the
LDP for the sequence

(
1
T σT (ω)

)
T∈N∗ under the laws PT ; see [JOPS12].

In conclusion, whenever the unraveling P is weak Gibbs, all the statements of Theorem 1.6 follow
from well-known results via the classical thermodynamic formalism, except for Parts (iii), (iv), and
the differentiability properties of e stated at the end of Part (v) and in Part (vi). Although the proofs
of Parts (iii) and (iv) are by no means hard, they are not related to the thermodynamic formalism.
We will further comment on differentiability issues later in this section.

As we have already mentioned, the unraveling P of a quantum instrument may or may not be weak
Gibbs. In practically all examples that we will consider in the main body of the paper the unraveling
will not be weak Gibbs. The interest of Theorem 1.6 is that it applies to such cases. We emphasize
that Theorem 1.6 combines results obtained in [BJPP18] and [CJPS19], which provide two very
different and complementary routes to the LDP for the entropy production.

The methods of [BJPP18] were based on non-additive thermodynamic formalism that appear
well suited for the study of questions addressed in Theorem 1.6 in the cases where standard
thermodynamic formalism fails. More precisely:

(a’) Parts (i)–(ii) follow from Kingman’s sub-additive ergodic theorem.

(b’) Parts (v) and (vi) follow from the non-additive thermodynamic formalism. Assumptions (A)
and (B) suffice to develop this formalism for α ∈ [0, 1], i.e., to prove a suitable variant of
the variational principle and to define Peq(α) which has the same properties as in (b) above.
If in addition (C) holds, one also proves that Peq(α) is a singleton for α ∈ ]0, 1[ and hence
that e is differentiable on ]0, 1[. In comparison to (b), the proof that Peq(α) is singleton
for α ∈ ]0, 1[ uses the decoupling properties (1.5) and (1.9) in an essential way. Under the
Assumption of Part (vi) these results are global, i.e., hold for all α ∈ R.

(c’) The Gärtner–Ellis theorem and the differentiability of e on ]0, 1[ yield a local version of the
LDP stated in Part (vii): the relation (1.15) holds for any S ⊂ [(∂−e)(0), (∂+e)(1)].

(d’) The local LDP described in (c′) suffices for the proof of Parts (viii)–(ix); see [JOPS12].

As illustrated by the rotational instrument discussed in Sections 2.3 and 5, the method of [BJPP18]
cannot be used to derive the global LDP stated in Theorem 1.6 (vii).

The work [CJPS19] concerns the LDP for so-called selectively decoupled measures that are
considerably more general than unravelings of repeated quantum measurement processes considered
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here. The methods of [CJPS19] bypass the use of thermodynamic formalism and are centered
around the so-called Ruelle–Lanford functions. In the context of unravelings, under Assumption (C),
[CJPS19] provides a proof of the Level III LDP for P and the global LDP stated in Theorem 1.6 (vii).
We point out that in contrast to (c) above, Part (vii) cannot be deduced from the Level III LDP and
the contraction principle, and a separate argument is required; see [CJPS19] for a discussion and
additional information.

1.6 Miscellaneous remarks

1 As we have already mentioned, the research program initiated in [BJPP18] can be broadly
described as the study of the statistical properties of quantum-mechanical probabilistic rules carried
out in the specific setting of repeated quantum measurement processes. Such a program could have
been formulated in 1932, the year of publication of von Neumann’s classic [vN55]. Needless to say,
there is an enormous body of literature on the subject, although the dynamical system/sub-additive
thermodynamic formalism perspective developed in [BJPP18] and here appear to be new; see the
introduction in [BJPP18] for references and additional information. The program will continue
with additional works [BCJ+a, BCJ+b], dealing with the statistical mechanics of repeated quantum
measurements and a study of the quantum detailed balance condition.

We would like to complement the general discussion in [BJPP18] with the following remark. Our
own interest in the subject stems from the advent of experimental methods in cavity and circuit
QED, and in particular the experimental breakthroughs of the Haroche–Raimond and Wineland
groups [Har13, Win13, HR06]. These advances made it possible to sample the classical stochastic
process of the unravelings P for a wide range of quantum instruments. However, there is an essential
difference in the questions we study in comparison with those directly related to the experimental
setups. While the experiments are focused on the tracking and manipulation of the states of the
system S, our focus is on the unravelings. We neither study nor gain any information about S.
Rather, we study the possible mathematical and physical richness of the statistics of repeated
quantum measurements with focus on the mathematical complexity of the unravelings P.

There is a large body of literature on the mathematical theory of quantum measurements. The
monographs [Dav76, Kra83, Hol03] are classical; see also [BBFF20, BCF+18, BFFS16, BCF+19,
BB11, BBB13, BBT16, BBT15, BFPP19, BCC+18, Oza84, MK06, KM04, BB91, BG09, BH95,
Bel89, BVHJ07] for some standard results and recent developments.

2 In this work, among the various notions of Gibbsianness introduced in the literature, we
emphasize the weak Gibbs viewpoint. Although the notion of weak Gibbs measure was implicit in
classical works on thermodynamic formalism of spin systems, its definition was formalized only in
2002 by Yuri [Yur02]. The weak Gibbs notions are particularly well suited as a characterization of
the thermodynamic regularity of the unraveling of quantum instruments, and in this context we will
continue their study in [BCJ+a].

3 Returning to the generalization of Theorem 1.6 discussed at the end of Section 1.2, assume that
P̂ is the uniform measure on Ω, i.e., that P̂T (ω) = |A|−T for all ω ∈ Ω and T ∈ N. Such a measure
is obtained, for example, by the instrument Φ̂a[1] = Φ̂∗a[1] = |A|−1

1 for all a ∈ A and the choice
ρ̂ = d−1

1. Assumption (B0) obviously holds. As was already noted in [CJPS19, Remark 2.11], in
this case

e(α) = lim
T→∞

1

T
log

 ∑
ω∈suppPT

P1−α
T (ω)

− α log |A|. (1.35)
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Note that the first term under the above limit sign is the Rényi entropy per time step T−1S1−α(PT ).
By declaring

ET (ω1, . . . , ωT ) = − logPT (ω1, . . . , ωT )

the energy of the configuration (ω1, . . . , ωT ) and β = 1−α the inverse temperature, the limit (1.35)
turns into the pressure of a “spin system” defined by the family of finite-volume Hamiltonians
(ET )T∈N∗ . The resulting statistical mechanics, with examples that complement those considered in
this paper, is developed in [BCJ+a].

4 We use the opportunity to correct a minor inaccuracy in [BJPP18]: according to [JOPS12,
Proposition 2.5], the statement of [BJPP18, Theorem 2.10 (2)] lacks a non-triviality condition,
namely that the entropic pressure e(α) should not vanish identically for α ∈]0, 1[. This omission
propagates to [BJPP18, Theorem 2.12 (2)]. Fortunately, the two omissions do not affect the other
results of [BJPP18]. Indeed, as already mentioned, P is φ-ergodic thanks to Assumption (C) while
the vanishing of the entropic pressure implies that of the mean entropy production rate. Hence, it
follows from [BJPP18, Theorem 2.2 (3)] that P̂ = P from which one easily concludes that the Stein
and Hoeffding exponents vanish. Thus, in cases where the entropic pressure vanishes identically on
the interval ]0, 1[, the conclusions of Theorem 2.12 (3) and 2.13 in [BJPP18] still hold, despite the
failure of [BJPP18, Theorem 2.10 (2) and Theorem 2.12 (2)].

2 Examples

In this section we state our main results. In Section 2.1 we introduce the structural class of
the positive matrix product (PMP) measures and instruments. All our examples, except for the
rotational instrument discussed in Section 2.3, belong to this category. In Section 2.1.1 we discuss
basic examples — Bernoulli instruments and Markov chain instruments. For those instruments
Theorem 1.6 is a textbook result. We describe them because of their importance and because
they will reappear as special cases in the analysis of more complex examples. The Keep–Switch
instrument, our first novel example, is discussed in Section 2.1.2. The spin instruments are discussed
in Sections 2.1.3 and 2.1.4. In these two sections the results are stated in the abbreviated form,
and the complete formulations are presented in Section 4 where the proofs are given. The far-
reaching relation between the PMP measures and hidden Markov models is discussed in Section 2.2.
Section 2.3 is devoted to the rotational instrument.

The proofs are given in Sections 3, 4, and 5. The spin-instruments proofs, given in Section 4, involve
in part tedious straightforward linear algebra computations that we will largely omit. Finally, for
the reader’s convenience, we collect in Appendix A some basic results about continued fractions
that are used in the analysis of the rotational instrument.

2.1 Positive matrix product measures and instruments

Let (Ma)a∈A be a collection of d× d matrices with non-negative entries such that M =
∑

a∈AMa

satisfies M1 = 1, where 1 = [1 · · · 1]T. We write Ma = [mij(a)]1≤i,j≤d. Let p = [p1 · · · pd]
be a probability vector such that pM = p, and for ω ∈ ΩT , set

PT (ω) = pMω1 · · ·MωT 1.

There is a unique probability measure P ∈ Pφ(Ω) such that

P([ω]) = PT (ω)
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for all T ∈ N∗ and all ω ∈ ΩT .

Definition 2.1. We shall call P the positive matrix product (abbreviated PMP) measure generated
by ((Ma)a∈A,p).

The class of PMP measures is identical to the class of hidden Markov models. This point is both of
conceptual and technical importance, and we shall discuss it in Section 2.2.

If P is a PMP measure, we shall call any element of JP a PMP instrument. The following
construction shows that JP is non-empty and exhibits its canonical element. Let H be a Hilbert
space of dimension d and (vi)1≤i≤d one of its orthonormal bases. Given u, v ∈ H we use Dirac’s
notation |v〉〈u| for the linear mapw 7→ 〈u|w〉v. LetJ = (Φa)a∈A and ρ be the quantum instrument
and the density matrix onH defined by

Φa[X] =

d∑
i,j=1

mij(a)〈vj |Xvj〉|vi〉〈vi|, ρ =

d∑
i=1

pi|vi〉〈vi|. (2.1)

A simple computation gives that P is the unraveling of (J , ρ). Note that the d-dimensional subspace
of B(H) consisting of all operators with a diagonal matrix representation w.r.t. the basis (vi)1≤i≤d
contains the range of each map Φa and Φ∗a, as well as the density matrix ρ.

In the remaining part of this section, we assume that all entries in p are strictly positive, which
ensures that Assumption (A) holds. This construction of an instrument canonically associated
to a PMP measure gives more. Invoking [JPW14, Theorem 2.1], one easily shows that the
map Φ =

∑
a∈AΦa is irreducible iff the right-stochastic matrix M is irreducible.20 Given an

involution θ on A, the OR measure P̂ is the PMP measure generated by ((M̂a)a∈A,p), where
M̂a = D−1MT

θ(a)D, D being the diagonal matrix with entries p1, . . . , pd. Note that the OR

instrument (Ĵ , ρ̂) constructed in (1.6) is given by

Φ̂a[X] =

d∑
i,j=1

m̂ij(θ(a))〈vj |Xvj〉|vi〉〈vi|, ρ̂ = ρ,

and coincides with the instrument canonically associated to the PMP measure P̂.

Lemma 2.2. Let P be the PMP measure generated by ((Ma)a∈A,p), and denote by (J , ρ) the
instrument canonically associated to it.

(i) If mij(a) = 0⇔ mji(θ(a)) = 0 for any index pair ij and all a ∈ A, then Assumption (B)
holds.

(ii) If the matrix
∑

a∈AMa ⊗ M̂a is irreducible, then Assumption (C) holds.

(iii) If all entries in Ma are positive entries for all a ∈ A, then Assumption (C) holds with τ = 0,
and P is weak Gibbs.

Proof. Part (i) is easily deduced from the fact that, since all entries in p are strictly positive,
pMa1 · · ·MaT 1 = 0 iff mi1i2(a1)mi2i3(a2) · · ·miT iT+1(aT ) = 0 for all indices i1, i2, . . . , iT+1.
To prove Part (ii), observe that (Φa ⊗ Φ̂a)a∈A is the instrument canonically associated to the PMP
measure generated by ((Ma⊗ M̂a)a∈A,p⊗p). The result then follows from Remark 1.5. Part (iii)
is a variation of [FL02, Theorem 2.1]. Namely, with

C = min
a∈A

min
i,j

mij(a)

pj
∑

kmik(a)
,

20M is called irreducible whenever, for any index pair ij, there is a power Mn with non-vanishing ij entry.



Benoist, Cuneo, Jakšić, Pillet 24

one has mij(a) ≥ C
∑

kmik(a)pj for all a ∈ A and any pair of indices ij. We can conclude that

PT+S(ω) ≥ CPT (ω)PS ◦ φT (ω), (2.2)

holds for all ω ∈ Ω and T, S ∈ N∗. A similar estimate clearly holds for the OR measure P̂, which
yields Assumption (C) with τ = 0. Together with the upper-decoupling property (1.5), (2.2) allows
us to invoke Theorem 1.14 (i) to conclude that P is weak Gibbs. 2

Note that if (B) holds, then the limit (1.12) is finite for all α.

Our final remark concerns unravelings of two-time measurement processes. If such an unraveling
is a PMP measure generated by ((Ma)a∈A,p), then

ep(J , ρ) =
∑
a∈A

∆S(a)pMa1, e(α) = log r(α), (2.3)

where r(α) is the spectral radius of the matrix

M(α) =
∑
a∈A

e−α∆S(a)Ma.

2.1.1 Basic examples

Bernoulli instruments. Let Q be a probability mass function on the alphabet A and let P be the
Bernoulli measure generated by Q, i.e., the unique measure on Ω = AN∗ such that, for all T ∈ N∗
and all ω ∈ AT ,

P ([ω]) = Q(ω1) · · ·Q(ωT ).

Any element of JP will be called a Bernoulli instrument generated by Q. P is a PMP measure
generated by ((Ma)a∈A,p), where, for any d ≥ 1, one can take Ma = Q(a)1, and where p is an
arbitrary probability vector in Rd with strictly positive entries. Note that, given some involution
θ of A, the OR P̂ is the Bernoulli measure generated by Q̂ = Q ◦ θ and that Assumptions (A)
and (C) obviously hold. Assumption (B) holds iff Q(a) = 0 ⇐⇒ Q̂(a) = 0. Note also that
M =

∑
a∈AMa = 1, and so if d > 1, M is not irreducible.

For a Bernoulli instrument we have

ep(J , ρ) = S(Q|Q̂) =
∑
a∈A

Q(a) log
Q(a)

Q̂(a)
,

and

e(α) = S1−α(Q | Q̂) = log

(∑
a∈A

Q(a)1−αQ̂(a)α

)
.

Note in particular that ep(J , ρ) > 0 iff Q 6= Q̂.

Examples of Bernoulli instruments are given in Remark 2.7, Theorems 2.11, 2.15 (i)+(vii)+(ix),
2.18 (i)+(vi), 2.21 (i)+(vi), 4.3, 4.5 (vi), 4.6 (viii); see also Theorem 2.14 (i), and the “trivial case”
in Section 4.1.4.

Markov chain instruments. Let P = [pxy]x,y∈A be a right-stochastic matrix on RA and p =
[px]x∈A a probability vector with strictly positive entries satisfying pP = p. The Markov measure
P generated by (P,p) is the unique measure on Ω = AN∗ such that, for all T ∈ N∗ and all ω ∈ AT ,

P ([ω]) = pω1pω1ω2 · · · pωT−1ωT .
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One easily verifies that P is the PMP measure generated by ((Ma)a∈A,p), where Ma has the
entries

mxy(a) = pxyδxa,

δ denoting the Kronecker symbol.21 Obviously,
∑

a∈AMa = P . The canonically associated
instrument in (2.1) takes the form

Φa[X] =
∑
x∈A

pax〈vx|Xvx〉|va〉〈va|, ρ =
∑
x∈A

px|vx〉〈vx|. (2.4)

Given an alphabet involution θ, the OR measure P̂ is also Markov and is generated by (P̂ , p̂), where

p̂x = pθ(x), p̂xy =
pθ(y)

pθ(x)
pθ(y)θ(x).

Theorem 2.3. Suppose that P is irreducible and denote by (J , ρ) the instrument canonically
associated to the PMP measure P. Then:

(i) Assumption (A) and (C) hold. Assumption (B) holds iff, for all x, y ∈ A,

pxy = 0 ⇐⇒ pθ(y)θ(x) = 0.

(ii)
ep(J , ρ) =

∑
x,y∈A
pxy>0

px log
pxy
p̂xy

.

In particular, ep(J , ρ) = 0 iff, for all x, y ∈ A,

pxpxy = pθ(y)pθ(y)θ(x).

(iii) For α ∈ R, the matrix22

P (α) =
[
p1−α
xy p̂αxy

]
x,y∈A

is irreducible and e(α) = log r(α), where r(α) is spectral radius of P (α). The map
R 3 α 7→ e(α) is real analytic.

Remark 2.4. Physically important Markov chain instruments are described in Theorems 4.5 (vii)
and 4.6 (ix). A special class of Markov chain instruments is provided by von Neumann instruments
with rank-one projections. Indeed, with the notation of Section 1.3, setting pxy = tr(PyUPxU

∗)
clearly yields a doubly stochastic matrix P = [pxy]x,y∈A, and one easily checks that the Markov
measure generated by (P,1) coincides with the unraveling of the associated von Neumann in-
strument. In fact, the matrix P obtained here is unistochastic (in dimension strictly larger than 2,
such matrices form a proper subset of the set of doubly stochastic matrices). Conversely, for any
unistochastic matrix P , one can find a von Neumann instrument whose unraveling is the Markov
process generated by (P,1).

Remark 2.5. We mention without giving any details that one can, in the same way, describe
multistep Markov chains (see for example [BCJ+a, FNS92]), i.e., measures of the form

PT (ω1, . . . , ωT ) = pω1···ωk

T−k−1∏
j=0

pωj+1···ωj+k;ωj+k+1

21mxy(a) = pxyδya is an equally valid choice.
22We use the convention 0/0 = 0.
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under standard invariance condition, where k ≥ 1 (the case k = 1 corresponds to the usual Markov
chains discussed above). P is then a PMP measure, as one sees by choosing Ma acting on Rd, with
d = |A|k, and p as

Ma =
∑

y1,...,yk∈A
pay1···yk−1;yk |vay1···yk−1

〉〈vy1···yk |, p =
∑

x1, ...,xk∈A
px1···xkvx1···xk ,

where (vx1···xk)x1,...,xk∈A is an orthonormal basis of Rd.

2.1.2 The Keep–Switch PMP instrument

This example, studied in Section 3, is the instrument with alphabet A = {K,S} canonically
associated to the PMP measure P generated by ((MK ,MS),p), where

MK =

[
q1 0
0 q2

]
, MS =

[
0 r1

r2 0

]
, p = (r1 + r2)−1

[
r2 r1

]
, (2.5)

q1, q2 being two parameters in the interval ]0, 1[ and r1 = 1− q1, r2 = 1− q2. Let θ be the unique
non-trivial involution of A, i.e., θ(K) = S. We will discuss the probabilistic interpretation of the
measure P in Section 2.2.

Remark 2.6. Exchanging q1 and q2 (and hence r1 and r2) does not change the measure P.

Remark 2.7. In the case q1 = q2, P is the Bernoulli measure generated by the mass function
Q(K) = q1. The case q1 = 1− q2 has a long history in the literature; see Section 2.2. To the best
of our knowledge, the cases q1 6= 1− q2, q1 6= q2, have not been studied before.

Remark 2.8. We have P = P̂ iff q1 = q2 = 1
2 . The ⇐ implication is obvious, and the ⇒

implication follows, for example, by writing the two identities P1(K) = P1(S) and P3(KKK) =
P3(SSS) in terms of q1, q2 and solving the resulting system of equations.

Remark 2.9. Replacing θ by the identity would lead to the OR measure satisfying P̂ = P, see
Proposition 3.2. Thus, the central role here is played by the choice of a non-trivial θ, and time-
reversal in itself plays no role.

To avoid uninteresting cases, we assume throughout that q1 6= q2. Our main result is:

Theorem 2.10.
(i) Assumptions (A), (B) and (C) hold. In particular, Theorem 1.6 applies.

(ii) The measure P is not weak Gibbs.

(iii) Let γ = 1
2 log q1

q2
and η = 1

2 log q1q2
r1r2

. Then,

ep(J , ρ) =
(r2 − r1)γ + (r1 − 4r1r2 + r2) η

r1 + r2
> 0.

(iv) The function α 7→ e(α) is differentiable and strictly convex. It is real analytic on R \ {0, 1},
but fails to be twice differentiable at α ∈ {0, 1}. Moreover,

(∂+e′)(0)− (∂−e′)(0) = (∂−e′)(1)− (∂+e′)(1) =
4r1r2

(q1 + q2)(r1 + r2)
γ2. (2.6)
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(v) The random variables (σT )T∈N∗ satisfy a non-Gaussian central limit theorem: as T →∞,

σT − T ep(J , ρ)√
T

(2.7)

converges in law towards Z1 − |Z2|, where Z1 and Z2 are independent, centered normal
random variables of variance given by

Var(Z1) =
4r1r2

(r1 + r2)3

(
(q1 + q2)γ2 + 4(q1 − q2)γη + 4(q1r

2
2 + q2r

2
1)η2

)
> 0,

Var(Z2) =
4r1r2

(q1 + q2)(r1 + r2)
γ2 > 0.

(vi) The fluctuation–dissipation relation fails (see Section 3.6 for a more precise statement).

The proof of Theorem 2.10 is given in Section 3. We remark that Part (i) is easily established.
Indeed, (A) is immediate and (B) follows from the observation that suppPT = supp P̂T = ΩT for
all T ∈ N∗. To prove (C), one shows that the matrix MK ⊗MS + MS ⊗MK is irreducible on
R2 ⊗ R2 by verifying that all the entries of the matrix (1+MK ⊗MS +MS ⊗MK)2 are strictly
positive. Thus, we will start the proof of Theorem 2.10 in Section 3 with Part (ii). The proof gives
an explicit expression for e(α); see (3.25) and (3.12).

We finish with the following remark. In addition to the canonical PMP instrument ((ΦK ,ΦS), ρ)
defined in (2.1), JP contains two instruments that are physically more natural.

The first one is the instrument ((ΨK ,ΨS), ρ) onH = C2 defined as

ΨK [X] =

[
cosϕ1 0

0 cosϕ2

]
X

[
cosϕ1 0

0 cosϕ2

]
,

ΨS [X] =

[
0 sinϕ1

sinϕ2 0

]
X

[
0 sinϕ2

sinϕ1 0

]
,

and

ρ = (r1 + r2)−1

[
r2 0
0 r1

]
,

where ϕ1, ϕ2 are such that q1 = cos2 ϕ1, q2 = cos2 ϕ2. One easily checks that ((ΨK ,ΨS), ρ) ∈ JP.
The canonical OR instrument is (Ψ̂K , Ψ̂S) = (ΨS ,ΨK).

The second one is the X00-spin instrument with ρp a pure state; see Section 2.1.4 and in particular
Parts (v) and (vi) of Theorem 2.15.

2.1.3 XXZ-spin instruments

With the notations of Section 1.4, the setting of the probe measurements that leads to the XXZ-spin
instruments is the following. The Hilbert spaces areH = Hp = C2. We denote by σx, σy, σz the
usual Pauli matrices. The model depends on the parameters ε > 0, ω > 0, λ > 0, µ ∈ R, t > 0,
and η ∈ ]−1/2, 1/2[. The Hamiltonians of the system S and the probes are

HS =
ω

2
σz, Hp =

ε

2
σz, (2.8)

and the interaction between S and a single probe is described by

V =
λ

2
(σx ⊗ σx + σy ⊗ σy) +

µ

2
σz ⊗ σz. (2.9)
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The full Hamiltonian is
H = HS ⊗ 1 + 1⊗Hp + V, (2.10)

and the corresponding propagator over a period t, U = e−itH , will be computed in Section 4.1.
The state of the probes is

ρp =

[
1
2 − η 0

0 1
2 + η

]
= Z−1

p e−βpHp , (2.11)

where, in the cases of thermal probes, η is linked to the inverse temperature βp ∈ R through the
relation η = 1

2 th
βpε
2 . Finally, L = {−,+}, and the partition of unity

P+ =

[
1 0
0 0

]
, P− =

[
0 0
0 1

]
,

is associated to measurements of the probe energy Hp. The time-reversal invariance (1.23) holds
with Θ and Θp acting as complex conjugation. This setting will be used for the one-time measure-
ment protocol (with A = L) as well as for two-time measurements with thermal, random thermal,
and multi-thermal probes (with A = L × L).

One-time measurements. The instrument J = (Φ−,Φ+) is described in detail in Section 4.1.1.
One shows that Φ = Φ−+ Φ+ is irreducible and that ρ = ρp is the unique density matrix for which
(J , ρ) satisfies Assumption (A). Moreover, one has a complete description of the unraveling P of
this instrument.

Theorem 2.11. The unraveling P is the Bernoulli measure generated by the mass function Q(±) =
1
2 ∓ η. In particular, P does not depend on ε, ω, λ, µ, and t.

Two-time measurements with a thermal probe. The instrument J = (Φ++,Φ+−,Φ−+,Φ−−)
is described in Section 4.1.2. We set

δ =

√(
ε− ω

2

)2

+ λ2, s =

(
λ

sin(δt)

δ

)2

. (2.12)

Applying Theorems 1.7 and 1.14, the following result will be proved in Section 4.1.2.

Theorem 2.12.
(i) ρ = ρp is the unique density matrix for which (J , ρ) satisfies Assumption (A).

(ii) ep(J , ρ) = 0 and e ≡ 0.

(iii) The unraveling P of (J , ρ) is a PMP measure.

(iv) Suppose that s ∈ ]0, 1[. Then P is not weak Gibbs for any βp ∈ R.

The surprising aspect of this result is that although P is not a weak Gibbs measure, its two marginals
are Bernoulli measures. This follows from Remark 1.11 and Theorem 2.11.

For additional information see Theorem 4.5.

Two-time measurements with random thermal probes. We now consider the case of XXZ-
spin interactions with K random thermal probes labeled by k ∈ J1,KK. At each step the k-th
probe, which is in thermal equilibrium at inverse temperature βk, is selected with probability wk.
The corresponding instrument J is described in Section 4.1.3, where more details can be found.
In particular, we shall prove that there exists a unique density matrix ρ such that (J , ρ) satisfies
Assumption (A). The following theorem only gives the main properties of this instrument.
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Theorem 2.13.
(i)

ep(J , ρ) =
s

2

K∑
k,l=1

wkwl
((βk − βl)ε/2) sh((βk − βl)ε/2)

ch((βk + βl)ε/2) + ch((βk − βl)ε/2)
,

where s is given by (2.12).

(ii) ep(J , ρ) = 0 if and only if s = 0 or β1 = β2 = · · · = βK .

(iii) The entropic pressure is given by

e(α) = log
(

1 +
s

2

(√
1−∆(α)− 1

))
,

where

∆(α) =
K∑

k,l=1

wkwl
sh(α(βk − βl)ε/2) sh((1− α)(βk − βl)ε/2)

ch(βkε/2) ch(βlε/2)

is an entire analytic function such that ∆(α) < 1 for all α ∈ R.

(iv) The unraveling P of (J , ρ) is a PMP measure.

(v) Suppose that s ∈ ]0, 1[. Then P is not weak Gibbs for any β1, . . . , βK ∈ R.

Two-time measurements with multi-thermal probes. This is a computationally involved ex-
ample, and we will consider only the case K = 2. The probe Hilbert space isHp = C2 ⊗ C2, the
Hamiltonian of each sub-probe is Hk = ε

2σz , and

Hp =
ε

2
(σz ⊗ 1 + 1⊗ σz) .

The interaction between S and the probes is described by

V =
λ

2
(σx ⊗ σx ⊗ 1 + σx ⊗ 1⊗ σx + σy ⊗ σy ⊗ 1 + σy ⊗ 1⊗ σy)

+
µ

2
(σz ⊗ σz ⊗ 1 + σz ⊗ 1⊗ σz),

with coupling constants λ > 0 and µ ∈ R. The full Hamiltonian is

H = HS ⊗ 1 + 1⊗Hp + V,

and U = e−itH , where t > 0. The matrix U and the resulting quantum instrument J are computed
in Section 4.1.4, where we also carry out the complete analysis of the model. Here we state the
results in the special case ε = ω > 0, µ = 0.

Theorem 2.14.
(i) If λt ∈ π

2N
∗, then any state ρ satisfies Φ∗[ρ] = ρ and the unraveling P of the instrument

(J , ρ) is a convex combination of two Bernoulli measures.

In the remaining statements we assume that λt 6∈ π
2N
∗.

(ii) There is a unique state ρ such that (J , ρ) satisfies Assumption (A), and all the conclusions
of Theorem 1.7 hold.
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(iii)

ep(J , ρ) = 2s
((β1 − β2)ε/2) sh ((β1 − β2)ε/2)

ch ((β1 − β2)ε/2) + ch ((β1 + β2)ε/2)
.

Obviously, ep(J , ρ) = 0 if and only if β1 = β2.

(iv) The entropic pressure is given by

e(α) = 2 log
(

1 + s
(√

1−∆(α)− 1
))

,

where

∆(α) =
sh (α(β1 − β2)ε/2) sh ((1− α)(β1 − β2)ε/2)

ch (β1ε/2) ch (β2ε/2)

is an entire analytic function such that ∆(α) < 1 for all α ∈ R.

(v) The unraveling P is a PMP measure.

(vi) P is not weak Gibbs for any β1 > 0, β2 > 0.

2.1.4 X00-spin instruments

The models to be considered in this section are similar to the previous XXZ-spin instruments,
except for the system–probe interaction which is now given by

V =
λ

2
σx ⊗ σx,

and the fact that we also allow for the values η = ±1/2 in the probe state (2.11). The total
Hamiltonian is

H = HS ⊗ 1 + 1⊗Hp + V, (2.13)

with HS and Hp given by (2.8). The explicit form of the propagator U = e−itH will be given in
Section 4.2.

One time measurements. The properties of the instrument J = (Φ−,Φ+) describing one-time
measurements of the X00-spin interaction, as well as that of its unraveling P are given in the
following theorem. We set

s± =

λsin
(
t
2

√
λ2 + (ω ± ε)2

)
√
λ2 + (ω ± ε)2

2

. (2.14)

Theorem 2.15.
(i) If s− = s+ = 0, then any density matrix ρ satisfies Φ∗[ρ] = ρ and the unraveling P of

the associated instrument (J , ρ) is the Bernoulli measure generated by the mass function
Q(±) = 1/2∓ η.

In the following, we assume that s− + s+ > 0 and set

p =
1

2
+ η

s+ − s−
s+ + s−

. (2.15)
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(ii) There is a unique density matrix

ρ =

[
p 0
0 1− p

]
, (2.16)

such that the instrument (J , ρ) satisfies Assumption (A). The time-reversal invariance (1.23)
obviously holds.

(iii) The unraveling P of the instrument (J , ρ) is a PMP measure.

(iv) If s− = 1 and s+ = 0, then

P =

(
1

2
− η
)
δ+ +

(
1

2
+ η

)
δ−,

where δ± is the Dirac measure at (±,±, . . . ).

In the remaining statements we assume that s± ∈ ]0, 1[.

(v) If η = −1
2 , then P is the Keep–Switch PMP measure with (K,S) = (+,−) and (r1, r2) =

(s+, s−).

(vi) If η = 1
2 , then P is the Keep–Switch PMP measure with (K,S) = (−,+) and (r1, r2) =

(s−, s+).

(vii) If η = 0, then P is the Bernoulli measure generated by the mass function Q(±) = 1/2.

In the remaining statements we assume in addition that |η| ∈ ]0, 1/2[.

(viii) P is a weak Gibbs measure and the entropic pressure e is a differentiable function on R.

(ix) If θ(+) = −, then ep(J , ρ) = 0 iff s− = s+ = 1/2. The latter condition implies that P is
the Bernoulli measure generated by the mass function Q(±) = 1/2.

(x) If θ(+) = +, then ep(J , ρ) = 0.

Remark 2.16. Assumption (A) always holds. Assumptions (B) and (C) hold apart from the trivial
boundary cases (s−, s+) ∈ {(0, 0), (1, 0)}.

Remark 2.17. With regard to (v) and (vi), we emphasize that ρp given by (2.11) is a pure state iff
η = ±1/2. One easily sees that as the parameters ω, ε, λ and t vary in ]0,∞[, the pair (s−, s+)
can take any value in [0, 1]× [0, 1[. Thus, if η = ±1/2, then for any Keep–Switch PMP measure
P one can find parameters ω, ε, λ and t such that the unraveling of the corresponding X00-spin
instrument is equal to P. The failure of the fluctuation–dissipation relation for the Keep–Switch
PMP instruments translates to its failure for the X00-spin instruments with η = ±1

2 .

Two-time measurements with a thermal probe. The associated instrument J is described in
Section 4.2.2, where we prove the following theorem.

Theorem 2.18.
(i) If s− = s+ = 0, then any diagonal density matrix ρ > 0 satisfies Assumption (A) and

the unraveling of (J , ρ) is the Bernoulli measure on {++,−−}N∗ generated by the mass
function Q(±±) = e∓βε/2/2 ch(βε/2).

In the following, we assume that s− + s+ > 0.
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(ii) The map Φ is irreducible and the unique density matrix ρ such that (J , ρ) satisfies Assump-
tion (A) is given by (2.15) and (2.16) with η = 1

2 th(βε/2).

(iii) The unraveling P of the instrument (J , ρ) is a PMP measure.

(iv)

ep(J , ρ) =
2s+s−
s+ + s−

βε th(βε/2),

and in particular ep(J , ρ) > 0 iff s± are both non-vanishing.

(v) The entropic pressure is given by

e(α) = log

(
1 +

s+ + s−
2

(√
1−∆(α)− 1

))
,

where

∆(α) =
4s+s−

(s+ + s−)2

sh(αβε) sh((1− α)βε)

ch2(βε/2)

is an entire analytic function such that ∆(α) < 1 for all α ∈ R.

(vi) If s+ = s− = 1/2, then P is Bernoulli. In the opposite cases P is not weak Gibbs for any
β > 0.

Remark 2.19. As noted in [HJPR17], the invariant state ρ is not the Gibbs state at inverse temper-
ature β and Bohr frequency ε unless s− = 0, that is, unless t

√
λ2 + (ω − ε)2 ∈ 2πN∗.

Remark 2.20. This strict positivity of entropy production stated in Part (iv) has been previously
observed [HJPR17, HJPR18].

For additional information see Section 4.2.2.

Two-time measurements with random thermal probes. The corresponding instrument J is
described in Section 4.2.3. The main result is as follows.

Theorem 2.21.
(i) If s− = s+ = 0, then any diagonal density matrix ρ > 0 satisfies Assumption (A) and the

unraveling of (J , ρ) is the Bernoulli measure on (J1,KK× {++,−−})N∗ generated by the
mass function Q(k±±) = wke

∓βkε/2/2 ch(βkε/2).

In the following, we assume that s− + s+ > 0.

(ii) The map Φ is irreducible and the unique density matrix ρ such that (J , ρ) satisfies Assump-
tion (A) is given by (2.15) and (2.16) with

η =
1

2

K∑
k=1

wk th(βkε/2). (2.17)

(iii) The unraveling P of the instrument (J , ρ) is a PMP measure.

(iv)

ep(J , ρ) =
s2

+ + s2
−

s+ + s−

K∑
k,l=1

wkwl
((βk − βl)ε/2) sh((βk − βl)ε/2)

ch((βk − βl)ε/2) + ch((βk + βl)ε/2)

+
2s+s−
s+ + s−

K∑
k,l=1

wkwl
((βk + βl)ε/2) sh((βk + βl)ε/2)

ch((βk − βl)ε/2) + ch((βk + βl)ε/2)
.
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In particular ep(J , ρ) > 0 if s+s− > 0 or if there is a pair of indices such that wkwl > 0
and βk 6= βl.

(v) The entropic pressure is given by

e(α) = log

(
1 +

s+ + s−
2

(√
1−∆(α)− 1

))
,

where

∆(α) =
K∑

k,l=1

wkwl

(
s2

+ + s2
−

(s+ + s−)2

sh(α(βk − βl)ε/2) sh((1− α)(βk − βl)ε/2)

ch(βkε/2) ch(βlε/2)

+
2s+s−

(s+ + s−)2

sh(α(βk + βl)ε/2) sh((1− α)(βk + βl)ε/2)

ch(βkε/2) ch(βlε/2)

)
is an entire analytic function such that ∆(α) < 1 for all α ∈ R.

(vi) If s+ = s− = 1/2, then P is Bernoulli. In the opposite cases P is not weak Gibbs for any
β1, . . . , βK .

For additional information see Section 4.2.3.

2.2 The hidden Markov model perspective

We show here that the class of PMP measures introduced in Section 2.1 coincides with the standard
class of Hidden Markov models. For completeness, we start by introducing a third (equivalent)
class of measures: Function Markov measures.

We denote by L an auxiliary finite alphabet, and by Ξ = LN∗ the associated path space, equipped
with a stationary Markov measure Q ∈ Pφ(Ξ). Let f : L → A be onto and define the map
F : Ξ→ Ω by F : (ξt)t∈N∗ 7→ (f(ξt))t∈N∗ .

Definition 2.22. The measure P = Q ◦ F−1 ∈ Pφ(Ω) is the Function Markov (FM) measure
generated by the pair (Q, f).

Obviously, the same P may be generated by many distinct pairs (Q, f).

Remark 2.23. If suppQ = Ξ, then P is Gibbs for a Hölder continuous potential (see, e.g., [Ver11,
Sections 2–3]). However, necessary and sufficient conditions on the pair (Q, f) for the induced FM
measure P to be Gibbs or weak Gibbs are unknown.

It is sometimes convenient to define P as the law of the process (f(ξt, . . . , ξt+k−1))t∈N∗ , where
f : Lk → A is an onto map. This case reduces to Definition 2.22 by considering the stationary
Markov Chain Xt = (ξt, . . . , ξt+k−1) with state space Lk.

Let R = [Rla]l∈L,a∈A be a right-stochastic matrix. For (ω1, . . . , ωT ) ∈ AT , set

PT (ω1, . . . , ωT ) =
∑

(ξ1,...,ξT )∈LT
Q([ξ1 · · · ξT ])

T∏
t=1

Rξtωt .

PT induces a probability measure on AT and there is a unique probability measure P ∈ Pφ(Ω)
such that P([ω1 · · ·ωT ]) = PT (ω1, . . . , ωT ) for all T ∈ N∗ and (ω1, . . . , ωT ) ∈ ΩT .

Definition 2.24. The measure P is the Hidden Markov (HM) measure generated by the pair (Q, R).
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Of course, here again, different pairs (Q, R) may generate the same P. It follows from the proof of
the next proposition and Remark 2.23 that P is Gibbs with a Hölder continuous potential provided
suppQ = Ξ and the entries of the matrixR are strictly positive. Sufficient and necessary conditions
for P to be Gibbs or weak Gibbs are not known.

The following result is basic.

Proposition 2.25. Let P ∈ Pφ(Ω). The following statements are equivalent.

(i) P is an FM measure.

(ii) P is an HM measure.

(iii) P is a PMP measure.

Proof. (i) ⇒ (ii). Let the FM measure P ∈ Pφ(Ω) be generated by the pair (Q, f), and set
Rla = δf(l),a. The matrix R = [Rla](l,a)∈L×A is right-stochastic and P is the HM measure
generated by (Q, R).

(ii)⇒ (i). Suppose that the HM measure P ∈ Pφ(Ω) is generated by the pair (Q, R), the Markov
measure Q ∈ Pφ(Ξ) being itself generated by (Q,q). Setting X = L × A, one easily checks
that the pair (P,p), where p = [qlRla](l,a)∈X and P = [qll′Rl′a′ ](l,a),(l′,a′)∈X , generates a Markov
measure L ∈ Pφ(XN∗). Defining f : X → A by f(l, a) = a, one concludes that P is the FM
measure generated by the pair (L, f).

(ii)⇒ (iii). Let P ∈ Pφ(Ω) be the HM measure generated by (Q, R), with the Markov measure
Q ∈ Pφ(Ξ) generated by (Q,q). For a ∈ A, define the matrix Ma = [qll′Rl′a]l,l′∈L. Then, P is
the PMP measure generated by ((Ma)a∈A,q).

(iii) ⇒ (ii). Suppose that P ∈ Pφ(Ω) is the PMP measure generated by ((Ma)a∈A,p), where
Ma = [mij(a)]i,j∈J1,dK and p = [pi]i∈J1,dK. Let L = J1, d K×A and consider the Markov measure
Q ∈ Pφ(Ξ) generated by (q, Q) with

q(i,a) =

d∑
h=1

phmhi(a), q(i,a)(j,b) = mij(b).

Then P is the HM measure generated by (Q, R), where R(i,b)a = δab. 2

The equivalence (i)⇔ (ii) goes back to the seminal work [BP66] where the FM/HM measures
were introduced. Following [BP66], the subject developed rapidly with applications extending to
ecology, automatic speech recognition, communications and information theory, econometrics,
biology, to mention some of them. The review article [EM02] is an excellent introduction to the
subject from the statistical/information theoretic perspective. For the dynamical system perspective,
see the collection of papers in [MPW11].

Although mathematically elementary, we are not aware of the equivalence (ii)⇔ (iii) appearing
previously in the literature. The likely explanation for this is that the particular probabilistic
intuition behind the FM/HM construction is invisible in the PMP picture.23 On the other hand, from
the perspective of our work, it is precisely the PMP representation that plays the central role. The
reason for this is the particular quantum mechanical interpretation of the PMP representation which
in turn is invisible in the FM/HM picture. From the foundational perspective, this interpretation
complements the probabilistic FM/HM construction. We will now argue that it is also useful from
the technical perspective.

23We mention here that the link between HM and matrix products was used in [JSS08] for the study of the Kolmogorov–
Sinai entropy.
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In the proof of the implication (ii)⇒ (iii) one associates to the generating pair (Q, R) of the HM
measure P the PMP generating pair ((Ma)a∈A,p) with the simple identification

mll′(a) = Q(ξ2 = l′ | ξ1 = l)Rl′a.

The subadditive thermodynamic formalism of [BJPP18] and the Lanford–Ruelle LDP theory
of [CJPS19] then lead to information about the statistics of P that is of independent interest and
might be difficult to prove with other approaches. For example, in [CJPS19] it is proven that if
the matrix M is irreducible, then the Level III LDP holds for P. The results of [BJPP18] give a
very general criterion for validity of binary hypothesis testing for a pair (P, P̂) of HM measures, as
described at the end of Section 1.2. We hope that these results will be of further theoretical use and
will find applications in the fields where the HM/FM measure modeling plays an important role.

Turning to the examples, the FM picture of the Keep–Switch PMP measure P introduced in
Section 2.1.2 arises as follows. Consider the stationary Markov chain (ξt)t∈N∗ on the state space
L = {+,−} generated by the pair (P,p) with

P =

[
q1 r1

r2 q2

]
, p = (r1 + r2)−1

[
r2 r1

]
. (2.18)

Then, in the FM picture, P is the law of (f(ξt, ξt+1))t∈N∗ , where

f(ξ, ξ′) =

{
K if ξ = ξ′;

S otherwise,
(2.19)

see Section 3.2. In the particular case q1 = 1 − q2, q1 6= 1/2, the FM measure P is sometimes
called the Blackwell–Furstenberg–Walters–van den Berg (BFWB) measure and has appeared
independently in probability theory, dynamical systems, and statistical physics [Bla57, Wal86,
Ver16]. The interest in this example is the non-Gibbsian character of P, which was typically
examined on the Dobrushin–Lanford–Ruelle level: the limsup of conditional probabilities

C(ω) = lim sup
T→∞

PT (ω1, . . . , ωT )

PT−1(ω2, . . . , ωT )

is discontinuous everywhere on Ω, see [LMVV98, Ver11]. Due to this fact, in the literature the
BFWB measure is a canonical toy example illustrating the possible non-Gibbsian character of the
HM/FM measures. To the best of our knowledge, the case q1 6= 1− q2 has not been considered
previously.

Theorem 2.10 can be viewed as an extension of the BFWB example adapted to the topics studied in
this paper. Here it is also important to note that the proof of Theorem 2.10, given in Section 3, is
technically centered around the FM representation of P. But we also emphasize that Parts (v)–(vi)
of Theorem 2.1524 shed a different light on the Theorem 2.10 and in particular the BFWB example.
Firstly, the probe measurements leading to P are realized in a physically natural way, singling out
its theoretical and experimental relevance. Secondly, the generalization to q1 6= 1− q2 that goes
beyond the BFWB example is not only of mathematical interest, but is also motivated by the fact
that the parameters of the X00-spin instrument would be unnaturally restricted if the values of q1

and q2 were not independent of each other.

In view of other possible applications and in the spirit of the discussion at the end of Section 1.2, it
is of interest to consider the case where P and P̂ are two Keep–Switch PMP measures with unrelated

24In this context, see also Remark 4.7.
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parameters (i.e., no time reversal or involution θ is involved here). More precisely, let P and P̂ be
the Keep–Switch PMP measures respectively generated by the matrices and probability vectors

MK =

[
q1 0
0 q2

]
, MS =

[
0 r1

r2 0

]
, p = (r1 + r2)−1

[
r2 r1

]
,

M̂K =

[
q̂1 0
0 q̂2

]
, M̂S =

[
0 r̂1

r̂2 0

]
, p̂ = (r̂1 + r̂2)−1

[
r̂2 r̂1

]
,

where 0 < q1, q2, q̂1, q̂2 < 1 and ri = 1 − qi, r̂i = 1 − q̂i, i = 1, 2. The canonically associated
instruments satisfy Assumptions (A), (B) and (C), and the generalization of Theorem 1.6 formulated
at the end of Section 1.2 applies to the pair (P, P̂). We complement it with the following result, in
which the numbers

γ =
1

2
log

q1

q2
, χ =

1

2

(∣∣∣∣log
q1

q2

∣∣∣∣− ∣∣∣∣log
q̂1

q̂2

∣∣∣∣) , (2.20)

η =
1

2
log

q1q2r̂1r̂2

r1r2q̂1q̂2
, δ =

1

2
log

r1r2

r̂1r̂2
, (2.21)

will play a particular role. Unlike in Theorem 2.10, we do not assume here that γ 6= 0.

Theorem 2.26.
(i) We have

ep(P, P̂) = δ +
r1 − 2r1r2 + r2

r1 + r2
η +
|r1 − r2|
r1 + r2

χ.

(ii) The following four statements are equivalent: (a) ep(P, P̂) = 0, (b) P = P̂, (c) (q1, q2) =
(q̂1, q̂2) or (q1, q2) = (q̂2, q̂1), (d) η = χ = 0.

We assume that ep(P, P̂) > 0 in the remaining statements.

(iii) The function α 7→ e(α) is differentiable and strictly convex. If χ = 0, then e is real analytic.
If χ 6= 0, then e is analytic on R \ {|γ|/χ}, but not twice differentiable at |γ|/χ.

(iv) If χ = 0 or γ 6= 0, then the random variables (σT )T∈N∗ satisfy the central limit theorem25

σT − T ep(P, P̂)√
T

⇒ Z,

where Z is a centered normal random variable of variance

Var(Z) =
4r1r2

(r1 + r2)3

(
(q1r

2
2 + q2r

2
1)η2 + 2|r2 − r1|ηχ+ (q1 + q2)χ2

)
> 0.

(v) If χ 6= 0 and γ = 0, then the random variables (σT )T∈N∗ satisfy the non-Gaussian central
limit theorem

σT − T ep(P, P̂)√
T

⇒ Z1 − |Z2|,

where (Z1, Z2) is a pair of independent, centered normal random variables with

Var(Z1) = q1r1η
2, Var(Z2) =

q1

r1
χ2 > 0.

25Here and below,⇒ denotes convergence in law.
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Remark 2.27. Unlike in Theorem 2.26, the measure P̂ discussed in context of Theorem 2.10 is not
a Keep–Switch PMP measure, and the two results are not directly related. However, on the technical
level, the proof of Theorem 2.26 is only a slight modification of the proof of Theorem 2.10. We
will sketch it in Section 3.7.

Remark 2.28. The proof gives an explicit expression for e(α); see (3.38).

Remark 2.29. Note that γ = 0 iff q2 = q1, that is, iff P is a Bernoulli measure. Moreover, χ = 0
iff q1/q2 = q̂1/q̂2 or q1/q2 = q̂2/q̂1. Thus, the non-standard central limit theorem stated in Part (v)
holds iff P is Bernoulli and P̂ is not. Note also that, unsurprisingly, this coincides with the situation
where e is not twice differentiable at α = 0.

Remark 2.30. In the case q̂1 = q̂2 = 1/2, P̂ is the symmetric Bernoulli measure on Ω (recall
Remark 2.7), and Theorem 2.26 yields information about the specific entropy and the specific Rényi
entropy of the Keep–Switch PMP measure P. More precisely,

S(P) = lim
T→∞

1

T
S(PT ) =

r1S2 + r2S1

r1 + r2
,

where Si = −qi log qi − ri log ri is the entropy of the measure on A generated by Qi(K) = qi.
The limit defining the specific Rényi entropy (recall (1.35))

r(α) = lim
T→∞

1

T
Sα(P) = lim

T→∞

1

T
log

 ∑
ω∈supp PT

(PT (ω))α

 = e(1− α) + (1− α) log 2

exists and the function α 7→ r(α) is differentiable and strictly convex. If q1 = q2, that is,
if P is Bernoulli, the function r is real analytic, otherwise r is real analytic on R \ {0} but
not twice differentiable at 0. Let ST (ω) = − logPT (ω). The Shannon–McMillan–Breiman
P-a.s. convergence (recall that P is φ-ergodic)

lim
T→∞

ST (ω)

T
= hφ(P),

is accompanied by the central limit theorem

ST − Thφ(P)√
T

⇒ Z,

where Z is centered normal random variable with variance

Var(Z) =
4r1r2

(r1 + r2)3

(
(q1 + q2)γ2 + 2(r2 − r1)γη + (q1r

2
2 + q2r

2
1)η2

)
,

and the LDP which holds with the rate function I(s) = supα∈R(sα− r(−α)).

Remark 2.31. There is abundant literature on entropies of hidden Markov models, part of which
is devoted to the study of concrete examples; see [MPW11]. In this context Theorem 2.26 gives
detailed information for a class of examples which, to the best of our knowledge, have not been
previously studied.

The unravelings of the spin instruments also give novel classes of the FM/HM measures that are not
weak Gibbs. We will not go into details here since we shall return to the FM/HM/PMP connection
in the continuation of this work [BCJ+a] where many additional examples are discussed.
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2.3 Rotational instruments

Let H = C2 and A = {0, 1, 2, 3}. Let, moreover, ∆ ∈ [0, 2[ be a parameter. We define the
rotational instrument (J , ρ) by J = (Φa)a∈A and ρ = 1

21, where

Φ0[X] =
1

3
R∆XR−∆, Φ1[X] =

1

12
V XV ∗,

Φ2[X] =
1

6
tr(X)1− Φ1[X], Φ3[X] =

1

6
tr(X)1,

with

R∆ =

[
cos(π∆) − sin(π∆)

sin(π∆) cos(π∆)

]
, V =

[
0 0

1 0

]
.

We note that R∆ is a rotation matrix and that R∗∆ = R−∆. Since Φ3 is positivity improving, so is
Φ =

∑
a∈AΦa. In particular, Φ is irreducible. The involution θ is defined by

θ(0) = 2, θ(1) = 1, θ(2) = 0, θ(3) = 3.

Denote by I the set of irrational numbers in [0, 2[. In Section 5, we will prove

Theorem 2.32.
(i) For all ∆ ∈ I, Assumptions (A), (B), and (C) hold.

(ii) For a set of ∆’s in I of full measure, we have e(α) <∞ for all α ∈ R.

(iii) For a dense set of ∆’s in I, we have e(α) = +∞ for all α /∈ [0, 1], and

(∂−e)(1) = −(∂+e)(0) = ep(J , ρ) <∞.

(iv) For a dense set of ∆’s in I, we have e(α) = +∞ for all α 6∈ [0, 1] and

(∂−e)(1) = −(∂+e)(0) = ep(J , ρ) =∞.

Remark 2.33. By Theorem 1.6 (v), e is finite and differentiable on ]0, 1[. In Part (ii) the function e
is finite on R, but its differentiability properties outside ]0, 1[ are not known.

Remark 2.34. Obviously, in Parts (iii) and (iv) the unraveling P is not PMP26 and is not weak
Gibbs. The surprising aspect of these two cases is the extent of this failure, captured by the
singularities of e at α = 0, 1.

Remark 2.35. We conjecture that for all ∆ in I the unraveling P is not PMP and not weak Gibbs.
We will return to this point in [BCJ+a].

Remark 2.36. With our choice of Φ0 and Φ1 one easily computes that

P([10T 1]) = (288)−13−T sin2(Tπ∆).

The quantity sin2(Tπ∆) plays the central role in the proof of Theorem 2.32 and in the intuition
behind the result. Depending on the number-theoretic properties of ∆, sin2(Tπ∆) can be extremely
small yet non-zero for some large values of T . The maps Φ2 and Φ3, on the other hand, play a
secondary role and are chosen for easy verification of Assumptions (A), (B), and (C).

26For PMP unravelings e(α) <∞ for all α ∈ R.



39 On entropy production of repeated quantum measurements II.

Remark 2.37. As with the Keep–Switch instrument, the specific choice of θ here is crucial, as
pure time-reversal does not produce the above singularities. To see this, consider the involution

Υ[X] = UXU∗, U =

[
0 1
1 0

]
,

and observe that, for any a ∈ A, Υ ◦ Φa = Φ∗a ◦Υ. Since Υ[1] = 1 and tr ◦Υ = tr, one has

P([ω1 · · ·ωT ]) =
1

2
tr (Υ ◦ Φω1 ◦ · · · ◦ ΦωT [1]) =

1

2
tr
(
Φ∗ω1
◦ · · · ◦ Φ∗ωT ◦Υ[1]

)
=

1

2
tr (ΦωT ◦ · · · ◦ Φω1 [1]) = P([ωT · · ·ω1]),

for any T ∈ N∗ and ω ∈ ΩT .

3 Keep–Switch instruments

Sections 3.1–3.6 are devoted to the proof of Theorem 2.10. Theorem 2.26 is proved in Section 3.7.
We shall freely use some standard definitions and results of Large Deviation theory. The classical
references for those are [DZ98, Ell85].

In the proof of Theorem 2.10, recalling Remark 2.6 and our standing assumption q1 6= q2, we shall
also assume that

q1 > q2. (3.1)

3.1 Proof of Part (ii)

For T ∈ N∗, a simple computation gives

P2T+1(KTSKT )

PT+1(KTS)PT (KT )
= 2(r1 + r2)

(
(1 + r1)

(
q1

q2

)T
+ (1 + r2)

(
q2

q1

)T)−1

.

Hence,

lim
T→∞

1

2T + 1
log

(
P2T+1(KTSKT )

PT+1(KTS)PT (KT )

)
=

1

2
log

q2

q1
< 0,

and the statement follows from Theorem 1.14.

3.2 The FM representation

We mentioned in Section 2.2 that the FM representation suggested by Proposition 2.25 turns out
to be an efficient technical tool in the study of PMP or HM measures. We shall exemplify this
statement in the proof of the remaining parts of Theorem 2.10.

Let Q be the Markov measure on Ξ = {+,−}N∗ generated by the pair (P,p) given by (2.18).
The reader should keep in mind that + stands for +1 and − for −1. For a ∈ {+,−}, we define
a = −a and we extend this map to arbitrary (finite or infinite) sequences of elements of {+,−} in
the obvious way.

By the definition of Q, for any T ∈ N∗ and ξ ∈ ΞT+1, we have

Q([ξ]) = pξ1pξ1ξ2pξ2ξ3 · · · pξT ξT+1
. (3.2)
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Denoting by nab(ξ) the number of transitions from a to b in ξ, i.e., the number of indices t ∈ J1, T K
such that (ξt, ξt+1) = (a, b), we can rewrite

Q([ξ]) = pξ1q
n++(ξ)
1 q

n−−(ξ)
2 r

n+−(ξ)
1 r

n−+(ξ)
2 . (3.3)

Let f : Ξ2 → A be as in (2.19). We let then F : ΞT+1 → ΩT be given by

F (ξ) = (f(ξ1, ξ2), f(ξ2, ξ3), . . . , f(ξT , ξT+1)),

and with a slight abuse of notation, we also denote by F its obvious extension to infinite sequences.
These maps are 2-to-1: It is immediate that F (ξ) = F (ξ) for any ξ. Moreover, for any finite or
infinite sequence ω, one has F−1({ω}) = {ξ, ξ} with

ξ1 = +, ξt = (−1)Nt(ω), Nt(ω) = |{s ∈ J1, t− 1K | ωs = S}|, t > 1.

Proposition 3.1. For all T ∈ N∗ and all ω ∈ ΩT ,

P([ω]) = Q([ξ]) + Q([ξ]) = pξ1q
n++

1 q
n−−
2 r

n+−
1 r

n−+

2 + pξ1
q
n−−
1 q

n++

2 r
n−+

1 r
n+−
2 , (3.4)

where ξ ∈ F−1({ω}) and nab = nab(ξ). It follows that

P = Q ◦ F−1.

Proof. We denote here the canonical basis of R2 by (e+, e−) and by [pab]a,b∈{+,−} the entries of
the matrix P defined in (2.18). One verifies that eTaMf(a,b) = pabe

T
b for a, b ∈ {+,−}, and by

iterating we obtain that, for any ω, ξ as in the statement,

P([ω]) = pMω1 · · ·MωT 1 =
(
pξ1e

T
ξ1 + pξ1

eT
ξ1

)
Mω1 · · ·MωT 1

= pξ1e
T
ξ1Mf(ξ1,ξ2) · · ·Mf(ξT ,ξT+1)1 + pξ1

eT
ξ1
Mf(ξ1,ξ2) · · ·Mf(ξT ,ξT+1)1

= pξ1pξ1ξ2pξ2ξ3 · · · pξT ξT+1
+ pξ1

pξ1ξ2
pξ2ξ3

· · · pξT ξT+1
,

which establishes the first equality in (3.4). The second equality follows from (3.3) and the relation
nab(ξ) = na b(ξ). 2

As a first application of the obtained FM representation, we prove

Proposition 3.2. The measure P satisfies P([ω1 · · ·ωT ]) = P([ωT · · ·ω1]) for any T ∈ N∗ and any
(ω1, . . . , ωT ) ∈ ΩT .

Proof. Observing that (ω1, . . . , ωT ) = F (ξ1, . . . , ξT+1) iff F (ξT+1, . . . , ξ1) = (ωT , . . . , ω1) and
that, as any stationary two-state Markov chain, Q is reversible in the sense that Q([ξ1 · · · ξT ]) =
Q([ξT · · · ξ1]), the statement immediately follows from the first equality in (3.4). 2

3.3 The FM entropy production

Set
σ̂T = σT ◦ F. (3.5)

Obviously, the law of σT under P is the same as the law of σ̂T under Q. Much of our analysis is
focused on σ̂T . In this section we study the statistics of a family ([UT VT WT ])T∈N∗ of R3-valued
random vectors on (Ξ,Q), and we establish the asymptotic form

σ̂T ∼ η UT + γ(|VT | − |WT |), (3.6)
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where
γ =

1

2
log

q1

q2
> 0, η =

1

2
log

q1q2

r1r2
. (3.7)

As we shall see, the “pathologies” in Theorem 2.10 are the consequences of the absolute values
appearing in (3.6).

We start with some computations leading to an expression of σ̂T that allows for the identification of
the family ([UT VT WT ])T∈N∗ .

Since σT depends only on ω1 · · ·ωT , σ̂T depends only on ξ1 · · · ξT+1. For ξ ∈ ΞT+1, we
rewrite (3.4) as

P([F (ξ)]) = 2
(q1q2)(n+++n−−)/2(r1r2)(n+−+n−++1)/2

r1 + r2
ch (γ(n++ − n−−) + δ(ξ)) , (3.8)

where

δ(ξ) =
1

2

(
(n+− − n−+) log

r1

r2
+ log

pξ1
pξ1

)
.

Since 2|n−+ − n+−| = |ξT+1 − ξ1| ≤ 2, we have a bound

|δ(ξ)| ≤ C, (3.9)

for some constant C depending only on q1, q2.27

It follows from Proposition 3.2 that for ω ∈ Ω,

σT (ω) = log
P([ω1 · · ·ωT ])

P([θ(ω1) · · · θ(ωT )])
.

For T ∈ N∗, let ψ : ΞT → ΞT be given by

ψ(ξ1ξ2ξ3ξ4 · · · ξT ) = ξ1ξ2ξ3ξ4 · · ·

{
ξT if T is odd;
ξT otherwise.

It is immediate that ψ(ξ) = ψ(ξ). Moreover, for ξ ∈ ΞT+1 and ω = F (ξ) ∈ ΩT , we find

F (ψ(ξ)) = F (ψ(ξ)) = θ(ω1)θ(ω2) · · · θ(ωT ),

and hence

σ̂T (ξ) = σT (F (ξ)) = log
PT (F (ξ))

PT (F (ψ(ξ)))
.

In order to compute PT (F (ψ(ξ))), we need the identifications

n++(ψ(ξ)) = no−+(ξ) + ne+−(ξ), n−−(ψ(ξ)) = no+−(ξ) + ne−+(ξ),

n+−(ψ(ξ)) = no−−(ξ) + ne++(ξ), n−+(ψ(ξ)) = no++(ξ) + ne−−(ξ),

where no/eab is the number of odd/even integers t ∈ J1, T K such that (ξt, ξt+1) = (a, b). As a
consequence,

n++(ψ(ξ)) + n−−(ψ(ξ)) = n+−(ξ) + n−+(ξ),

n+−(ψ(ξ)) + n−+(ψ(ξ)) = n−−(ξ) + n++(ξ).

27Recall that nab = nab(ξ).
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It follows from (3.8) that, omitting again the argument ξ of nab,

PT (F (ψ(ξ))) = 2
(q1q2)(n+−+n−+)/2(r1r2)(n+++n−−+1)/2

r1 + r2
ch (γ(∆+− −∆−+) + δ(ψ(ξ))) ,

with ∆ab = neab − noab. This leads to the expression

σ̂T (ξ) = log

((
q1q2

r1r2

)(n+++n−−−n+−−n−+)/2 ch (γ(n++ − n−−) + δ(ξ))

ch (γ(∆+− −∆−+) + δ(ψ(ξ)))

)
. (3.10)

We are now ready to define the R3-valued random vectors XT = [UT VT WT ] on (Ξ,Q) by
setting

UT (ξ) = n++(ξ[1,T+1]) + n−−(ξ[1,T+1])− n+−(ξ[1,T+1])− n−+(ξ[1,T+1]),

VT (ξ) = n++(ξ[1,T+1])− n−−(ξ[1,T+1]),

WT (ξ) = ∆+−(ξ[1,T+1])−∆−+(ξ[1,T+1]).

Recalling (3.7), we have

σ̂T = η UT + log ch
(
γVT + δ(ξ[1,T+1])

)
− log ch

(
γWT + δ(ψ(ξ[1,T+1]))

)
.

Using the bound (3.9) and the inequalities 1
2e|x| ≤ ch(x) ≤ e|x|, we conclude that

|σ̂T − (η UT + γ(|VT | − |WT |))| ≤ C ′, (3.11)

for some constant C ′ depending only on q1, q2.

Remark 3.3. Note that UT (ξ) = UT (ξ), VT (ξ) = −VT (ξ) and WT (ξ) = −WT (ξ). As a
consequence, VT and WT cannot be expressed as a function of ω ∈ Ω, but UT , |VT | and |WT | can.

We now turn to the study of the statistics of the family (XT )T∈N∗ . To this end, for λ ∈ R3 and
T ∈ N∗, we set28

qT (λ) =
1

T
logE

(
eλ·XT

)
.

Proposition 3.4.
(i) For all λ = (λ1, λ2, λ3) ∈ R3,

Q(λ) = lim
T→∞

qT (λ) = log (A−(λ) +A+(λ)) , (3.12)

with

A±(λ) = (q1q2r1r2)1/4
(

e±(2λ1+η) + e2λ1+η sh2(λ2 + γ) + e−(2λ1+η) sh2(λ3)
)1/2

.

(ii) The function Q is real analytic on R3. Its gradient and its Hessian matrix at λ = 0 are given
by

∇Q(0) =
1

r1 + r2

[
r1 − 4r1r2 + r2 r2 − r1 0

]
, (3.13)

D2Q(0) =
4r1r2

(r1 + r2)3

4(q1r
2
2 + q2r

2
1) 2(q1 − q2) 0

2(q1 − q2) q1 + q2 0

0 0 (r1+r2)2

q1+q2

 . (3.14)

28Here λ ·X denotes the Euclidean inner product on R3.
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(iii) The family (T−1XT )T∈N∗ satisfies the LDP with a good convex rate function I , given by the
Legendre transform of Q. In particular, the following weak law of large numbers holds: for
any ε > 0, there exist constants C, δ > 0 such that for all T ,

Q
({
ξ | ‖T−1XT (ξ)−∇Q(0)‖ > ε

})
≤ Ce−δT . (3.15)

(iv) The following central limit theorem holds: as T →∞, the random vector

XT − T∇Q(0)√
T

(3.16)

converges in distribution to a centered Gaussian random vector in R3 whose covariance
matrix is given by D2Q(0).

Proof. (i) Consider the following deformations of the generating matrix P

Po(λ) =

[
eλ1+λ2q1 e−λ1−λ3r1

e−λ1+λ3r2 eλ1−λ2q2

]
, Pe(λ) =

[
eλ1+λ2q1 e−λ1+λ3r1

e−λ1−λ3r2 eλ1−λ2q2

]
,

and set P (λ) = Po(λ)Pe(λ). By (3.2) and the definition of UT , VT ,WT , we have

qT (λ) =
1

T
log
(
pP (λ)b

T
2 cPo(λ)T−2bT2 c1

)
, (3.17)

where
⌊
T
2

⌋
is the integer part of T2 . The eigenvalues of P (λ) are

κ±(λ) = (A+(λ)±A−(λ))2 ,

with A±(λ) as in the statement. For any λ ∈ R3, the Perron–Frobenius Theorem implies that the
spectral projection corresponding to the dominant eigenvalue κ+(λ) has strictly positive entries. It
follows that, as T →∞ through odd/even integers,

pP (λ)b
T
2 cPo(λ)T−2bT2 c1 = κ+(λ)T/2

(
Co/e(λ) + o(1)

)
, (3.18)

where Co/e(λ) > 0. Thus, by (3.17), the limit in (3.12) exists and equals log(κ+(λ))/2.

(ii) The functions A± are clearly real analytic on R3. Since

A−(λ) +A+(λ) ≥ 2(q1q2r1r2)1/4,

the same is true of the function Q. The remaining statements follow from simple calculations.

(iii) Since Q is real analytic, the Gärtner–Ellis theorem applies, and the stated LDP follows. It is
well known that Part (ii) yields (3.15); see for example [Ell85, Theorem II.6.3]).

(iv) Finally, in order to obtain the CLT, we observe that the remainder on the right-hand side
of (3.18) is locally uniform in λ ∈ C. Therefore, there exists a complex neighborhood 0 ∈ U ⊂ C
and a number T0 ≥ 1 such that qT has an analytic continuation on U for each T ≥ T0 and

sup
T≥T0

sup
λ∈U
|qT (λ)| <∞. (3.19)

It then follows from the version Bryc’s theorem [Bry93] given in [JOPP12, Theorem A.8] that

1√
T

(XT − E(XT ))
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converges in distribution to a Gaussian random vector as in the statement. To obtain the CLT
for (3.16), it remains to show that, for T →∞,29

1√
T

(T∇Q(0)− E(XT )) =
√
T (∇Q(0)−∇qT (0))→ 0. (3.20)

By (3.19), Q admits an analytic continuation on U , and there is a neighborhood 0 ∈ U ′ ⊂ U
on which the analytic continuation of qT converges uniformly to Q (see for example [JOPP12,
Appendix A.4]). Using again (3.18), we obtain that

sup
T≥T0

sup
λ∈U ′

T |qT (λ)−Q(λ)| <∞,

and then (3.20) follows from Cauchy’s integral formula. 2

3.4 Proof of Parts (iii) and (iv)

In view of (3.5) and (3.11) the entropic pressure reads

e(α) = lim
T→∞

1

T
logE

(
e−α(η UT+γ(|VT |−|WT |))

)
, (3.21)

where the expectation is with respect to the measure Q.

We first need a lemma to deal with the absolute values in the exponent above (we shall use the
lemma once for each absolute value).

Lemma 3.5. Let ([XT YT ])T∈N∗ be a family of random vectors, with [XT YT ] ∈ Rd×R. Assume
that (T−1[XT YT ])T∈N∗ satisfies the LDP with the convex rate function I : Rd × R → [0,+∞].
Then, (T−1[XT |YT |])T∈N∗ also satisfies the LDP with the rate function I given by

I(x, y) =

{
min(I(x, y), I(x,−y)) if y ≥ 0;

+∞ if y < 0.
(3.22)

Assume in addition that, for all (α, β) ∈ Rd × R, the limit

q(α, β) = lim
T→∞

1

T
logE

(
eα·XT+βYT

)
exists, is finite and satisfies q(α, β0 + β) = q(α, β0 − β) for some β0 ∈ R. Then, the rate function
I is the Legendre transform of the function

q(α, β) = lim
T→∞

1

T
logE

(
eα·XT+β|YT |

)
=

{
q(α, β sign(−β0)) if β ≥ −|β0|;
q(α, β0) otherwise,

with the convention that sign(0) = 1. In particular, I is convex.

Proof. The LDP for (T−1[XT |YT |])T∈N∗ with rate function I is a direct consequence of the
contraction principle. Turning to the second part of the lemma, since q is finite everywhere, we
have q = I∗ by Varadhan’s theorem.30 Then, since I is convex by assumption, we have

I(x, y) = q∗(x, y) = β0y + h∗(x, y),

29We note that (3.20) does not follow from (3.12) and (3.19) alone. Some estimate on the speed of convergence is
required.

30f∗ denotes the Legendre transform of f .
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where h(α, β) = q(α, β0 + β). Since h is even in its second argument, so is h∗, and (3.22) reads

I(x, y) =

{
h∗(x, y)− |β0|y if y ≥ 0;

+∞ if y < 0.
(3.23)

I is obviously convex, since h∗ is. Next, since

lim sup
T→∞

1

T
logE

(
eα·XT+β|YT |

)
≤ lim sup

T→∞

1

T
logE

(
eα·XT+βYT + eα·XT−βYT

)
≤ max(q(α, β), q(α,−β)) <∞,

invoking again Varadhan’s theorem, we obtain that the limit defining q exists, is finite everywhere,
and satisfies q = I

∗. Thus, by (3.23) we have

q(α, β) = sup
(x,y)∈Rd×R+

(α·x+βy−I(x, y)) = sup
(x,y)∈Rd×R+

(α·x+(β+|β0|)y−h∗(x, y)). (3.24)

Since h is convex, we have h∗∗ = h. We consider the following two cases:

• If β > −|β0|, then the supremum in (3.24) is actually a supremum over y ∈ R, so that

q(α, β) = sup
(x,y)∈Rd×R

(α · x+ (β + |β0|)y − h∗(x, y)) = h(α, β + |β0|)

= h(α, β sign(−β0)− β0) = q(α, β sign(−β0)).

• If β ≤ −|β0|, the supremum in (3.24) is reached at y = 0 and we get

q(α, β) = sup
x∈Rd

(α · x− h∗(x, 0)) = sup
(x,y)∈Rd×R

(α · x− h∗(x, y)) = h(α, 0) = q(α, β0).

This completes the proof. 2

The next proposition identifies the entropic pressure e(α).

Proposition 3.6. For any α ∈ R, one has

e(α) = Q(−ηα,−γ(α ∧ 1), γ(α ∨ 0)). (3.25)

Proof. We recall that, by Proposition 3.4, the family (T−1XT )T∈N∗ satisfies the LDP with the
convex rate function I = Q∗, the cumulant-generating function Q being given by (3.12). It
is obvious from this formula that for fixed λ1, λ2 the map λ3 7→ Q(λ1, λ2, λ3) is even and
reaches its minimum at λ3 = 0. Thus, we obtain from Lemma 3.5 (with β0 = 0) that the family
(T−1[UT VT |WT |])T∈N∗ satisfies the LDP with a convex rate function and that

Q(λ) = lim
T→∞

1

T
logE

(
eλ1UT+λ2VT+λ3|WT |

)
=

{
Q(λ1, λ2, λ3) if λ3 ≥ 0;

Q(λ1, λ2, 0) if λ3 < 0.

It follows from the last formula and (3.12) that Q(λ1,−γ + λ2, λ3) = Q(λ1,−γ − λ2, λ3) for
all λ ∈ R3. Thus, invoking Lemma 3.5 again, this time with β0 = −γ, we conclude that
(T−1[UT |VT | |WT |])T∈N∗ satisfies the LDP with a convex rate function and that

Q(λ) = lim
T→∞

1

T
logE

(
eλ1UT+λ2|VT |+λ3|WT |

)
=

{
Q(λ1, λ2, λ3) if λ2 ≥ −γ;

Q(λ1,−γ, λ3) if λ2 < −γ.
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From this and (3.21), we derive that

e(α) = Q(−ηα,−γα, γα) =


Q(−ηα,−γα, 0) if α < 0;

Q(−ηα,−γα, γα) if 0 ≤ α ≤ 1;

Q(−ηα,−γ, γα) if α > 1,

which is (3.25). 2

We are now ready to complete the proofs of Parts (iii) and (iv). The function e is obviously
real analytic on R \ {0, 1}, since Q is real analytic on R3. Moreover, using (3.25) and the
expression (3.13) for∇Q(0), we immediately see that

(∂−e)(0) = ∇Q(0)
[
−η −γ 0

]T
= ∇Q(0)

[
−η −γ γ

]T
= (∂+e)(0),

since the last component of ∇Q(0) is zero. Thus, e is differentiable at α = 0, and hence also at
α = 1 by the symmetry (1.13). In particular, we have

ep(J , ρ) = −e′(0) = −∇Q(0)
[
−η −γ 0

]T
, (3.26)

which gives the formula in (iii). Since our assumptions exclude the case where P = P̂, Theo-
rem 1.6 (iii) guarantees that ep(J , ρ) > 0.

By Theorem 1.6 (v), e is convex. To show that it is strictly convex, it suffices, in view of (3.25), to
observe that Q is strictly convex, and to recall that γ > 0 by assumption.

Finally, writing H = D2Q(0) (recall (3.14)), we have

(∂+e′)(0)− (∂−e′)(0) =
[
−η −γ γ

]
H
[
−η −γ γ

]T− [−η −γ 0
]
H
[
−η −γ 0

]T
,

which yields (2.6) and completes the proof of (iv).

3.5 Proof of Part (v)

We consider the random variables
σ̂T − T ep(J , ρ)√

T
(3.27)

defined on (Ξ,Q), which have, by construction, the same law as the random variables in the
left-hand side of (2.7) defined on (Ω,P). In view of (3.11), the random variables (3.27) and

ςT =
η UT + γ(|VT | − |WT |)− T ep(J , ρ)√

T

have the same limiting law (if any). We now show that the same is true for ςT and

ς ′T =
η UT + γ(VT − |WT |)− T ep(J , ρ)√

T
.

For this, it suffices to show that

lim
T→∞

Q({|VT | 6= VT }) = 0.

By Part (iii) of Proposition 3.4 and Formula (3.13), we have

lim
T→∞

Q
({∣∣∣∣ 1

T
VT −

r2 − r1

r1 + r2

∣∣∣∣ > ε

})
= 0, (3.28)
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for any ε > 0. Setting ε = r2−r1
r1+r2

> 0 (recall (3.1)), we find

Q ({|VT | 6= VT }) = Q
(
{T−1VT < 0}

)
≤ Q

({∣∣T−1VT − ε
∣∣ > ε

})
,

which converges to zero by (3.28).31

Next, recalling the expression (3.26) for ep(J , ρ), we can write

ς ′T =
η(UT − T (∂1Q)(0)) + γ(VT − T (∂2Q)(0)− |WT |)√

T
.

By Part (iv) of Proposition 3.4 and the continuous mapping theorem (applied to the function
(x, y, z) 7→ ηx+ γ(y − |z|)), we conclude that ς ′T converges in law to

ηX1 + γ(X2 − |X3|),

where X = [X1 X2 X3] is a centered Gaussian random vector of covariance matrix H = D2Q(0).
The block-diagonal structure of H displayed in (3.14) implies that the third component of X is
independent of the first two. Thus, (2.7) holds with

Z1 = ηX1 + γX2, Z2 = γX3,

which are independent, centered Gaussian random variables with variances given by

Var(Z1) =
[
η γ 0

]
H
[
η γ 0

]T
, Var(Z2) =

[
0 0 γ

]
H
[
0 0 γ

]T
,

and Formula (3.14) yields the claimed expressions. Since γ 6= 0 by assumption, the strict positivity
of these variances follows from the fact that H is positive definite. To see this, observe that the
third diagonal element of H as well as the trace and determinant (compute it!) of its upper 2× 2
block are strictly positive. The proof of Part (v) is complete.

3.6 Proof of Part (vi)

In this subsection, we show that the infinite-time fluctuation–dissipation relation does not hold
for the Keep–Switch instrument. More precisely, we show that suitably defined currents follow a
central limit theorem at equilibrium (defined by ep(J , ρ) = 0) with covariance matrix D∞, while
the associated linear response coefficients L∞ do not verify the fluctuation–dissipation relation
L∞ = 1

2D∞. The finite-time fluctuation–dissipation relation, however, is satisfied.

As mentioned in Remark 2.8, we have ep(J , ρ) = 0 iff q1 = r1 = q2 = r2 = 1
2 . We shall therefore

parametrize the model by ε = (ε1, ε2) ∈ ]−1/2, 1/2[× ]−1/2, 1/2[, with

q1 =
1

2
− ε1, q2 =

1

2
− ε2, r1 =

1

2
+ ε1, r2 =

1

2
+ ε2 (3.29)

(we release the constraint 3.1 in this section). Equilibrium thus corresponds to ε = 0. We denote
by P(ε) the Keep–Switch PMP measure corresponding to ε. We write in the same way E(ε),
ep(ε) = ep(ε)(J (ε), ρ(ε)) and σ(ε)

T for the corresponding quantities. Viewing ε as a thermodynamic
force, we define the corresponding current by

J
(ε)
T =

∫ 1

0
(∇εσT )(λε) dλ,

31Note that, since the third component of∇Q(0) vanishes, we cannot get rid of the absolute value of WT in the same
way.
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which we view as a column vector here. With this definition, we have the flux relation (see [JPRB11,
Definition 4.1])

σ
(ε)
T = ε · J (ε)

T . (3.30)

Let ΘT : ΩT → ΩT denote reversal, i.e.,

ΘT (ω1, ω2, . . . , ωT ) = (θ(ωT ), θ(ωT−1), . . . , θ(ω1)).

Since σT ◦ΘT = −σT , we obtain that

J
(ε)
T ◦ΘT = −J (ε)

T . (3.31)

The following observation will be useful below: denoting by S the involution of R2 given by
(x1, x2) 7→ (x2, x1), one easily check that P(Sε) = P(ε), which further implies σ(Sε)

T = σ
(ε)
T and

J
(Sε)
T = SJ

(ε)
T . (3.32)

Proposition 3.7. For any T ∈ N∗, let NT : Ω→ N be the random variable counting the number
of ‘S’ in ωJ1,T K. Then, one has

JT = lim
ε→0

J
(ε)
T = 2(2NT − T )

[
1
1

]
. (3.33)

Proof. Let ω ∈ Ω and ξ ∈ Ξ be such that ω = F (ξ). Substituting the relations (3.29) into (3.10)
and expanding to first order in ε, we find

σT (ω) = σ̂T (ξ) = −2(n++ + n−− − n+− − n−+)(ε1 + ε2) +O(|ε|2),

where nab = nab(ξJ1,T+1K) (notice that the two hyperbolic cosines in (3.10) do not give any
contribution at first order). The statement follows from the final observation that

n++ + n−− − n+− − n−+

counts the number of ‘K’ minus the number of ‘S’ in ωJ1,T K, and that the sum of these two numbers
is T . 2

The next proposition concerns the fluctuations of JT at equilibrium.

Proposition 3.8. For all T ∈ N∗ we have E(0)(JT ) = 0 and

DT = E(0)

(
JTJ

T
T

T

)
= 4

[
1 1
1 1

]
.

Moreover, the weak limit, as T →∞, of JT√
T

with respect to P(0) exists and is a centered Gaussian
random vector with covariance

D∞ = 4

[
1 1
1 1

]
.

Proof. By Remark 2.7, P(0) is the Bernoulli measure on Ω generated by Q(K) = 1/2. Thus, the
random variable NT in (3.33) has a binomial law of parameters 1

2 and T , and the claims follow at
once. 2

We now compute the linear response. For that purpose, we define the averaged currents

J
(ε)
T =

1

T
E(ε)(J

(ε)
T ), J

(ε)
= lim

T→∞
J

(ε)
T ,

and the associated Onsager matrices

LT = DεJ
(ε)
T

∣∣∣
ε=0

, L∞ = DεJ
(ε)
∣∣∣
ε=0

,

where DεJ = [∂εjJi]i,j∈{1,2} denotes the Jacobian matrix of the vector field J .
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Proposition 3.9. We have

LT =
1

2
DT ,

for T ∈ N∗, but

L∞ =

[
3 1
1 3

]
6=
[
2 2
2 2

]
=

1

2
D∞. (3.34)

Thus, the finite-time fluctuation–dissipation relation holds, but the infinite-time one is violated.

Proof. The assertion LT = 1
2DT is the usual finite-time fluctuation–dissipation theorem, which

applies here thanks to the relations (3.30) and (3.31) (see for example [JPRB11, Section 4]). For
the reader’s convenience, we outline the proof. For ε small enough and α ∈ R2, set

GT (ε, α) =
1

T
logE(ε)

(
e−α·J

(ε)
T

)
.

Since ∑
ω∈ΩT

P(ε)([ω])e−α·J
(ε)
T (ω) =

∑
ω∈ΩT

P̂(ε)([ω])e(ε−α)·J(ε)
T (ω)

=
∑
ω∈ΩT

P̂(ε)([ΘT (ω)])e(ε−α)·J(ε)
T (ΘT (ω))

=
∑
ω∈ΩT

P(ε)([ω])e−(ε−α)·J(ε)
T (ω),

we obtain the celebrated Gallavotti symmetry

GT (ε, ε− α) = GT (ε, α). (3.35)

Starting with the identities

DT = [∂αi∂αjGT (ε, α)]|α=ε=0, LT = −[∂εj∂αiGT (ε, α)]|α=ε=0,

the symmetry (3.35) implies that LT = 1
2DT , as claimed.

We now prove (3.34). By the definition (1.11) of ep, we find

ε · J (ε)
= lim

T→∞

1

T
E(ε)(σ

(ε)
T ) = ep(ε).

Part (iii) of Theorem 2.10 yields

ε · J (ε)
= ε1(3ε1 + ε2) + ε2(3ε2 + ε1) +O(|ε|3), (3.36)

which, taking (3.32) into account,32 implies (3.34). 2

We finish with a brief comment regarding the failure of the infinite-time fluctuation–dissipation
relation. Its usual derivation (see for example [JPRB11, Section 5]) fails to apply here, because the
limit

G(ε, α) = lim
T→∞

GT (ε, α),

is notC2 at (0, 0). In fact, the discrepancy between limT→∞ LT andL∞ comes from the hyperbolic
cosines in (3.10). At fixed T , their contribution to σ(ε)

T is only O(|ε|2). However, since log ch(x) ∼
|x| when x is large (see (3.11)), the contribution of the hyperbolic cosines in (3.10) to T−1σ

(ε)
T in

the limit T → ∞ becomes O(ε). Thus, the limit T → ∞ and the limit ε → 0 (or the derivative
with respect to ε) cannot be interchanged.

32The symmetry (3.32) allows to conveniently estimate J
(ε)

in terms of ep(ε), but its role is not fundamental. One
can, in principle, also obtain (3.34) by writing J(ε)

T in terms of the vector XT introduced in Section 3.3 and then using
the LDP that it obeys (with respect to P(ε)).
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3.7 Proof of Theorem 2.26

Theorem 2.26 is proved in a very similar way to Theorem 2.10, and we only outline the main
differences here. We use the notation in Theorem 2.26, and we recall, in particular, that γ, χ, η and
δ were defined in (2.20)-(2.21). We also use freely the notation of the proof of Theorem 2.10, and
in particular, we assume throughout that F (ξ) = ω, where ξ ∈ ΞT+1 and ω ∈ ΩT , or ξ ∈ Ξ and
ω ∈ Ω.

By recalling the expression (3.8) for P(F (ξ)), and noting that P̂(F (ξ)) is obtained in the same way
with qi, ri replaced by q̂i, r̂i, we obtain that (3.10) is replaced by

σ̂T =
n++ + n−−

2
log

q1q2

q̂1q̂2
+
n+− + n−+

2
log

r1r2

r̂1r̂2
+ log

ch
(
n++−n−−

2 log q1
q2

)
ch
(
n++−n−−

2 log q̂1
q̂2

)
+O(1)

= δT + ηAT + χ|BT |+O(1),

where we have used that n+− + n−+ = T − (n++ + n−−), and where

AT = n++ + n−−, BT = n++ − n−−,

recalling that nab = nab(ξJ1,T+1K). Using this, (3.21) is replaced by

e(α) = −δα+ lim
T→∞

1

T
logE

(
e−α(ηAT+χ|BT |)

)
. (3.37)

We introduce then

qT (λ) =
1

T
logE

(
eλ1AT+λ2BT

)
=

1

T
log
(
pP (λ)T1

)
,

where

P (λ) =

[
eλ1+λ2q1 r1

r2 eλ1−λ2q2

]
.

By computing the dominant eigenvalue κ+(λ) of P (λ), we conclude that

Q(λ) = lim
T→∞

qT (λ) = log κ+(λ)

=
1

2
log(q1q2) + λ1 + log

(
ch(λ2 + γ) +

√
sh2(λ2 + γ) + e−2(λ1+ρ)

)
,

where

ρ =
1

2
log

(
q1q2

r1r2

)
.

The gradient and Hessian matrix of Q at λ = 0 are given by

∇Q(0) =
1

r1 + r2

[
r1 − 2r1r2 + r2 r2 − r1

]
,

D2Q(0) =
4r1r2

(r1 + r2)3

[
q1r

2
2 + q2r

2
1 r2 − r1

r2 − r1 q1 + q2

]
.

Now observing that λ2 7→ Q(λ1, λ2) is even around −γ and invoking Lemma 3.5, we deduce
from (3.37) that33

e(α) = −δα+Q(−ηα,− sign(γ)(|γ| ∧ αχ)). (3.38)
33Recall our convention sign(0) = 1.
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By computing −e′(0) we obtain the formula for ep(P, P̂) in Part (i) of Theorem 2.26.

We now prove Part (ii). By the generalization of Theorem 1.6 (iii) discussed at the end of Section 1.2,
since (Ω, φ, P̂) is ergodic, we have ep(P, P̂) = 0 iff P = P̂. The equivalence with the remaining
two conditions in Theorem 2.26 (ii) is then an easy exercise.

By (3.38), since Q is real analytic, we obtain that e is real analytic on R if χ = 0, and real analytic
on R \ {|γ|/χ} if χ 6= 0. In the latter case, explicit computations show that e is differentiable at
α = |γ|/χ but not twice differentiable. Computing the jump in the second derivative gives

(∂+e′)(|γ|/χ)− (∂−e′)(|γ|/χ) = −χ|χ|eρ−η|γ|/χ 6= 0.

This proves Part (iii).

The random vectors [AT BT ] satisfy the LDP, the law of large numbers and the central limit
theorem as in parts (iii) and (iv) of Proposition 3.4. In particular,

[AT BT ]− T∇Q(0)√
T

converges in law towards a normal, centered random vector [X1 X2] with covariance matrix
D2Q(0).

We now turn to the CLT for σT . By the estimates above, (σT − T ep(P, P̂))/
√
T has the same

limiting distribution, if any, as

δT + ηAT + χ|BT | − T ep(P, P̂)√
T

=
η(AT − T (∂1Q)(0)) + χ(|BT | − T |(∂2Q)(0)|)√

T
.

If χ = 0, then obviously this converges in law to Z = ηX1, whose variance is η2(∂2
1Q)(0), which

coincides with the formula given in Part (iv) of Theorem 2.26. If γ 6= 0, then (∂2Q)(0) 6= 0, and
using the same arguments as in Section 3.5, we obtain that (σT − T ep(P, P̂))/

√
T has the same

limiting distribution as

η(AT − T (∂1Q)(0)) + sign(γ)χ(BT − T (∂2Q)(0))√
T

,

which converges in distribution to Z = ηX1 + sign(γ)χX2, whose variance is again given by the
formula for Var(Z) in Part (iv) of Theorem 2.26.

We now turn to Part (v), and for this we assume that χ 6= 0 and γ = 0 (note that this implies that
χ < 0). We then have (∂2Q)(0) = 0, and (σT −T ep(P, P̂))/

√
T has the same limiting distribution

as
η(AT − T (∂1Q)(0)) + χ|BT |√

T
,

which converges in law to Z1 − |Z2| with Z1 = ηX1 and Z2 = χX2. This implies the statements
of Part (v) and concludes the proof of Theorem 2.26.

4 Spin instruments

In this section we provide proofs of our results on the various spin instruments described in
Sections 2.1.3 and 2.1.4.
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4.1 XXZ-spin instruments

We start with the proofs of Theorems 2.11, 2.12, 2.13 and 2.14 pertaining to one- and two-time
measurement protocols for XXZ-interaction.

4.1.1 One-time measurements

We first prove a slightly more general version of Theorem 2.11, replacing the spin-1
2 system S with

a generic spin.

Let S = (Sx, Sy, Sz) be a family of operators on the finite-dimensional Hilbert spaceH satisfying
the commutation relations

[Sz, S±] = ±S±, [S+, S−] = 2Sz, (4.1)

where S± = Sx ± iSy. Note that the family 2S provides a representation of the Lie algebra su(2).
We do not assume this representation to be irreducible and, as a consequence, the map Φ of the
instrument constructed below will not be irreducible in general.

The only changes compared to the setting of Section 2.1.3 concern the definition of the sys-
tem Hamiltonian HS in (2.8) and that of the system-probe interaction V in (2.9). The system
Hamiltonian becomes HS = ωSz and the system-probe interaction is given by

V = λ (Sx ⊗ σx + Sy ⊗ σy) + µSz ⊗ σz.

In the following we identify H ⊗Hp with H ⊕H so that the total Hamiltonian (2.10) reads, in
block-matrix form,

H =

[
(ω + µ)Sz + ε

2 λS−
λS+ (ω − µ)Sz − ε

2

]
. (4.2)

The special case of Section 2.1.3 is recovered by setting S = 1
2(σx, σy, σz).

Lemma 4.1. Let

Λ± = 1
2(ε− ω) + µ(Sz ± 1

2), Ω± =
√

Λ2
± + λ2S∓S±. (4.3)

The propagator U = e−itH is given by

U = e
itµ
2

[
e−

itω
2 V++ −ie−

itω
2 V+−

−ie
itω
2 V−+ e

itω
2 V−−

]
, (4.4)

with

V±± = e−itωSz

(
cos(tΩ±)∓ iΛ±

sin(tΩ±)

Ω±

)
, V±∓ = λe−itωSz sin(tΩ±)

Ω±
S∓.

Proof. We write H = H0 + λW , where

H0 =

[
(ω + µ)Sz + ε

2 0
0 (ω − µ)Sz − ε

2

]
, W =

[
0 S−
S+ 0

]
.

The interaction-picture propagator Γt = eitH0e−itH satisfies

i∂tΓ
t = λeitH0W e−itH0Γt, Γ0 = 1. (4.5)
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Invoking the commutation relations (4.1), one shows that for continuous functions f : R→ R,

f(Sz)S± = S±f(Sz ± 1), f(Λ∓)S± = S±f(Λ±), f(Ω∓)S± = S±f(Ω±),

which leads to

eitH0W e−itH0 =

[
0 eit2Λ+S−

e−it2Λ−S+ 0

]
.

One easily concludes that the solution of (4.5) is given by

Γt =

eitΛ+

(
cos(tΩ+)− iΛ+

sin(tΩ+)

Ω+

)
−iλeitΛ+

sin(tΩ+)

Ω+
S−

−iλe−itΛ− sin(tΩ−)

Ω−
S+ e−itΛ−

(
cos(tΩ−) + iΛ−

sin(tΩ−)

Ω−

)
 ,

and computing U = e−itH0Γt yields the result. 2

Lemma 4.1 gives that the one-time instrument (1.20) is given by

Φ±[X] =

(
1

2
− η
)
V ∗±+XV±+ +

(
1

2
+ η

)
V ∗±−XV±−. (4.6)

Recall that the probe state (2.11) can be written as

ρp = Z−1
p e−βpHp ,

with Zp = tr e−βpHp and βp = 2
ε argth(2η).

Lemma 4.2. The density matrix
ρ = Z−1

S e−βSHS ,

with ZS = tr e−βSHS and βS = ε
ωβp, satisfies

Φ∗+[ρ] =

(
1

2
− η
)
ρ, Φ∗−[ρ] =

(
1

2
+ η

)
ρ. (4.7)

Proof. We will prove the first relation in (4.7). A similar computation yields the second one.
Invoking again the commutation relations (4.1), we have

[Sz, S±S∓] = 0, S−ρS+ = e−βpεS−S+ρ,

and it follows from (4.6) that

Φ∗+[ρ] =

(
1

2
− η
)
V++ρV

∗
++ +

(
1

2
+ η

)
V+−ρV

∗
+−

=

(
1

2
− η
)(

cos2(tΩ+) + Λ2
+

sin2(tΩ+)

Ω2
+

)
ρ+

(
1

2
− η
)
λ2S−S+

sin2(tΩ+)

Ω2
+

ρ

=

(
1

2
− η
)(

cos2(tΩ+) +
Λ2

+ + λ2S−S+

Ω2
+

sin2(tΩ+)

)
ρ

=

(
1

2
− η
)

(cos2(tΩ+) + sin2(tΩ+))ρ =

(
1

2
− η
)
ρ.

2

The relations (4.7) give that Φ∗[ρ] = ρ and
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Theorem 4.3. The unraveling P of ((Φ−,Φ+), ρ) is the Bernoulli measure generated by the mass
function Q(±) = 1

2 ∓ η.

Remark 4.4. If the representation S of the Lie algebra su(2) is irreducible, then it is easy to
show that H has no non-trivial subspace left invariant by the family (Vab)a,b∈{−,+}. It follows
from [JPW14, Theorem 2.1] that Φ is irreducible, and hence that ρ is the only density matrix
for which (A) holds. This applies, in particular, to the case S = 1

2(σx, σy, σz) considered in
Section 2.1.3.

4.1.2 Two-time measurements with a thermal probe

In this section we consider the two-time measurement protocol for XXZ-spin interaction with
thermal probes. We prove Theorem 2.12 and further properties of the corresponding instrument.

In the case S = 1
2(σx, σy, σz), the operators in (4.3) take the form

Λ± =
1

2
ν±P± +

1

2
(ε− ω)P∓, Ω2

± =
1

4
ν2
±P± + δ2P∓,

where

ν± = (ε− ω)± 2µ, δ =

√(
ε− ω

2

)2

+ λ2.

We deduce

V±± = e∓it(ω+ν±)/2P± + e±itω/2

(
cos(tδ)∓ i

ε− ω
2

sin(tδ)

δ

)
P∓,

V∓± = λe∓itω/2 sin(tδ)

δ
σ±,

(4.8)

where σ± = (σx ± iσy)/2.

Theorem 4.5.
(i) The instrument modeling the two-time measurement protocol for the XXZ-spin interaction

with thermal probe is given by

Φ±±[X] =
e∓βpε/2

2 ch(βpε/2)
V ∗±±XV±±,

Φ∓±[X] =
e±βpε/2

2 ch(βpε/2)
V ∗±∓XV±∓.

(4.9)

(ii) Φ is irreducible and

ρ = ρp =
1

2 ch(βpε/2)

[
e−βpε/2 0

0 eβpε/2

]
is the unique density matrix satisfying Φ∗[ρ] = ρ. In particular, all the conclusions of
Theorem 1.7 hold.

(iii) ep(J , ρ) = 0 and e ≡ 0.

In the following, we set s =

(
λ

δ
sin(δt)

)2

∈ [0, 1].
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(iv) The unraveling of ((Φa)a∈A, ρ) is the PMP measure P generated by ((Ma)a∈A,p), where

M++ = p

[
1 0
0 1− s

]
, M−− = (1− p)

[
1− s 0

0 1

]
,

M+− = p

[
0 0
s 0

]
, M−+ = (1− p)

[
0 s
0 0

]
,

(4.10)

and p = [p 1− p], with

p =
e−βpε/2

2 ch(βpε/2)
.

(v) For s ∈ ]0, 1[, the measure P is not weak Gibbs.

(vi) If s = 0, that is if δt ∈ πN∗, then P is a Bernoulli measure.

(vii) If s = 1, that is if ε = ω and λt ∈ π(N + 1/2), then P is a Markov measure.

Proof. Parts (i)–(ii) follow from elementary calculations and Remark 4.4. By Theorem 1.7 (iv)
one has

ep(J , ρ) = βpε tr(ρΦ−+[1])− βpε tr(ρΦ+−[1]) = 0.

Since e is real analytic on R, convex, and e′(0) = e′(1) = 0, we have e ≡ 0, which gives (iii). To
prove (iv), observe that the two-dimensional space of diagonal 2× 2 matrices is invariant under
each map Φa. Expressing the restriction of these maps in the basis (P+, P−) yields the desired
representation. Concerning (v), consider, for each T ∈ N∗, the sequence ω ∈ Ω where ωk = (+,+)
for k 6= T + 1, ωT+1 = (−,+). Using (iv) one derives

P2T+1(ω)

PT+1(ω)PT ◦ φT+1(ω)
=

(1− s)T

(1− p)(1− s)T + p
,

from which we conclude that

lim
T→∞

1

T
sup

S∈[1,T−1]
sup

ω∈suppP

∣∣∣∣log
PT (ω)

PS(ω)PT−S(φS(ω))

∣∣∣∣ ≥ 1

2
log

1

1− s
> 0,

and so, by Part (ii) of Theorem 1.14, the measure P is not weak Gibbs. Parts (vi) and (vii) are
obvious. 2

4.1.3 Two-time measurements with random thermal probes

We now turn to the proof of Theorem 2.13, using the notation of the corresponding paragraph of
Section 1.4.2. For each k ∈ J1,KK we setHk = C2,

ρk =
1

2 ch(βkε/2)

[
e−βkε/2 0

0 eβkε/2

]
,

and the unitary Uk is given by (4.4, 4.8). However, it will be convenient to use the following
representation of the alphabet

A = {kuv | k ∈ J1,KK and u, v ∈ {−,+}} .
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Theorem 4.6.
(i) The instrument modeling the two-time measurement for the XXZ-spin interaction with

random thermal probe, is J = (Φa)a∈A, where

Φkuv = wkΦ
(k)
uv ,

Φ
(k)
uv being given by (4.9) with βp = βk.

(ii) Φ =
∑

a∈AΦa is irreducible and the unique density matrix satisfying Φ∗[ρ] = ρ is given by

ρ =

[
p 0
0 1− p

]
, where p =

K∑
k=1

wk
e−βkε/2

2 ch(βkε/2)
.

In particular, all the conclusions of Theorem 1.7 hold.

(iii)

ep(J , ρ) =
s

2

K∑
k,l=1

wkwl
(βk − βl)ε/2 sh((βk − βl)ε/2)

ch((βk + βl)ε/2) + ch((βk − βl)ε/2)
.

(iv) ep(J , ρ) = 0 if and only if s = 0 or β1 = β2 = · · · = βK .

(v)
e(α) = log

[
1− s

2

(
1−

√
1 + ∆(α)

)]
,

where

∆(α) =
K∑

k,l=1

wkwl
ch((1− 2α)(βk − βl)ε/2)− ch((βk − βl)ε/2)

ch((βk + βl)ε/2) + ch((βk − βl)ε/2)
.

(vi) The unraveling P of the instrument (J , ρ) is the PMP measure generated by ((Ma)a∈A,p),
where p = [p 1− p] and

Mkuv = wkM
(k)
uv ,

M
(k)
uv being given by (4.10) with p = e−βkε/2/2 ch(βkε/2).

(vii) For s ∈ ]0, 1[ the measure P is not weak Gibbs.

(viii) If s = 0, that is if δt ∈ πN∗, then P is a Bernoulli measure.

(ix) If s = 1, that is if ε = ω and λt ∈ π(N + 1/2), then P is a Markov measure.

Proof. The proof of (vii) is the same as the proof of Part (v) of Theorem 4.5. The remaining parts
follow from the identifications (1.32) and (1.33), and elementary computations that we omit. 2

4.1.4 Two-time measurements with multi-thermal probes

In this section we study the general case of two-time measurements of XXZ-spin interaction with
multi-thermal probes. In the end, we will specialize the discussion to the case ω = ε and µ = 0,
which will provide a proof of Theorem 2.14.

By the well-known representation theory of su(2), the Hilbert spaceHp and the associated tensor
product of two spin-1

2 representations split into the direct sum of a one-dimensional singlet sectorH0

carrying the trivial (spin-0) representation and a 3-dimensional triplet sectorH1 carrying the spin-1
representation. Denoting the latter by S = (Sx, Sy, Sz) and identifyingH⊗Hp = H⊗ (H0⊕H1)
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with (H⊗H0)⊕ (H⊗H1) = H⊕ (H1 ⊕H1), we can rewrite the Hamiltonian in block-matrix
form

H =

 ω
2σz

(ε+ µ)Sz + ω
2

√
2λS−√

2λS+ (ε− µ)Sz − ω
2

 .
Comparison with (4.2) allows us to apply Lemma 4.1 to compute the unitary propagator

U = e−itH =

 e−itω
2
σz

U++ U+−
U−+ U−−

 .
An elementary calculation gives

U±± = e∓it(ω
2

+ε±µ)Π± + eitµ∓ε
2

(
cos(tδ±)∓ i

ν±
δ±

sin(tδ±)

)
Π0

+ eitµ±ε
2

(
cos(tδ∓)∓ i

ν∓
δ∓

sin(tδ∓)

)
Π∓,

U±∓ = −i

√
2λ

δ±
eitµ∓ε

2 sin(tδ±)Π0S∓ − i

√
2λ

δ∓
eitµ±ε

2 sin(tδ∓)Π∓S∓,

where Π+/0/− denote the spectral projections of Sz and

ν± =
1

2
(ω − ε± µ) , δ± =

√
4λ2 + ν2

±.

To evaluate (1.22) and derive the expression of the instrument J = (Φa)a∈A, we need to express
the projections 1⊗ Pl as well as X ⊗ 1 in the same basis, an elementary exercise which leads to

1⊗ P++ =

 0

Π+

Π+

 , 1⊗ P+− =
1

2

 1 |+〉〈0| |−〉〈0|
|0〉〈+| Π0

|0〉〈−| Π0

 ,
1⊗ P−+ =

1

2

 1 −|+〉〈0| −|−〉〈0|
−|0〉〈+| Π0

−|0〉〈−| Π0

 , 1⊗ P−− =

 0

Π−
Π−

 ,
X ⊗ 1 =

 X

X++1 X+−1
X−+1 X−−1

 ,
where |0〉 is the eigenvector of Sz to the eigenvalue 0, |±〉 the eigenvectors of σz , and Xij the
corresponding matrix elements of X .

Direct computations give that our two-time measurement process with multi-thermal probe is
described by the instrument

Φa : X 7→ waV
∗
aXVa,

where

V±±±± = e±it(ω+ε±3µ
2

)P± + a±P∓, V±±∓∓ = 0,

V++±∓ = V ∗±∓++ = b+σ+, V−−±∓ = V ∗±∓−− = b−σ−,

V±∓±∓ =
1

2

(
e−itω

2 + eit ε−µ
2 a+

)
P+ +

1

2

(
eitω

2 + eit ε+µ
2 a−

)
P−,

V±∓∓± =
1

2

(
e−itω

2 − eit ε−µ
2 a+

)
P+ +

1

2

(
eitω

2 − eit ε+µ
2 a−

)
P−,
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with34

a± = cos(tδ±)∓ i
ν±
δ±

sin(tδ±), b± =

√
2λ

δ±
sin(tδ±),

and, for a = (a1, a2, a3, a4) ∈ A,

wa =
e−(β1a1+β2a2)ε/2

4 ch(β1ε/2) ch(β2ε/2)
.

Since all Φa’s preserve the two-dimensional subspace of diagonal matrices, we can achieve a PMP
representation (Ma)a∈A of the instrument J in the same way as in the previous sections, with

M±±±± = w±±(P± + |a±|2P∓), M±±∓∓ = 0,

M++±∓ = w++b
2
+σ−, M±∓−− = w±∓b

2
−σ−,

M−−±∓ = w−−b
2
−σ+, M±∓++ = w±∓b

2
+σ+,

M±∓±∓ =
w±∓

4

(
|1 + eitν+a+|2P+ + |1 + e−itν−a−|2P−

)
,

M±∓∓± =
w±∓

4

(
|1− eitν+a+|2P+ + |1− e−itν−a−|2P−

)
.

The matrix corresponding to the map Φ is

M =
∑
a∈A

Ma =

[
1− π− π−
π+ 1− π+

]
, π± = 2w±±b

2
± + (w+− + w−+)b2∓.

In the trivial case35 π+ = π− = 0, one has M = 1, any state ρ satisfies Φ∗[ρ] = ρ, and the
unraveling of (J , ρ) is a convex combination of two Bernoulli measures. In what follows, we shall
assume that π± are not both zero, so that M and hence Φ are irreducible. The unique invariant state
is

ρ =
1

π− + π+

[
π+ 0
0 π−

]
,

and the unraveling P of (J , ρ) is the PMP measure generated by ((Ma)a∈A,p) with probability
vector p = [π+ π−]/(π+ + π−).

Suppose that π+ 6= 0, and for any T ∈ N∗ let ω ∈ Ω be such that ωk = ++++ for k 6= T + 1 and
ωT+1 = +−++. It follows that

P2T+1(ω)

PT+1(ω)PT ◦ φT+1(ω)
=

1 + π−
π+

|a+|−2T + π−
π+

,

and hence

lim
T→∞

1

T
sup

S∈[1,T−1]
sup

ω∈suppP

∣∣∣∣log
PT (ω)

PS(ω)PT−S(φS(ω))

∣∣∣∣ ≥ log
1

|a+|
> 0.

By Part (ii) of Theorem 1.14, the measure P is not weak Gibbs. A completely similar argument
holds when π− 6= 0.

Another elementary calculation, starting with Formula (2.3), gives

ep(J , ρ) =
A

2

((β1 − β2)ε/2) sh ((β1 − β2)ε/2)

ch ((β1 − β2)ε/2) + ch ((β1 + β2)ε/2)
,

34Note that |a±|2 + 2b2± = 1.
35This case only happens when b− = b+ = 0.
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where

A =
e−(β1+β2)ε/2b2+c

2
+ + ch ((β1 − β2)ε/2)

(
b2+c

2
− + b2−c

2
+

)
+ e(β1+β2)ε/2b2−c

2
−

e−(β1+β2)ε/2b2+ + ch ((β1 − β2)ε/2)
(
b2+ + b2−

)
+ e(β1+β2)ε/2b2−

,

with c2
± = 2b2±+|1−e±itν±a±|2. In particular, ep(J , ρ) = 0 if and only if β1 = β2. Recalling (2.3)

again, one easily computes the matrix M(α) and its largest eigenvalue which gives the entropic
pressure

e(α) = log

1

2
trM(α) +

√(
1

2
trM(α)

)2

− detM(α)

 .

We shall not write the general expression of this function, but restrict ourselves to the special case
ε = ω and µ = 0 considered in Theorem 2.14. Using the relations

a+ = a− = cos(2λt), b+ = b− =
1√
2

sin(2λt), c+ = c− = 2 sin(λt),

we observe that π+ + π− = sin2(2λt) so that π± are not both vanishing iff λt 6∈ π
2N
∗. Moreover,

an explicit evaluation of the previous formula gives

e(α) = 2 log
(
cos2(λt) +A(α) sin2(λt)

)
,

with

A(α) =

(
ch ((2α− 1)(β1 − β2)ε/2) + ch ((β1 + β2)ε/2)

ch ((β1 − β2)ε/2) + ch ((β1 + β2)ε/2)

)1/2

.

Differentiation at α = 0 further yields

ep(J , ρ) = 2 sin2(λt)
((β1 − β2)ε/2) sh ((β1 − β2)ε/2)

ch ((β1 − β2)ε/2) + ch ((β1 + β2)ε/2)
.

4.2 X00-spin instruments

This model has been described in Section 2.1.4. We shall again identifyH⊗Hp withH⊕H, so
that the Hamiltonian (2.13) reads

H =
1

2

[
ωσz + ε λσx
λσx ωσz − ε.

]
.

It is a simple exercise to check that the associated propagator is given by

U = e−itH =

[
V++ V+−
V−+ V−−

]
, (4.11)

where

V±± = cos (Ω±t/2)− i(ωσz ± ε)Ω−1
± sin (Ω±t/2) ,

V±∓ = −iλΩ−1
± sin (Ω±t/2)σx,

(4.12)

and
Ω± =

(
λ2 + (ωσz ± ε)2

)1/2
.
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4.2.1 One-time measurements

We prove Theorem 2.15. The instrument J = (Φ−,Φ+) describing one-time measurements is
given by

Φ±[X] =

(
1

2
− η
)
V ∗±+XV±+ +

(
1

2
+ η

)
V ∗±−XV±−.

Both Φ+ and Φ− leave the two-dimensional space of diagonal matrices invariant. The matrices
describing their action on this space are

M± =

[(
1
2 ∓ η

)
(1− s±)

(
1
2 ± η

)
s∓(

1
2 ± η

)
s±

(
1
2 ∓ η

)
(1− s∓)

]
, (4.13)

where s± is given by (2.14). Note that, as the parameters ε, ω, λ and t vary on ]0,∞[, the pair
(s−, s+) takes all values in the set [0, 1]× [0, 1[. Thus, for any Φ∗-invariant state ρ, the instrument
(J , ρ) admits a PMP representation.

If s+ = s− = 0, then M± = (1
2 ± η)1, any state ρ is invariant under Φ∗, and the unraveling

P of (J , ρ) is the Bernoulli measure generated by the mass function Q(±) = 1
2 ± η. In the

opposite cases, an elementary calculation shows that the unique probability vector p satisfying
p(M− + M+) = p is given by p = [p 1 − p] with p given by (2.15). In particular, the density
matrix (2.16) is the unique state ρ for which the instrument (J , ρ) satisfies Assumption (A). This
yields Parts (i)–(iii). To prove Part (iv), observe that, in the special case (s−, s+) = (1, 0), for any
T ∈ N∗ one has

PT (−− · · ·−−) =
1

2
+ η, PT (++ · · ·++) =

1

2
− η.

Parts (v)–(vi) follow by comparing (4.13) with (2.5), while Part (vii) follows from the fact that, for
η = 0, the probability vector p = [1/2 1/2] is invariant under both M±. Part (viii) and the fact
that Assumption (C) holds is a direct consequence of Lemma 2.2 (iii) and Theorem 1.6 (vi).

In view of Remark 1.2 and Theorem 1.6 (iii), in order to prove Part (ix) it suffices to show that,
under the conditions |η| ∈ ]0, 1/2[ and s± ∈ ]0, 1[, the identity PT = P̂T for all T ∈ N∗ implies
s± = 1/2. From the Perron–Frobenius theorem for matrices with strictly positive entries, we infer
that the eigenvalues r± and u± of M± satisfy 0 ≤ |u±| < r±, the spectral projection associated to
the dominant eigenvalue r± having strictly positive entries. Writing the identity pMT

+1 = pMT
−1,

which holds for all T ∈ N, in terms of the spectral representation of M± yields

a+r
T
+ + (1− a+)uT+ = a−r

T
− + (1− a−)uT− (4.14)

for some a± > 0. Taking the logarithm on both sides of this identity, dividing by T and letting
T → ∞, we deduce r+ = r− = r > 0. Dividing both sides of (4.14) by rT and letting again
T →∞ gives a+ = a− = a > 0. If a 6= 1 then, considering again (4.14), u+ = u− and hence

0 = tr(M− −M+) = 2η(2− (s+ + s−)),

which contradicts our hypotheses. Thus, a = 1 and Relation (4.14) with T = 1 yields

r =
1

2
± η

(
1− 4s+s−

s+ + s−

)
,

i.e., r = 1/2 and 4s+s− = s+ +s−. Inserting the last relation into P3(+−+) = P̂3(+−+) further
yields

0 = p(M+M−M+ −M−M+M−)1 = −2η3
(
(s+ + s−)2 − 3(s+ + s−) + 2

)
,
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which implies s+ + s− = 1 = 4s+s− and hence s± = 1/2.

Finally, to prove Part (x), set

W =

[
(1 + 4η2)(s+ + s−)− 4η(s+ − s−) −(1− 4η2)(s+ + s−)

−(1− 4η2)(s+ + s−) (1 + 4η2)(s+ + s−) + 4η(s+ − s−)

]
,

and, observing that

MT
± = W−1M±W, pW =

16η2s+s−
s+ + s−

1T,
16η2s+s−
s+ + s−

W−11 = pT,

we conclude that for any T ∈ N∗ and ω ∈ Ω,

PT (ω) = pMω1 · · ·MωT 1 = pWW−1Mω1W · · ·W−1MωTWW−11

= 1TMT
ω1
· · ·MT

ωT
pT = pMωT · · ·Mω11 = P̂T (ω).

The proof of Theorem 2.15 is complete.

To conclude the discussion of the one-time measurements of the X00-spin system, we note that by
Parts (v)–(vi) the failure of the fluctuation–dissipation relations for the Keep–Switch instrument
discussed in Section 3.6 translates to the failure of these relations for the X00-spin instrument with
pure probe state, i.e., |η| = 1/2.

4.2.2 Two-time measurements with a thermal probe

We prove Theorem 2.18. One easily determines the two-time X00-spin instrument with thermal
probe J = (Φa)a∈A to be

Φ±±[X] =
e∓βε/2

2 ch(βε/2)
V ∗±±XV±±,

Φ∓±[X] =
e±βε/2

2 ch(βε/2)
V ∗±∓XV±∓,

(4.15)

where V±± and V±∓ are given by (4.12). Recall that s± are given by (2.14). All the maps Φa leave
the two-dimensional space of diagonal matrices invariant, and their action on this space is given by
the matrices (Ma)a∈A, where

M±± =
e∓βε/2

2 ch(βε/2)

[
1− s± 0

0 1− s∓

]
, M∓± =

e±βε/2

2 ch(βε/2)

[
0 s∓
s± 0

]
. (4.16)

Remark 4.7. Recalling the construction of the random thermal probes in Section 1.4.2 and observ-
ing that

K± =

([
1− s± 0

0 1− s∓

]
,

[
0 s±
s∓ 0

])
,

defines two pairs of Keep–Switch matrices, we conclude that the two-time X00-spin instrument
can be viewed as a randomization of the Keep–Switch instruments defined by K+ and K− with
respective weights w± = e∓βε/2/2 ch(βε/2).

Consider first the special case s+ = s− = 0. Since M∓± = 0, M±± are both multiples of
the identity, and M =

∑
a∈AMa = 1, any probability vector p is left-invariant with respect to

M and the PMP measure generated by ((Ma)a∈A,p) is the Bernoulli measure concentrated on
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{−−,++}N∗ ⊂ Ω and associated to the mass function Q(±±) = e∓βε/2/2 ch(βε/2). This yields
Part (i).

Excluding the preceding case, one easily deduces that the matrix M =
∑

a∈AMa and hence the
map Φ are irreducible. Setting η = 1

2 th(βε/2), a simple calculation shows that p = [p 1 − p],
with p given by (2.15), is the unique invariant probability vector for M . This settles Parts (ii)–(iii).
Parts (iv) and (v) are easily established by applying Formulas (2.3).

If s− = s+ = 1/2, direct calculation shows that P is the Bernoulli measure on Ω generated by the
mass function

Q(++) = Q(+−) =
1

2

e−βε/2

2 ch(βε/2)
, Q(−+) = Q(−−) =

1

2

eβε/2

2 ch(βε/2)
.

In the opposite cases, given the connection with the Keep–Switch instrument mentioned in Re-
mark 4.7, the proof of Part (vi) is the same as in the Keep–Switch case given in Section 3.1. This
concludes the proof of Theorem 2.18.

4.2.3 Two-time measurements with random thermal probes

We prove Theorem 2.21. The setting and notation are the same as in Section 4.1.3, except that now
each Uk is given by (4.11). It follows that the relevant instrument J = (Φa)a∈A is given by

Φkuv = wkΦ
(k)
uv ,

where the map Φ
(k)
uv is given by (4.15) with β = βk. Its action on diagonal 2 × 2 matrices is

described by Mkuv = wkM
(k)
uv , M (k)

uv being given by (4.16) with β = βk.

If s+ = s− = 0, then the argument of the previous section carries over, and we conclude
that for any diagonal density matrix ρ, the unraveling of (J , ρ) is the Bernoulli measure on
(J1,KK × {−−,++})N∗ generated by the mass function Q(k±±) = wk

e∓βkε/2

2 ch(βkε/2) . This yields
Part (i).

Assuming now that s+ + s− > 0, we again observe that M =
∑

a∈AMa and hence the map Φ are
irreducible. The unique left-invariant probability vector p = [p 1− p] of M is easily seen to be
given by (2.15) with η as in (2.17). The remaining parts of Theorem 2.21 are proved in a similar
way to their counterparts of Theorem 2.18.

5 Rotational instruments

In this section we prove Theorem 2.32. We assume throughout that ∆ ∈ I = [0, 2[ \Q.

Concerning our assumptions, we note that since ρ = 1
21 and Φ[1] =

∑
a∈AΦa[1] = 1, Assump-

tion (A) holds. Moreover, for any ω, ν ∈ Ωfin, one has

P([ω3ν]) =
1

2
tr(Φω ◦ Φ3 ◦ Φν [1]) =

1

12
tr(Φω[1])tr(Φν [1]) =

1

3
P([ω])P([ν]), (5.1)

and similarly for P̂ (recall that θ(3) = 3). Thus, Assumption (C) holds with τ = 1. Since Φ2
1 = 0,

we have P([ω]) = 0 whenever ω ∈ Ωfin contains the string 11. In particular,

P([11]) = 0 (5.2)

shows that τ = 1 is the smallest integer one can take in Assumption (C).
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We will now prove that, for T ∈ N∗,

Ω+
T = suppPT = {ω ∈ ΩT | P([ω]) > 0} (5.3)

consists of all the words in ΩT that do not contain the string 11. In particular, in view of the choice
of the involution θ, Assumption (B) follows from (5.3).

Before we prove (5.3), we make the following additional observations.

First, since Φ2 ≥ 1
2Φ3, it follows from (5.1) that for ω, ν ∈ Ωfin,

P([ω2ν]) ≥ 1

2
P([ω3ν]) =

1

6
P([ω])P([ν]). (5.4)

Moreover, for all T, T ′ ∈ N and ω ∈ Ωfin,

P([0Tω0T
′
]) = 3−T−T

′
P([ω]). (5.5)

Next, denoting by (e1, e2) the canonical basis of C2 and noting that V = |e2〉〈e1|, we find that for
ω, ν ∈ Ωfin,

P([ω1ν]) =
1

24
tr(Φω

[
|e2〉〈e1|Φν [1]e1〉〈e2|

]
) =

1

24
〈e1|Φν [1]e1〉tr(Φω[|e2〉〈e2|])

= 6tr(Φ1ν [1])tr(Φω1[1]) = 24P([ω1])P([1ν]).
(5.6)

Finally, the central identity in this section is that, for all T ∈ N∗,

P([10T 1]) = 2−1tr(Φ1 ◦ ΦT
0 ◦ Φ1[1])

= (288)−13−T tr(|e2〉〈e1|RT∆e2〉〈e2|RT
T∆e1〉〈e2|)

= (288)−13−T sin2(Tπ∆).

(5.7)

The assumption ∆ ∈ I guarantees that sin2(Tπ∆) > 0 for all T ∈ N∗.
We now return to the proof of (5.3). We have already seen that if ω ∈ Ωfin contains the string 11,
then P([ω]) = 0. It remains to prove the converse. To this end, suppose, by contradiction, that there
is ω0 ∈ Ωfin, not containing 11, such that P([ω0]) = 0. From (5.1) and (5.4), we deduce that ω0

contains a subword ξ ∈ {0, 1}m for some m ≥ 1 such that P([ξ]) = 0. Using then (5.5), we further
see that ξ can be taken of the form

ξ = 10n110n21 · · · 10nr1,

for some r ∈ N∗ and n1, . . . , nr ∈ N∗. Using now (5.6), we conclude that there must be i ∈ J1, rK
such that P([10ni1]) = 0, which contradicts (5.7). We have thus established (5.3), and the proof of
Part (i) of Theorem 2.32 is complete.

It should be clear from the previous discussion that the strings 101, 1001, 10001, . . . play an
important role. In order to enumerate them, we introduce the following notation.

Definition 5.1. Given ω ∈ ΩT , let r ∈ N be maximal such that there exist `1 < `2 < · · · < `r
and n1, n2, . . . , nr ∈ N∗ such that ωJ`i,`i+ni+1K = 10ni1, i ∈ J1, rK. We write then Nω =
(n1, n2, . . . , nr). If ω contains no subword of the kind 10n1 with n ≥ 1, then r = 0 and Nω = ().

For example, if ω = 1031001000103210100010, we have Nω = (2, 3, 1, 3) (corresponding to the
length of the strings of zeroes underlined).

Let `(x) = minp∈Z |x− p|. It is then immediate that

`(T∆) ≤ | sin(Tπ∆)| = | sin(π`(T∆))| ≤ π`(T∆). (5.8)
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Lemma 5.2. There is a constant C > 0, depending on ∆ only, such that for any T ∈ N∗ and
ω ∈ Ω+

T ,

P([ω]) ≥ e−CT
r∏
i=1

sin2(niπ∆) ≥ e−CT
r∏
i=1

(`(ni∆))2,

with (n1, . . . , nr) = Nω (when r = 0, the products above are taken to be 1).

Proof. The second inequality follows from (5.8). We now prove the first one. An easy induction
argument relying on (5.1) and (5.4) shows that it suffices to prove the result in the case where
ω contains only 0’s and 1’s. And in that case, the result immediately follows from (5.5), (5.6)
and (5.7). 2

Part (ii) of Theorem 2.32 is the contents of

Proposition 5.3. For Lebesgue-almost all ∆ ∈ I, we have e(α) <∞ for all α ∈ R.

Proof. First assume that ∆ has the following property: there exists a constant C > 0 such that for
all T ∈ N∗,

`(T∆) ≥ Ce−T . (5.9)

Then, by Lemma 5.2, since
∑r

i=1 ni < T , there exists C ′ > 0 such that |σT (ω)| ≤ C ′T for all
T ∈ N∗ and ω ∈ Ω+

T , so that e(α) ≤ C ′|α|.
We now give a direct proof that (5.9) is satisfied for almost all ∆ (this is of course well known, since
in particular (5.9) holds for all Diophantine numbers ∆). Denote by λ the normalized Lebesgue
measure on [0, 2] and consider the sets AT = {∆ ∈ [0, 2] | `(T∆) < e−T } with T ∈ N∗. Then
λ(AT ) ≤ 2e−T so that

∑
T∈N∗ λ(AT ) <∞. By the Borel–Cantelli lemma there is a set E ⊂ [0, 2]

with λ(E) = 1 such that any ∆ ∈ E belongs at most to a finite number of AT ’s. Since clearly
E ⊂ I, any ∆ ∈ E satisfies `(T∆) > 0 for all T ∈ N∗, and thus also (5.9) for some C > 0. The
proof is complete. 2

We now prove Parts (iii) and (iv) of Theorem 2.32. Part (iii) follows from Propositions 5.4 and 5.6
below, and Part (iv) follows from Propositions 5.4 and 5.5.

Let Γ: N∗ → [1,∞[ be an increasing function such that

lim
T→∞

Γ(T ) = +∞, sup
T∈N∗

T e−Γ(T ) <∞

(we shall consider the cases Γ(T ) = T 2 and Γ(T ) = eT
2

below). We prove in Lemma A.2 (with
ψ = e−Γ) that there exists a dense set IΓ ⊂ [0, 2[ such that for all ∆ ∈ IΓ,

0 < lim inf
T→∞

`(T∆)eΓ(T ) <∞. (5.10)

Note in particular that (5.10) implies that ∆ is irrational, so that IΓ ⊂ I.

We make the convention that c > 0 is a constant depending on ∆ and Γ only, which can be different
each time it appears.

For further reference, we note that if ∆ ∈ IΓ, then for all T ∈ N∗,

log `(T∆) ≥ −Γ(T )− c, (5.11)

and there exists a sequence Ti →∞ such that

log `(Ti∆) ≤ −Γ(Ti) + c. (5.12)
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Proposition 5.4. Assume that Γ is such that limT→∞ T
−1Γ(T ) = ∞ and that ∆ ∈ IΓ. Then

e(α) = +∞ for all α /∈ [0, 1].

Proof. By the symmetry (1.13), it is enough to prove the result for α > 1. By (5.7), (5.8) and (5.4),
we have

P([10T 1]) ≤ e−cT (`(T∆))2, P̂([10T 1]) = P([12T 1]) ≥ e−cT . (5.13)

As a consequence, we obtain

1

T + 2
log

∑
ω∈Ω+

T+2

e(1−α) log P([ω])+α log P̂([ω]) ≥ 1

T + 2
log e(1−α) log P([10T 1])+α log P̂([10T 1])

≥ (1− α)(−cT + 2 log `(T∆))− cTα
T + 2

.

By our assumption on Γ, the right-hand side diverges along the sequence Ti of (5.12), and hence
the proof is complete. 2

By (1.14), we have

(∂−e)(1) = −(∂+e)(0) = ep(J , ρ) = −hφ(P)− lim
T→∞

1

T

∑
ω∈Ω+

T

P([ω]) log P̂([ω]).

(Recall that the Kolmogorov–Sinai entropy satisfies hφ(P) ∈ [0, log 4], since |A| = 4.) For later
convenience, we note that the above can also be expressed as

(∂−e)(1) = −(∂+e)(0) = −hφ(P)− lim
T→∞

1

T

∑
ω∈Ω+

T

P̂([ω]) logP([ω]). (5.14)

Proposition 5.5. Let Γ(T ) = eT
2

for all T ∈ N∗ and let ∆ ∈ IΓ. Then e(α) = +∞ for all
α /∈ [0, 1], and (∂−e)(1) = −(∂+e)(0) = +∞.

Proof. By Proposition 5.4, e(α) = +∞ when α /∈ [0, 1]. Moreover, by (5.14) and (5.13), we find

(∂−e)(1) ≥ − log 4− lim inf
T→∞

1

T + 2
P̂([10T 1]) logP([10T 1])

≥ − log 4− lim inf
T→∞

e−cT

T + 2
log(`(T∆)).

In view of (5.12), and by our choice of Γ, we conclude that (∂−e)(1) = +∞. 2

Proposition 5.6. Let Γ(T ) = T 2 for all T ∈ N∗ and let ∆ ∈ IΓ. Then e(α) = +∞ for all
α /∈ [0, 1], and (∂−e)(1) = −(∂+e)(0) <∞.

Proof. We have by Proposition 5.4 that e(α) = +∞ for all α /∈ [0, 1]. We prove here that
(∂−e)(1) <∞. For ω ∈ ΩT , let Nω = (n1, . . . , nr), and note that if ω ∈ Ω+

T , then

− logP([ω]) ≤ cT + 2

r∑
i=1

Γ(ni),

as a consequence of Lemma 5.2 and (5.11). From this and (5.14), we obtain

(∂−e)(1) ≤ c+ 2 lim sup
T→∞

uT
T
, (5.15)
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where, for T ∈ N∗, we have set

uT =
∑
ω∈ΩT

fT (ω)P̂([ω]), fT (ω) =
r∑
i=1

Γ(ni) (5.16)

(recall that Assumption (B) holds, so that P̂([ω]) = 0 when ω ∈ ΩT \ Ω+
T ).

We thus need to show that uT increases at most linearly. For T ≥ 3 and n ∈ J1, T − 2K, consider
the sets

AT,n = {ω ∈ ΩT | ωJ1,n+2K = 10n1},

and let

AT,0 = ΩT \
T−2⋃
n=1

AT,n.

We observe that for all T ≥ 3, n ∈ J0, T − 2K and ω ∈ AT,n,

fT (ω) = Γ(n) + fT−1(ωJ2,T K), (5.17)

with the convention Γ(0) = 0. Since for T ≥ 3 the family (AT,n)n∈J0,T−2K is a partition of ΩT ,
we find, using the invariance of P̂,

uT =
T−2∑
n=0

∑
ω∈AT,n

fT (ω)P̂([ω]),

uT−1 =
∑
ω∈ΩT

fT−1(ωJ2,T K)P̂([ω]) =

T−2∑
n=0

∑
ω∈AT,n

fT−1(ωJ2,T K)P̂([ω]).

Thus, using (5.17) and recalling that Γ(0) = 0, we find, for T ≥ 3,

uT − uT−1 =
T−2∑
n=1

∑
ω∈AT,n

Γ(n)P̂([ω]) =
T−2∑
n=1

Γ(n)P̂([10n1]) ≤
T−2∑
n=1

Γ(n)3−n−2 ≤ c,

where the next-to-last inequality relies on

P̂([10n1]) = P([12n1]) ≤ P([13n1]) ≤ P([3n+2]) =
1

2
3−n−2.

The right-hand side of (5.15) is thus finite, which completes the proof. 2

A Continued fractions

In this appendix we prove Lemma A.2, which was used in the last section. To this end, we start
with a brief summary of some properties of continued fractions (see for example [Khi64, Bur00]
for more details).

Let (an)n∈N ⊂ Z be such that an ∈ N∗ for all n ∈ N∗.36 Define

[a0; a1] = a0 +
1

a1
, [a0; a1, a2] = a0 +

1

a1 + 1
a2

,

36We recall the convention chosen in Section 1.2 about N (which includes 0) and N∗ (which does not).
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and, more generally, for i ∈ N∗,

[a0; a1, . . . , ai] = a0 +
1

a1 +
1

a2 +
1

a3+ . . . 1

ai−1 +
1

ai

.

It is well known that the limit

[a0; a1, a2, . . . ] = lim
i→∞

[a0; a1, . . . , ai]

exists and is irrational. There is a bijection between the sequences (an)n∈N such that an ∈ N∗ for
all n ∈ N∗ and the irrational numbers. Moreover, for each ζ ∈ R \Q, we have

ζ = [a0; a1, a2, . . . ], (A.1)

where

ζ0 = ζ, a0 = bζ0c,

ζi+1 =
1

ζi − ai
, ai+1 = bζi+1c, i ∈ N.

The right-hand side of (A.1) is called the continued fraction expansion of ζ, and this expansion is
unique.

For i ∈ N∗, let pi ∈ Z and qi ∈ N∗ be such that the fraction

pi
qi

= [a0; a1, . . . , ai] (A.2)

is irreducible, and let p−1 = 1, q−1 = 0, p0 = a0 and q0 = 1. We then have for i ∈ N∗,[
pi pi−1

qi qi−1

]
=

[
pi−1 pi−2

qi−1 qi−2

] [
ai 1
1 0

]
, (A.3)

and, in particular, qi+1 > qi. It is also well known that if ζ is given by (A.1) (so that ζ = limi→∞
pi
qi

),
then

p0

q0
<
p2

q2
<
p4

q4
< · · · < ζ < · · · < p5

q5
<
p3

q3
<
p1

q1
, (A.4)

and
1

2qi+1
≤ |qiζ − pi| ≤

1

qi+1
, i ∈ N. (A.5)

We recall here the best approximation property (see for example [Bur00, Theorem 5.9]).

Lemma A.1. Fix i ∈ N, and let (p, q) ∈ (Z× J1, qi+1K) \ {(pi, qi), (pi+1, qi+1)}. Then

|ζq − p| > |ζqi − pi|. (A.6)

Proof. Let x, y ∈ Z be such that [
pi+1 pi
qi+1 qi

] [
x
y

]
=

[
p
q

]
.
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Such x, y ∈ Z exist, as the determinant of the matrix here is ±1 by (A.3). We consider two cases.

First, if x = 0 then (p, q) = (ypi, yqi). Clearly y > 0, since q, qi > 0, and in fact the condition
(p, q) 6= (pi, qi) implies that y ≥ 2. The result is then obvious, since then |ζq − p| ≥ 2|ζqi − pi|.
We now assume that x 6= 0. The condition

q = xqi+1 + yqi ∈ J1, qi+1K (A.7)

implies that xy < 0. Indeed, clearly (A.7) implies that xy ≤ 0, and if we had y = 0, then by
(A.7) we would find x = 1, which contradicts the condition (p, q) 6= (pi+1, qi+1). This shows that
xy < 0.

Since also (ζqi+1−pi+1)(ζqi−pi) < 0 by (A.4), we conclude that x(ζqi+1−pi+1) and y(ζqi−pi)
have the same sign. But then,

|ζq − p| = |x(ζqi+1 − pi+1) + y(ζqi − pi)|
= |x||ζqi+1 − pi+1|+ |y||ζqi − pi| > |ζqi − pi|,

which completes the proof. 2

Let `(x) = minp∈Z |x− p| as in Section 5. Let i ∈ N∗. Since qi+1 > qi, Lemma A.1 applies to the
pairs (p, qi) for all p 6= pi, from which we conclude that37

`(ζqi) = |ζqi − pi|. (A.8)

In addition, for all i ∈ N, applying Lemma A.1 to all pairs (p, q) ∈ (Z× J1, qi+1 − 1K) \ {(pi, qi)}
shows that

`(ζq) ≥ |ζqi − pi| , q ∈ J1, qi+1 − 1K. (A.9)

Lemma A.2. Let ψ : N∗ → ]0, 1] be a decreasing function such that supq∈N∗ qψ(q) <∞. Then,
there exists a dense subset U ⊂ R such that for all ζ ∈ U ,

0 < lim inf
q→∞

`(qζ)

ψ(q)
<∞. (A.10)

Proof. Fix any open interval I ⊂ R and fix x ∈ I\Q. Let (âi)i∈N be such that x = [â0; â1, â2, . . . ],
and let p̂i, q̂i be as in (A.2) with (ai) replaced by (âi). Then, since x = limi→∞

p̂i
q̂i

, one can choose

N large enough so that p̂N−1

q̂N−1
∈ I and p̂N

q̂N
∈ I . We then consider ζ = [a0; a1, a2, . . . ], where

ai = âi for i ≤ N , and ai+1 = min{n ∈ N | nqiψ(qi) ≥ 1} for i ≥ N . Then, since pi = p̂i and
qi = q̂i for i ≤ N , and by (A.4), we obtain that ζ ∈ I . It remains to show that ζ satisfies (A.10).
For all i ≥ N , we have by (A.8), (A.5) and (A.3) that

`(ζqi) = |ζqi − pi| ≤
1

qi+1
≤ 1

ai+1qi
≤ ψ(qi),

so that the second inequality in (A.10) holds. Moreover, by (A.9), (A.5) and (A.3), we have for all
i ≥ N and all q ∈ Jqi, qi+1 − 1K that

`(ζq) ≥ |ζqi − pi| ≥
1

2qi+1
≥ 1

2(ai+1 + 1)qi
≥ 1

2( 1
qiψ(qi)

+ 2)qi

=
ψ(qi)

2(1 + 2qiψ(qi))
≥ C−1ψ(qi) ≥ C−1ψ(q),

where C = 2(1 + 2 supq∈N qψ(q)). This establishes the first inequality in (A.10), hence the proof
is complete. 2

37Note that (A.8) does not hold for i = 0 in general, because we may have q1 = q0 = 1 (for example if ζ = π/4)
and so Lemma A.1 may not apply to all pairs (p, qi), p 6= pi.
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[BFPP19] BENOIST, T., FRAAS, M., PAUTRAT, Y. and PELLEGRINI, C. : Invariant measure for
quantum trajectories. Probab. Theory Relat. Fields 174, 307–334 (2019).

[BG09] BARCHIELLI, A. and GREGORATTI, M. : Quantum Trajectories and Measurements
in Continuous Time: The Diffusive Case. Springer Science, 2009.

[BH95] BARCHIELLI, A. and HOLEVO, A. S. : Constructing quantum measurement processes
via classical stochastic calculus. Stoch. Process. Appl. 58, 293–317 (1995).

[BJM14] BRUNEAU, L., JOYE, A. and MERKLI, M. : Repeated interactions in open quantum
systems. J. Math. Phys. 55, 075204 (2014).
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