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ABSTRACT

Context. The third Gaia data release is published in two stages. The early part, Gaia EDR3, gives very precise astrometric and
photometric properties for nearly two billion sources together with seven million radial velocities from Gaia DR2. The full release,
Gaia DR3, will add radial velocities, spectra, light curves, and astrophysical parameters for a large subset of the sources, as well as
orbits for solar system objects.
Aims. Before the publication of the catalogue, many different data items have undergone dedicated validation processes. The goal
of this paper is to describe the validation results in terms of completeness, accuracy, and precision for the Gaia EDR3 data and to
provide recommendations for the use of the catalogue data.
Methods. The validation processes include a systematic analysis of the catalogue contents to detect anomalies, either individual errors
or statistical properties, using statistical analysis and comparisons to the previous release as well as to external data and to models.
Results. Gaia EDR3 represents a major step forward, compared to Gaia DR2, in terms of precision, accuracy, and completeness for
both astrometry and photometry. We provide recommendations for dealing with issues related to the parallax zero point, negative
parallaxes, photometry for faint sources, and the quality indicators.

Key words. catalogs – astrometry – techniques: photometric

1. Introduction

The third data release from the European Space Agency mission
Gaia (Gaia Collaboration et al. 2016, 2020) covers observations
made between July 2014 and May 2017. It takes place in two
stages, where the first (early) stage, Gaia EDR3, provides the
updated astrometry and photometry. For convenience it also in-
cludes (nearly all) radial velocities from the second data release,
Gaia DR2 (Gaia Collaboration et al. 2018). The second stage,
the full Gaia DR3, will include the same sources as Gaia EDR3
and add new radial velocities, spectra, light curves, astrophysi-
cal parameters, and orbits for solar system objects, as well as a
detailed analysis of quasars and extended objects, for example.

? Corresponding author: C. Fabricius
e-mail: claus@fqa.ub.edu

This paper describes the validation of Gaia EDR3 with the
aim of facilitating the optimal use of the catalogue, comprehend-
ing its contents, and especially exposing the known issues. The
approach followed is a transverse analysis of the properties of
the various contents from an internal as well as external point of
view. We also use the previous release, Gaia DR2, as a reference
for comparisons in order to quantify the changes and improve-
ments from one release to the next.

The general properties of the catalogue are described in
Sect. 2. This includes the completeness in terms of limiting mag-
nitude and angular resolution and also in terms of high proper
motion stars. Likewise, we discuss how sources, and their iden-
tifiers, have changed since Gaia DR2.

The new astrometric solution (Lindegren et al. 2020b;
Klioner et al. 2020) determines two parameters (position), ‘2p’,
five parameters (position, parallax, proper motion), ‘5p’, or six
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parameters, ‘6p’, for a source. In the latter case, the sixth pa-
rameter is the source colour (effective wavelength), listed in the
Gaia archive as the pseudocolour. The use of three levels of
solutions introduces tricky issues in the validation. Another im-
portant topic is the presence of spurious solutions and the means
available to identify them. The validation of the astrometry is
discussed below in Sect. 3.

Cycle 3 photometry is described by Riello et al. (2020) both
in terms of the various calibration steps and in terms of data
quality. Important changes have been made to the background
modelling, leading to improvements for GBP and GRP photom-
etry, which, however, suffers from other issues in the faint end.
Changes to the overall response modelling have had undesired
effects in a few cases, leading to the elimination of photometry
for 5.4 million sources over a wide range of brightness. The val-
idation of the photometry is discussed in Sect. 4.

Finally, Sect. 5 presents a statistical approach to comparing
Gaia EDR3 and Gaia DR2. Additionally, we describe the overall
results and recommendations in Sect. 6.

Updated radial velocities will only appear in Gaia DR3 and,
as mentioned, Gaia EDR3 therefore contains values copied from
Gaia DR2. The process for the identification of sources and the
validation of the velocities is described in detail in Seabroke
et al. (2020) and is therefore not discussed here. As a result of
this process, 14 800 radial velocities (0.2%) were discarded.

In addition to the papers mentioned above, the Gaia archive
provides online documentation1 with additional details about the
data processing and the description of the data items in the pub-
lished catalogue and its various accompanying tables. Gaia jar-
gon is difficult to avoid and we therefore include a short dictio-
nary of Gaia and Gaia EDR3 related terms in Appendix B.

2. General tests and completeness

Our general tests cover a wide range of issues from simple, yet
indispensable, checks that the catalogue has been correctly pop-
ulated to more sophisticated statistical tests on completeness.

2.1. Gaia DR2 sources in Gaia EDR3

An important question is how to find Gaia DR2 sources in
Gaia EDR3 and determine whether they are still present and
if they maintain their source identifiers. In general this is the
case, but there are also many exceptions. In Gaia EDR3, we still
have 96.2% of the Gaia DR2 sources at the same position to
within 10 mas when taking Gaia EDR3 proper motions into ac-
count. If we, in addition, require the same identifier, we are down
to 93.6%, so close to three percent of the sources now have a
different identifier. This typically happens when two processes
are in conflict. On-board, the transit of a single star may trigger
more than one detection or a close pair may not be resolved.
Later, on ground, the cross match algorithm has to decide if
it is dealing with one or two sources. Since the previous data
release, more information has become available and algorithms
have been adapted to better handle the difficult cases. Figure 1,
which is based on a representative subset, shows that sources in
the range of 10 < G < 11.5 mag are strongly affected by this
identifier change. This is a magnitude range where the on-board
detection often detects two sources, rather than just one, espe-
cially in the upper rows of the focal plane, where images tend to
be wider, cf. Rowell et al. (2020, fig. 11). Measures are being

1 https://gea.esac.esa.int/archive/documentation/
GEDR3/index.html

taken in the on-ground processing to essentially eliminate this
issue in future data releases. Also for the brightest sources, the
swarm of spurious detections they trigger on-board Gaia creates
problems for the cross match process, and a large fraction there-
fore have new identifiers. These points are discussed in detail in
Torra et al. (2020).

More remarkable than a change of identifier is perhaps
that many Gaia DR2 sources have no close counterpart in
Gaia EDR3. If we use a closeness limit of 10 mas, as many as
3.8% sources have vanished. This limit may be a little too strict,
for example, for faint sources, and if we relax it to 50 mas it
is only 0.61% of the sources. Going all the way to 2′′, 0.18%
are still missing. As shown in Fig. 1, where a 50 mas limit is
used, 1–2% of the brightest sources have changed. In the faint
end, the fraction of missing sources is very small at 18 mag, but
it increases slowly until 20.7 mag after which it rises sharply,
reaching 20% at 21.1 mag. There can be many reasons for these
changes, but binaries, crowding, and spurious sources are among
the likely explanations.
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Fig. 1. Fraction of Gaia DR2 sources maintaining the same source iden-
tifier in Gaia EDR3 (red curve), and the fraction – irrespective of the
identifier – having a counterpart in Gaia EDR3 at the same position
within 50 mas (blue curve).

On the other hand, counterparts may be offset for good rea-
sons. For double stars we may, for example, have only the pho-
tocentre in Gaia DR2, but a resolved pair in Gaia EDR3. It can
also be that the proper motion is unknown or erroneous, and this
can be important even when propagating positions by the mere
0.5 yr, which is the difference in epoch between the two cata-
logues. Counterparts may also be completely missing, for exam-
ple, if the detections upon which the Gaia DR2 source was based
are now considered spurious.

A table, gaiaedr3.dr2_neighbourhood, is provided in
the Gaia archive. We recommend using this table for looking
up Gaia DR2 sources in Gaia EDR3.

2.2. Large-scale completeness of Gaia EDR3

On-board Gaia, sources are selected for observation based on
two criteria: they must be roughly pointlike and they must be
brighter than G = 20.7 mag. The instrument has, however, a
limited capacity for the number of simultaneous observations,
cf. de Bruijne et al. (2015), and when scanning close to the
Galactic plane some observations – in particular the fainter –
are never sent to ground because of limited mass-memory and
telemetry capacity. As a simple measure of the actual magnitude
limit, Fig. 2 shows the 99th percentile of the G magnitude across

Article number, page 2 of 26

https://gea.esac.esa.int/archive/documentation/GEDR3/index.html
https://gea.esac.esa.int/archive/documentation/GEDR3/index.html


C. Fabricius et al.: Gaia EDR3 – Catalogue validation

the sky using the healpix spatial index (Górski et al. 2005).
The area with the brightest limit is Baade’s window, unsurpris-
ingly, followed by low Galactic latitudes in general. Here, the
finite on-board resources clearly dominate. The limit is fainter
on higher latitudes, especially along the caustics of the scanning
law, where more transits are available.
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Fig. 2. Map in Galactic coordinates of the 99th percentile of the G
magnitude at healpix level 5, i.e. in 3.36�◦ pixels.

Another way to estimate the completeness is to look at how
the actual number of transits obtained for each source depends
on the magnitude as illustrated in Fig. 3. It shows the first, third,
and fifth percentiles of the number of transits and the number of
visibility periods2 used in the astrometric solution. For a magni-
tude range where the catalogue is nearly complete, we expect
these percentiles for the number of transits to lie well above
the required minimum of five transits for a source. For the cata-
logue in general (top panel), this holds for sources brighter than
G ∼ 19 mag; however, when we reach G ∼ 20 mag, the incom-
pleteness is noticeable. For a field in Baade’s window (lower
panel), sources are deprived of transits at a much earlier point
and the incompleteness is severe at G ∼ 19 mag.

The number of visibility periods used for astrometry is also
of interest because a minimum of nine periods is required in or-
der to publish the parallax and proper motion, cf. Lindegren et al.
(2020b). Here, an insufficient number of periods is noticeable in
the catalogue beyond G ∼ 18.5 mag and even more severe after
G ∼ 19.5 mag; whereas for Baade’s window, insufficiency sets
in about 1.5 mag earlier. Thinking ahead to Gaia DR4, the mis-
sion segment covered will be twice as long as for Gaia EDR3,
the number of transits and visibility periods will be double, and
a significant improvement in completeness can be expected.

Comparisons with models have been performed to check the
data for the star density as a function of the position on the sky
and of G magnitude. The reference model is GOG20. It is de-
scribed in detail in the online documentation3 and is also re-
leased with the Gaia EDR3 set of catalogues.4 In order to have
good statistics in each pixel of the sky maps, the comparisons are
done using healpix of order 4, corresponding to 3072 pixels per
sky map (Fig. 4). The comparison with the GOG20 simulation
shows that the overall picture of the sky densities are very well

2 A visibility period, included in the Gaia archive as
visibility_periods_used is the time range when a source is
observed without a time gap of more than four days. From one period
to the next, the scan direction has changed and a couple of months may
have passed.
3 https://gea.esac.esa.int/archive/documentation/
GEDR3/Data_processing/chap_simulated/
4 GOG20 is published in the Gaia archive in the table
gaiaedr3.gaia_source_simulation
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Fig. 3. Third percentile of the number of transits and number of visibil-
ity periods per source used in the astrometric solution. The shaded areas
show the range of the first and fifth percentiles. The limits of five tran-
sits for inclusion in the catalogue and nine visibility periods for a full
astrometric solution are also indicated. Top: The catalogue in general.
Bottom: A field in Baade’s window.

comparable in data and model, although incompleteness may re-
main towards the inner Galaxy for faint stars. The Gaia EDR3
completeness has also improved with respect to Gaia DR2 for
stars fainter than 18 mag (Fig. 5, upper panel). Still the predicted
numbers are higher than the observed, but this is mainly due to
the counts in the Galactic plane, where the extinction is underes-
timated in GOG20 (Fig. 4, right panel, and Fig. 5, lower panel).

Figure 6 shows the improvement in the completeness of
crowded regions between Gaia DR2 and Gaia EDR3. Here, we
use the OGLE data from Udalski et al. (2008) which provides
only an upper limit to the Gaia completeness due to the poorer
OGLE spatial resolution.

For bright sources, detection efficiency starts to drop at G ∼
3 mag due to saturation that is too strong (Gaia Collaboration
et al. 2016). As a consequence, 20% of the stars brighter than
magnitude 3 do not have an entry in Gaia EDR3. A few bright
stars which were present in Gaia DR2 with rather dubious solu-
tions, such as Polaris, are also missing in Gaia EDR3.

2.3. Small-scale completeness of Gaia EDR3

The completeness at the smallest angular separations can be
tested using a histogram of source-pair distances in a small dense
field near the Galactic plane. Such a field will be completely
dominated by distant field stars and there will be very few re-
solved binaries. Figure 7 shows (top panel) a histogram of source
separations for such a field, where the black line indicates the ex-
pected relation for a random source distribution. For separations
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Fig. 4. Star counts in Gaia EDR3 (left), GOG20 (middle), and relative difference (right) in the magnitude range of 17 < G < 18. A relative
difference, (EDR3-GOG20)/EDR3, of −1 (resp. +1) corresponds to an excess (resp. a deficit) of 100% in the GOG20 model with regard to
Gaia EDR3 data. The colour scale is logarithmic in the left and middle panels, and linear in the right panel. The healpix level is 4.

Fig. 5. Star counts averaged among the healpix bins over the whole
sky as a function of magnitude, in Gaia EDR3 (orange crosses) and
Gaia DR2 (blue triangles), compared to GOG20 (black circles). Bot-
tom: Difference in counts between GOG20 and Gaia EDR3 over the
whole sky (circles), excluding the Galactic plane (triangles), and ex-
cluding the Galactic plane and the Magellanic Clouds (crosses). The
deficit in GOG20 at faint magnitudes is mainly due to the Magellanic
Clouds as they are not included in the model.

above 1.5–2′′, the actual distribution closely follows this line,
indicating that we have a high completeness. However, below
1′′.5, and especially below 0′′.7, the completeness falls rapidly.
This is expected, taking the current processing strategy into ac-
count, and it is caused by conflicts between neighbour observa-
tions both wanting to use the same pixels. Between 0′′.18 and
0′′.4, only a few pairs were resolved because of the particulars
of their magnitude difference and their orientation with respect
to the dominating scan directions. The bottom panel of the fig-
ure shows the same distribution but normalised with respect to
the expected relation. This shows an apparently higher complete-
ness for the lowest separations and the question that is begged is

Fig. 6. Improvement of the Gaia completeness at G= 20 mag versus
some OGLE fields of different stellar densities from Gaia DR2 (red) to
Gaia EDR3 (blue).

whether spuriously resolved single sources are at play. We no-
tice that below 0′′.4, as many as 74% of the pairs are composed
of 2p solutions, making it difficult to judge if they are genuine.
For separations between 0′′.4 and 0′′.5, the pairs of 2p solutions
constitute only 40%.

Figure 8 shows the improvement in the spatial resolution of
Gaia EDR3 using the Washington Double Star Catalog (WDS;
Mason et al. 2001) . It confirms again that incompleteness is se-
vere below 0′′.7, but it has improved substantially when com-
pared to Gaia DR2.

2.4. Completeness in crowded regions: Globular clusters

As already mentioned, the Gaia instrument has a limited capac-
ity for observing very dense areas, and sources in these fields
will get fewer observations and the limiting magnitude will be
brighter. We derive the completeness in a few globular clus-
ters which have various levels of crowding. The procedure and
the sample are the same as described in Arenou et al. (2018).
Gaia EDR3 data are compared with the catalogue of HST pho-
tometry by Sarajedini et al. (2007). We recall that the complete-
ness of HST data is derived using crowding experiments and is
higher than 90% in the whole Gaia range.

Table A.1 in Appendix A presents the results for the inner
and outer regions of the cluster sample and shows the combined
completeness of the astrometry and the photometry. Since, by
construction, the Gaia photometry is only published for sources
with an astrometric solution, the photometric completeness can-
not be higher than the astrometric completeness. It can, however,
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Fig. 7. Top: Histogram of source pair distances in a circular field of ra-
dius 0.5◦ centred at (l, b) = (330◦,−4◦) with a line showing the expected
relation for a random distribution of the sources. Bottom: Normalised
histogram using the expected relation.

Fig. 8. Improvement of the completeness (in percent) of visual double
stars from the WDS catalogue as a function of the WDS separation
between components from Gaia DR2 (red) to Gaia EDR3 (blue).

be lower, in particular in high density regions for the GBP and
GRP photometry. Since this photometry is derived from dispersed
images, crowding affects these measurements much more than
astrometric measurements and G band photometry. We found
that in globular clusters, a percentage of about 20%-30% of stars
having five or six parameter solutions do not have GBP and GRP
magnitudes. One of the worst cases is NGC 6809 where the per-
centage of stars without GBP and GRP is of 37%. Because of the
lower level of crowding, open clusters are more favourable cases.

Fig. 9. Global completeness as a function of G for the whole sample
of globulars (grey line). Pink, blue, and orange lines indicate the com-
pleteness in different density ranges D. The shaded areas indicate the
uncertainties

In general, the percentage of stars without GBP and GRP is of the
order of 1%-3%.

In globulars, the completeness is still at the 60% level for
G ∼ 19 mag when the density is of the order of 105 stars/sq
deg. The completeness is higher than 20% at G ∼ 17 mag when
the density is lower than a few 107 stars/sq deg. At the faint
end, in favourable cases, the completeness is still at the 80%
level at G ∼ 20 mag (see Fig. 9). Inner and outer regions of
the globulars have very different levels of completeness. For in-
stance, in NGC 5053, the completeness in the inner and outer
regions are very similar and quite high (60% at G ∼ 20 mag);
in NGC 2298, the inner and outer regions have a very different
level of completeness. In the inner region, the completeness is
about 10% at G ∼ 20 mag, and 60% in the outer region. In the
very crowded NGC 5286, the completeness in the inner region
is 20% at G∼17 mag. However, the completeness level is still
variable for similar densities and magnitudes, depending on the
number of observations among others (see Fig.9).

2.5. High proper motion stars

Gaia DR2 contained 951 sources with a proper motion above
1000 mas yr−1 and 3726 with motions above 600 mas yr−1. The
corresponding numbers for Gaia EDR3 are 633 and 2729, re-
spectively, which is about 30% fewer. At first glance, this may
look disturbing, but the fall is largely explained by spurious so-
lutions in Gaia DR2 having been weeded out. This point is illus-
trated in Fig. 10. The top panel shows the 3 280 360 Gaia DR2
proper motions above 50 mas yr−1 against the parallax. There
is a large population of negative parallaxes and also parallaxes
approaching two arcseconds in absolute value. Conditions that
trigger a spurious solution with a negative parallax, such as an
unresolved duplicity, may equally well produce a spurious so-
lution with a positive parallax as demonstrated by the overall
symmetrical appearance. We return to this point in Sect. 3.2.
The lower panel shows the corresponding plot for Gaia EDR3
with 3 273 397 sources, that is to say 6963 fewer. This plot has
a better appearance with much fewer negative parallaxes. In par-
ticular, there are no more negative parallaxes for sources with
proper motions above 300 mas yr−1. Sources with a proper mo-
tion higher than 1000 mas yr−1 must – in the great majority – be
relatively nearby and will only very rarely have a parallax be-
low 10 mas lest their tangential velocity become unrealistically
large. We can therefore safely assume that solutions giving nega-
tive parallaxes are mostly spurious for these large proper motion
cases. In Gaia DR2, 175 of the 951 sources with large proper
motions had a negative parallax and if we assume that a similar
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Fig. 10. Proper motion versus parallax for large proper motions. Top:
In Gaia DR2. Bottom: In Gaia EDR3. The grey line shows the locus of
tangential velocity 500 km s−1.

number had a spurious positive parallax, we are down to about
600 good solutions. This is a number that compares favourably
with the 633 such sources in Gaia EDR3. While it is possible to
estimate the number of spurious solutions in Gaia DR2, it is not
easy to identify which ones they are. We note that this improve-
ment holds for high proper motion sources because they benefit
more from the longer mission duration. We examine sources of
lower proper motion in Sect. 3.2.

Comparing high proper motion stars with SIMBAD, we find
that 8% of the SIMBAD stars with a proper motion higher
than 600 mas yr−1 are missing in Gaia EDR3. Those are mostly
stars with only a 2p solution in Gaia EDR3 and stars outside
Gaia’s magnitude range, and a few show duplicated entries in
Gaia EDR3.

2.6. Sources without parallax and proper motion

As many as 344 million sources have only a position published
from the astrometric solution and neither parallax nor proper mo-
tion. The requirements for maintaining a full astrometric solution
are detailed in Lindegren et al. (2020b). A source must, as men-
tioned, have at least nine visibility periods, the formal uncertain-
ties must be sufficiently small, and the source must be brighter
than G = 21 mag according to the photometry available at the
time of the astrometric processing, that is in Gaia DR2. The ma-
jority of the 2p sources have simply too few observations and
will obtain a full solution in later releases.

If we look specifically at sources brighter than 19 mag,
where the completeness is high, we have 8.8 million 2p so-
lutions out of 575.9 million sources, that is 1.5%. This is a

clear improvement over Gaia DR2, which contained 13.8 mil-
lion 2p solutions among 568.1 million sources, that is 2.4%.
For these brighter sources, the problem is only the lack of
observations for less than half of them. The rest have, for
a large part, a problem with a close neighbour. This fol-
lows from the various indicators in the catalogue, such as
ipd_frac_odd_win, which indicates observation window con-
flicts for wider pairs, ipd_frac_multi_peak, indicating re-
solved, closer pairs and ipd_harmonic_gof_amplitude, indi-
cating asymmetric images for the closest pairs. The processing
approach in Gaia EDR3 did not intend to resolve these pairs.

3. Astrometric quality of Gaia EDR3

The astrometric solution for Gaia EDR3, cf. Lindegren et al.
(2020b), is based on 33 months of observations as compared to
the 21 months for Gaia DR2. Therefore, there are reasons to not
only expect a much improved precision, but also a much bet-
ter ability to disentangle proper motions and parallaxes even for
sources where (some) transits are biased by a close neighbour.

As already mentioned, there are three flavours of astromet-
ric solutions in Gaia EDR3: either 2p, with only a position,
5p, with also parallax and proper motion, and finally 6p, where
also a pseudo-colour is derived. The latter category encom-
passes the faintest sources and sources without a known colour
in Gaia DR2 or with a clearly biased colour. Therefore, the
more accurate astrometric solutions are those with five parame-
ters (5p). This is partly the case because of the correlations intro-
duced by deriving a colour from the astrometric measurements,
in part because the photometric colour is missing precisely for
the sources observed in the more difficult conditions, for exam-
ple, in crowded areas or with a brighter source in the vicinity.
Here, we concentrate on the 5p and 6p solutions, which are the
ones of more interest.

We test the astrometry with an emphasis on the parallaxes.
Here, large negative values reveal the presence of spurious so-
lutions; distant objects such as quasars (QSOs) are suited for
testing the parallax zero point; and star clusters and binaries,
with sources located at nearly the same distance, are ideal for
finding magnitude and colour dependent parallax errors. For the
parallax precision, we use the negative wing of the parallax dis-
tribution. For proper motions, star clusters and binaries are again
ideal when looking for magnitude dependent errors.

Lindegren et al. (2020a) calculated a parallax zero point cor-
rection depending on the magnitude, colour, and ecliptic latitude,
using different tracers (QSOs, red clump stars, stars from the
Large Magellanic Cloud (LMC), binaries). The paper provides
recipes for correcting the zero point error, at least in a statistical
sense. We therefore also look into the effect of applying these
corrections.

3.1. Imprints of the scanning law

The scanning law for Gaia (Gaia Collaboration et al. 2016, sect.
5.2) specifies the direction of the spin axis of the spacecraft –
and thereby also the great circle being observed – as a function
of time. The axis precesses around the Sun at an angle of 45◦
with a period of 63 days, thereby creating a characteristic pattern
in the number of transits across the sky with high values at ±45◦
ecliptic latitude and in loops in between.

Figure 11 shows the average separation between sources
in Gaia EDR3 and their counterparts in Gaia DR2, taking
Gaia EDR3 proper motions into account. Only separations be-
low 10 mas and sources with a known proper motion have been
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Fig. 11. Map in Galactic coordinates of
the mean positional difference between
Gaia EDR3 and Gaia DR2, having propagated
the Gaia EDR3 positions to the epoch of
Gaia DR2.

used (1458.7 million sources). The map shows that the discrep-
ancy is normally at the sub-mas level, but there are also specific
areas of the sky where they approach 2 mas. On the one degree
scale, there is a clear scan-law pattern. The plot is dominated by
very faint sources and does not reflect the performance in the
bright end. Although it cannot be deduced from the map itself,
we believe that it largely shows positional errors of Gaia DR2.

Figure 12 shows the remaining chequered-pattern systemat-
ics in the parallaxes due to the Gaia scanning law in the direction
of the LMC and of the Galactic centre, where the parallaxes are
small and homogeneous enough so that variations in the median
values merely reflect the parallax errors. The systematics for 6p
are larger than for 5p, but they have otherwise decreased together
with the chequered-pattern since DR2 (cf. Arenou et al. 2018,
fig. 13).
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Fig. 12. Maps in Galactic coordinates of median parallaxes in the di-
rection of the LMC (top) and Galactic centre (bottom) for 5p (left) and
6p (right) solutions. To increase the contrast, the represented parallax
range is [−0.05, 0.05] mas, although the median parallax in most of the
field is above 0.05 mas.

3.2. Spurious astrometric solutions

An astrometric solution for a source is derived from a cluster
of transits covering nearly three years and associated with the
same source identifier. It is a fundamental assumption that the
image parameters for each of these transits all refer to the same
astrophysical source. Ideally, this is an isolated point source, but
it could also be the photocentre of an unresolved pair. For close
source pairs, this assumption breaks down. Depending mainly on
the scan angle, different transits may then give image parameters
for one or the other source, and sometimes for the photocentre.
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Fig. 13. Estimated fraction of spurious solutions for sources where the
formal uncertainty is at least five times smaller than the parallax. Top:
The fraction by G for the whole catalogue (dashed line) as well as sep-
arately for 5p (lower, red line) and 6p (upper, blue line) solutions. Bot-
tom: Skymap of the fraction for the whole catalogue in Galactic coordi-
nates.

In these cases, there is a risk that the astrometric solution will
produce meaningless proper motions and parallaxes. Here, we
call these spurious astrometric solutions. Several different qual-
ity indicators for the solution help to identify such cases, cf. Lin-
degren et al. (2020b).

A common way of selecting reliable astrometric solutions –
in particular parallaxes – is to use only parallaxes larger than
some apparently safe value or only parallaxes much larger than
their estimated uncertainties. At first glance, it does appear safe
to use only parallaxes with relatively small errors, for exam-
ple with parallax_over_error > 5. There are 192.21 million
sources in Gaia EDR3 with such good parallaxes. We use the
limit of five as an illustrative example and not as a recommen-
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dation. The point is simply that the number of negative paral-
laxes fulfilling the parallax_over_error < −5 condition is
expected to be extremely small for a Gaussian error distribution.

Formal uncertainties can, however, be misleading. They are
based on the assumption that the source is undisturbed and can
be properly described using a five-parameter model. This is
normally true, but far from always. One way to find spurious
solutions is to count the fraction of very negative parallaxes,
for example for the present example smaller than minus five
times the formal uncertainty. There are 3.04 million sources with
parallax_over_error < −5. These solutions are clearly spu-
rious.

We can reasonably assume that a disturbance giving rise to
a negative (spurious) parallax, for example image parameters af-
fected by duplicity or crowding, could just as well have produced
a spurious solution with a positive parallax and with roughly the
same probability. We therefore get a conservative estimate of the
number of spurious, positive parallaxes by counting the nega-
tive ones. Needless to say, disturbances can also be so small that
they merely produce slightly wrong positive parallaxes, but these
cases are harder to find.

We can therefore say that among the 192.21 million signifi-
cant, positive parallaxes, of the order of 3.04 million are spuri-
ous, that is to say 1.6% of this ‘good’ sample. As illustrated in
Fig. 13 (upper panel), the spurious fraction, determined in this
way, strongly depends on magnitude and is much higher for 6p
solutions than for 5p ones. We recall here that 6p solutions are
used for sources where some circumstances prevented good GBP
and GRP photometry from being determined in the processing for
Gaia DR2. It is reasonable to assume that it is these very circum-
stances that have also led to the spurious astrometry rather than
the inclusion of a sixth parameter. The lower panel of Fig. 13
shows that areas such as the LMC and the Galactic centre have
a particularly high fraction of spurious solutions. This is very
likely caused by crowding. When evaluating parallaxes for a par-
ticular sample of sources, where only positive parallaxes are se-
lected, we therefore recommend to also select a similar sample,
but with negative parallaxes in order to evaluate the likely frac-
tion of spurious results.

Thanks to the better angular resolution in Gaia EDR3, the
number of spurious solutions has decreased substantially since
Gaia DR2. This can be illustrated with a proper motion diagram
near the Galactic centre (Fig. 14). In this region of the ecliptic,
with a small number of visibility periods, there are mostly two
perpendicular scanning directions which are now barely visible,
but which clearly appeared with spurious proper motions in the
corresponding Gaia DR2 figure (Arenou et al. 2018, fig. 11b).
With many half-resolved doubles in this very dense region, dis-
torted image parameters can explain a large number of spurious
solutions, that is to say solutions, which have large proper mo-
tion errors in Gaia DR2.

Compared to Gaia DR2, the dispersion of the proper mo-
tions in Fig. 14 is a factor > 3 smaller, so that one could
wonder whether spurious solutions are still present. Here the
ipd_gof_harmonic_amplitude5 parameter can be of help:
Values above 0.1 for sources with ruwe6 larger than 1.4
characterise resolved doubles, which have not been correctly
handled yet. Using this parameter as an explanatory vari-
able on Fig. 14 (upper panel), we conclude that the corona

5 ipd_gof_harmonic_amplitude indicates the level of asymmetry
in the image, cf. Table B.1.
6 ruwe is the renormalised unit weight error (for astrometry) given in
the Gaia archive.

Fig. 14. Proper motion diagram of sources near the
Galactic centre within a 0.5◦ radius. Top: Colour-coded
by ipd_gof_harmonic_amplitude. Bottom: Coded by
ipd_gof_harmonic_phase. Reddish points in the top panel re-
veal potentially spurious solutions.

of relatively large proper motions can be spurious, since the
ipd_gof_harmonic_phase7 in Fig. 14 (lower panel) suggests
that these sources were partly resolved along the two principal
scanning directions.

3.3. Large-scale systematics

The quasars are distant enough so that the DR3 measured par-
allax directly gives the astrometric error, thus QSOs can be
used to estimate the large-scale variation of the parallax sys-
tematics. The QSO sample used is mostly a subset from out-
side of the Galactic plane of the sources listed in the ta-
ble agn_cross_id published as part of the Gaia Archive for
EDR3. The sample was filtered from potential 5σ outliers in
parallax or proper motion and from potential non-single ob-
jects using: ruwe < 1.4 and ipd_frac_multi_peak ≤ 2 and
ipd_gof_harmonic_amplitude < 0.1.

Median parallaxes were computed in overlapping regions of
radius 5◦ having at least 20 QSOs and are shown in Fig. 15.
Compared to the similar plot done for Gaia DR2 (Arenou et al.
2018, fig. 15), the improvement in the top panel of Fig. 15 is very

7 ipd_gof_harmonic_phase indicates the orientation of an asym-
metric image.
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clear for the 5p solutions. A slight north-south asymmetry ap-
pears with, for example, parallaxes below β < −30◦ being about
8 µas more negative than those above β > 30◦. Applying the
zero point correction from Lindegren et al. (2020a) removes this
asymmetry (see bottom panel of Fig. 15); some east-west asym-
metry along the ecliptic of a few µas may, however, remain. It is
more difficult to conclude about the 6p solutions: They represent
only 20% of the QSO sample and have larger uncertainties, so
the amplitude of the variations may be more related to random
errors than to systematics.

Fig. 15. Maps in ecliptic coordinates of the variations of QSO parallaxes
(mas) in 5◦ radius fields. Top: 5p solution. Bottom: 5p with zero point
correction.

3.4. Comparison to external data

We compared the Gaia EDR3 parallaxes with external cata-
logues described in detail in the Gaia EDR3 online documenta-
tion.8 Those are the same as used in Arenou et al. (2018), except
that we updated the APOGEE catalogue to the DR16 version
(Ahumada et al. 2020), the ICRF catalogue to its third realisa-
tion (Charlot et al. 2020), and added dSph members. We show
the summary of the results in Table 1 without and with the paral-
lax zero point correction of Lindegren et al. (2020a) applied. The
correction significantly improves the parallax differences, the ex-
ceptions being the LMC and SMC (Small Magellanic Cloud)
stars sub-selected by their Gaia DR2 radial velocities, which
are bright, and the two largest dSph of our sample, Sculptor and
Fornax. The parallax difference with Hipparcos is within the ex-
pected Hipparcos parallax zero point uncertainty (up to 0.1 mas,

8 https://gea.esac.esa.int/archive/documentation/
GEDR3/Catalogue_consolidation/chap_cu9val/sec_cu9val_
944/

Arenou et al. 1995), but a correlation of the parallax differ-
ence with the magnitude is seen for Hipparcos stars brighter than
G = 6 mag. The jump in the parallax zero point at G ∼ 13 mag
(Lindegren et al. 2020a) is seen in the APOGEE comparison and
removed by the application of the parallax zero point correction.
The variation in the QSO parallax with the magnitude for 5p so-
lutions was also removed by the parallax zero point correction.
A correlation of the parallax zero point with the pseudo-colour
is seen in the dSph, in particular in Fornax, which was reduced
but not fully removed by the parallax zero point correction of
Lindegren et al. (2020a).

Concerning the proper motions, we looked in particular at
the difference between the Gaia proper motion and the proper
motion derived from the positions of Gaia and Hipparcos. By
construction (sect. 4.5 of Lindegren et al. 2020b), the global ro-
tation between those proper motions, seen in Gaia DR2 (Linde-
gren et al. 2018b; Brandt 2018), is not present anymore. How-
ever, a variation of this rotation with magnitude and colour is
still present but smaller than for Gaia DR2 (the maximum vari-
ation reaching 0.1 mas yr−1 for bright or red sources). We note
that between Gaia and Hipparcos proper motions, a global ro-
tation is still present with w =(−0.120, 0.173, 0.090) ± 0.005
mas yr−1. This is a deviation well within the estimated accuracy
of the Hipparcos spin.

3.5. Comparison to a Milky Way model

We compared the astrometric data to that of the GOG20 simula-
tion in order to investigate potential systematic errors. This was
done by computing the median of the parallaxes and the median
of the proper motions in each healpix bin of the sky map for
all of the data and the model. The comparison for the median
parallaxes are shown in Fig. 16 as a function of magnitude for
Gaia EDR3, Gaia DR2, and the GOG20 simulation.

The median parallaxes are generally in very good agreement
between Gaia EDR3 and GOG20, specially at magnitudes larger
than ten. However, there is a systematic difference which, in
absolute value, depends on magnitude, and it is quite high on
the bright side and more than 1 mas. This systematic differ-
ence between the data and model simulation is a bit reduced
in Gaia EDR3 compared to Gaia DR2. At G > 10 mag, the
difference goes below 0.1 mas. Regarding the proper motions,
the model and data present approximately similar patterns in all
magnitude ranges. However, there are systematics, as was al-
ready noted in the validation of Gaia DR2. Overall, Gaia EDR3
data are as expected from our knowledge of the Galactic kine-
matics up to very faint magnitudes and it is probably the model
which suffers from systematics, or it does not account for asym-
metries. Indeed, we note that the change of kinematics prescrip-
tions from GOG18 to GOG20 generally allows for a better agree-
ment with the data.

3.6. Astrometric zero point and precision of the parallaxes
from cluster analysis

The zero point of the parallaxes was verified using three ex-
ternal reference catalogues of open clusters. We made use of
Dias et al. (2014) (hereafter DAML), Kharchenko et al. (2013)
(hereafter MWSC), and finally Cantat-Gaudin et al. (2020) based
on Gaia DR2 parallaxes. We selected the most suitable clusters
for this aim: a selection of about 200 clusters with well known
parameters (hereafter best sample) for a total of about 70 000
stars; and a wider sample of 2043 clusters including 250 000
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Table 1. Summary of the comparison between the Gaia parallaxes and the external catalogues.

Catalogue Nb Outliers < G > $ difference $cor difference $cor uwu
Hipparcos 62484 0.15% 8.2 −0.08 ± 0.003 −0.068 ± 0.002 2.4 ± 0.4

VLBI 40 8% 8.3 −0.01 ± 0.01 0.02 ± 0.01 2.0 ± 0.4
HST 49 27% 12.2 0.01 ± 0.02 0.03 ± 0.02 1.9 ± 0.3
RECONS 427 3% 12.6 −0.8 ± 0.06 −0.8 ± 0.06 1.54 ± 0.06

Gaia Cepheids 1372 1% 15.7 −0.028 ± 0.0007 0.006 ± 0.0007 1.22 ± 0.02
Gaia RRLyrae 318 2% 18.1 −0.030 ± 0.008 −0.001 ± 0.008 1.04 ± 0.05

APOGEE 3453 2% 18.6 −0.046 ± 0.003 −0.007 ± 0.003 1.19±0.02
SEGUE Kg 2491 0.04% 17.3 −0.029 ± 0.002 0.004 ± 0.001 1.07±0.02

LMC 52795 0.7% 19.2 −0.023 ± 0.0003 0.003 ± 0.0003 1.3 ± 0.004
LMC Vr 318 1.6% 12.8 −0.004 ± 0.001 0.015 ± 0.001 2.17 ± 0.09
SMC 26480 1.3% 16.4 −0.0255 ± 0.0002 0.0055 ± 0.0002 1.26 ± 0.006
SMC Vr 114 9.6% 12.5 −0.006 ± 0.001 0.016 ± 0.001 1.5 ± 0.1
Draco 427 0% 19.3 −0.024 ± 0.005 0.0002 ± 0.006 1.09 ± 0.04
Sculptor 1286 0.08% 19.1 −0.011 ± 0.005 0.015 ± 0.004 1.09 ± 0.03
Sextans 528 0% 19.4 −0.015 ± 0.01 0.01 ± 0.01 1.00 ± 0.03
Carina 865 0% 19.8 −0.014 ± 0.005 0.012 ± 0.005 1.03 ± 0.02
Antlia II 159 0% 18.9 −0.025 ± 0.012 −0.0006 ± 0.01 0.89 ± 0.05
Fornax 2660 0.6% 18.8 −0.013 ± 0.003 0.011 ± 0.003 1.16 ± 0.03
LeoII 185 0% 19.8 0.005 ± 0.03 0.02 ± 0.03 1.0 ± 0.05
LeoI 328 0.3% 19.6 −0.063 ± 0.02 −0.05 ± 0.02 1.11 ± 0.04
all dSph 7174 0.3% 19.0 −0.017 ± 0.002 0.008 ± 0.002 1.09 ± 0.01

ICRF3 3172 0.06% 18.9 −0.023 ± 0.002 0.001 ± 0.002 1.10 ± 0.01
LQRF 8231 0.03% 19.1 −0.024 ± 0.0006 −0.0015 ± 0.0006 1.063 ± 0.003
RFC2016cnoU 3705 0.05% 18.9 −0.022 ± 0.002 0.002 ± 0.002 1.090 ± 0.01

Notes. We present the total number of stars used in the comparison (Nb) as well as the percentage of outliers excluded (at 5σ, in violet if higher
than 10%) as well as the median G of the sample. The parallax differences ($G − $E , in mas), the parallax difference with the correction of
Lindegren et al. (2020a) applied ($cor) and the unit-weight uncertainty (uwu) that needs to be applied to the uncertainties to adjust the differences
are indicated in violet when they are significant (p-value limit: 0.01) and higher than 10 µas for the parallax difference and 10% for the uwu. For
the Hipparcos catalogue, in addition to the uwu, a systematic uncertainty of 0.5 mas has yet to be quadratically added.

Fig. 16. Parallaxes averaged among healpix bins over the whole sky as a
function of magnitude for Gaia EDR3 (orange crosses), GOG20 (black
circles), and Gaia DR2 (blue triangles).

stars (hereafter whole sample). The best sample is the same
sample that was already used to validate Gaia DR2 in Arenou
et al. (2018). The whole sample is based on Cantat-Gaudin et al.
(2020) cluster identification and parameters. Cluster members
for this analysis were obtained using Gaia EDR3 proper mo-
tions selected within one σ from the mean value. Clusters closer

than 1000 pc show an intrinsic internal dispersion in the paral-
laxes and are not suitable for estimating the zero point. When we
used clusters located farther away, we derived an average zero
point difference ($Gaia − $reference) = −0.059 mas for MWSC
and −0.091 mas for DAML, but with a large σ ∼ 0.2 mas. Look-
ing at the trends of the zero point with colour and magnitude, we
find a complex pattern. In Fig. 17, we plotted the differential par-
allax to the cluster median ∆$ for the whole sample of clusters
located farther than 1000 pc, which were normalised and not nor-
malised to the nominal parallax uncertainties. We note that ∆$

gives an indication about zero point changes. When plotted ver-
sus G, we detected discontinuities in the zero point at G ∼ 11, 12,
and 13 mag. Strong variations are evident for stars bluer and red-
der than GBP − GRP ∼ 0.9 mag. Figure 17 (right panel) presents
the variation of ∆$ in the colour-magnitude diagram, showing a
number of discontinuities and a complex pattern. At faint mag-
nitudes, red stars have a higher dispersion; however, the effect
can be due to the less reliable membership, while at red colours,
the large variations can reflect poor statistics. When divided by
the nominal uncertainty, these patterns are still present with a
reduced amplitude, implying that nominal uncertainties on the
parallax do not account for the zero point variation, that is to say
nominal uncertainties are underestimated.

Clusters are very good targets to test the quality of the par-
allax correction from Lindegren et al. (2020a) since all the stars
are expected to have the same parallax. In addition, clusters can
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Fig. 17. Left: ∆$ (top) and scaled to the nominal uncertainties ∆$ (bottom) versus G for the whole sample of clusters. The solid lines show the
LOWESS (locally weighted scatterplot smoothing) of the stars bluer (redder) than GBP −GRP = 0.9 (blue and red lines), while the black line is for
the whole sample. Right: CMD of the whole sample where the colour shows the differential parallax to the median.

Fig. 18. Left: ∆$ (top) and the scaled ∆$ (bottom) versus magnitude for the whole sample after the correction to the parallax zero point is applied.
The solid lines show the LOWESS of the stars bluer (redder) than GBP − GRP = 0.9 mag (blue and red lines). The black line is the for the whole
sample. Right: CMD of the whole sample where the colour shows the differential parallax to the median, and the analogous scaled to the nominal
parallax uncertainties after parallax zero point correction (see text for details).

be found close to the Galactic plane, where no calibration tracers
are located. This allows for an independent verification. We ap-
plied this correction to the cluster data, using the Matlab code9

provided in the Lindegren et al. (2020a) paper.
The results are shown in Fig.18 where we plotted the ∆$ and

the scaled ∆$, that is to say the analogue was scaled to the nomi-
nal uncertainties on parallaxes as a function of the G magnitude,
and finally the residuals to the median in the colour magnitude
diagram. This correction reduces the dispersion inside the clus-
ters at bright magnitudes and bluer colours, while at faint mag-
nitudes (G > 18 mag) or a redder colour, the dispersion is still
high. The median values scaled to the nominal uncertainties are
always < 1, which indicates that nominal uncertainties account
for the residual variations. Clearly this positive result should be
taken with caution. It refers to a specific range of colours and
positions in the sky.

9 A python code is distributed with Gaia EDR3 at https://www.
cosmos.esa.int/web/gaia/edr3-code.

Finally, we compare the parallaxes of single stars in
Gaia DR2 and Gaia EDR3 for the whole cluster sample. The
median difference is ($Gaia DR3−$Gaia DR2) = 0.017 mas (with
16th percentile = −0.047 mas; 84th percentile = 0.082 mas) with
a dependence on the magnitude.

3.7. Uncertainty of the astrometric parameters

We evaluate the actual precision of the astrometric parame-
ters partly from parallaxes and proper motions of QSOs and
of stars in the LMC and partly from deconvolution of the neg-
ative parallax tail. As discussed by Lindegren et al. (2018a),
it is useful to describe the true external parallax uncertainty,
σext, as the quadratic sum of the formal catalogue uncertainty
(parallax_error) times a multiplicative factor (k) plus a sys-
tematic error (σs),

σ2
ext = k2σ2

i + σ2
s . (1)
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Fig. 19. Unit-weight uncertainty (uwu) that needs to be applied to the
Gaia parallax uncertainties to be consistent with the residual distribu-
tion (after zero point correction and removing stars with ruwe < 1.4)
versus LQRF QSOs, LMC, and dSph stars for the 5p (top) and 6p (bot-
tom) solutions, as a function of magnitude.

In addition to this, the catalogue uncertainties incorporate part
of the excess noise of the solution when present. Consequently,
large uncertainties typically correspond to both fainter sources
and/or non-single stars.

3.7.1. Uncertainty of parallax and proper motion from distant
objects

Similarly to what was found for Gaia DR2 by Arenou et al.
(2018), QSOs show that the uncertainties are slightly underes-
timated and that this under-estimation increases with magnitude.
The under-estimation is lower than for Gaia DR2 for the 5p so-
lution, but larger for the 6p solution. This is seen for a parallax
using the unit-weight uncertainty (uwu) in Fig. 19 and for proper
motion using a χ2 test in Fig. 20. The trend with magnitude is
also seen with LMC stars, although the under-estimation of un-
certainties is higher, as presented in Fig. 21, which is most prob-
ably due to the crowding. The increase in the under-estimation
is also seen in the uwu presented in Table 1. The uwu reported is
the k term of Eq. 1, assuming a negligible systematic error term
(σs) except for the Hipparcos comparison which is the only cata-
logue for which both terms could be clearly separated. The uwu
and the residual Rχ were computed after applying the parallax
zero point correction of Lindegren et al. (2020a) and removing
stars with ruwe > 1.4.

Fig. 20. χ2 test of the LQRF QSOs proper motions as a function of G
magnitude for the 5p (black circles) and 6p (purple squares) solution.
The residual Rχ should follow a χ2 with 2 degrees of freedom. The cor-
relation observed here is due to the underestimation of the uncertainties
as a function of magnitude.

3.7.2. Parallax uncertainties by deconvolution

The ‘true’ dispersion of the parallaxes was estimated using a de-
convolution method, which was applied on the negative tail of
the parallaxes (see Arenou et al. 2017, sect. 6.2.1 for details),
and the uwu ratio of the external over the internal uncertainty
was computed. Figure 21 shows the uwu as a function of the
catalogue uncertainties for several illustrative subsets and it can
give insights into the underestimation factor, the systematics, and
the contamination by non-single sources.

On the right side of the figure, the asymptotic uwu is mostly
flat and it gives the multiplicative factor: It is about 1.05 for
5p solutions (improved from DR2), slightly more for very faint
stars, 1.22 for 6p solutions, and larger for sources with non-
zero excess noise or those in the LMC. While the uwu is in
general slowly increasing with uncertainty due to the contam-
ination by non-single sources, it increases sharply for sources
brighter than 17 mag, most probably due to half-resolved dou-
bles (as indicated by the average ipd_frac_multi_peak or
ipd_gof_harmonic_amplitude), which suggests that the un-
certainties of these non-single bright stars are underestimated
quite a bit. Then, the left part of the curves shows the influence
of the systematics. As confirmed by other tests, the systematics
have decreased compared to DR2, except for 6p solutions, and
they are largest for sources with non-zero excess noise, which is
due to either calibration errors or to perturbation of non-single
stars.

3.8. Magnitude dependence from binary stars

One way to check the magnitude variations of the parallax zero
point is to use resolved binary stars. When the period of the bi-
nary system is long enough, the proper motion of the two com-
ponents is similar, or at least the differences are smoothed out
when a large sample is used. Potential common proper motion
pairs have been selected over the whole sky; this has been re-
stricted to primaries up to G < 15 mag and secondaries up to
G < 18 mag only: Selecting fainter secondaries would increase
the fraction of optical doubles in dense fields too much, thus bi-
asing the parallax differences. We computed the differences be-
tween the two components of their parallax and proper motion,
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Fig. 21. Uwu of the parallaxes estimated by deconvolution versus
parallax_error (mas) for several subsets: DR2 and EDR3 for 5p,
6p, G < 17 mag, G > 20 mag, LMC, and non-zero excess noise.

then the norm of this difference accounting for its covariance was
determined, and a pair was considered as a true binary if this χ2

had a p-value above 0.01 and the linear separation was below
104 au.

The differences of the parallax and proper motion between
primary and secondary components are represented in the top
panel of Fig. 22 versus the G magnitude of the primary. For
12 < G < 13 mag, a 20 µas increase for the parallax zero point
differences appears clearly, which was not present with DR2 par-
allaxes. A significant improvement is seen after the zero point
correction from Lindegren et al. (2020a). Although within the
uncertainty (below 0.007 mas, approximately constant), a small
residual effect near G ≈ 11.5 mag or G ≈ 13 mag may perhaps
still be present. It should not come as a surprise that these varia-
tions occur in the magnitude interval where there is a change in
the gating scheme or in the window size (Lindegren et al. 2020a,
sect. 2.1). For primaries brighter than 7 mag (middle panel of
Fig. 22), the zero point may be more negative, as can also be
seen using known WDS binaries.

We tested the consistency between the parallax of two com-
ponents of wide physical binaries, which were selected from
the WDS (separation larger than 0.5′′ and flag ’V’). We again
found how the magnitude dependence of the parallax zero point
present in Gaia EDR3 is nicely removed by applying the par-
allax zero point correction of Lindegren et al. (2020a), thus
confirming the results shown in Fig. 22 (middle panel). Simi-
larly, following Kervella et al. (2019), we used their catalogue of
Cepheids and RR Lyrae resolved common proper motion pairs
to check the compatibility of their parallaxes. With the parallax
zero point correction of Lindegren et al. (2020a), and opposite
to the Gaia DR2 results for Cepheids, no systematic offset nor
strong outlier (outside 5σ) were found.

While no variation appears for µδ in the bottom panel of
Fig. 22, there is an increase of about 0.01 mas yr−1 at G = 13 mag
for µα∗. Although this may not look statistically significant (un-
certainty ≈ 0.007 mas yr−1), this effect is probably real, as an em-
pirical 0.1 mas rotation correction was applied to the proper mo-
tion system for G < 13 mag (Lindegren et al. 2020b, sect. 4.5).

3.9. Pseudo-colour dependence

The 6p solutions derive both the astrometric parameters and
the pseudo-colour. Although the correlation between the par-
allax and pseudo-colour is, in general, not large (top panel of
Fig. 23), this nevertheless implies that (random or systematic)
errors in the pseudo-colour translate into systematics on the par-

Fig. 22. Differential astrometry for common proper motion pairs shown
in the sense primary minus secondary component. Top: Differences
between parallaxes (mas, running medians over 3000 sources) before
(blue) and after (magenta) zero point correction, as a function of the pri-
mary magnitude, 10 < G < 15 mag. Middle: Primary minus secondary
parallaxes before and after zero point correction for stars brighter than
G = 10 mag (running medians over 100 sources). Bottom: Differential
proper motion ( mas yr−1) in right ascension (blue) and declination (or-
ange) versus magnitude, running medians over 3000 sources.

allax, which should not, in general, be interpreted as a colour
effect. On average, the correlation is, for example, positive near
the Galactic centre and negative in the LMC, giving a very large
peak-to-peak amplitude of 0.2 mas (Fig. 23, middle panel); al-
though it is twice as small as for DR2 (Arenou et al. 2018,
Fig. 18). After the Lindegren et al. (2020a) correction of the zero
point, the variations were considerably reduced (Fig. 23, bottom
panel).

3.10. Proper motions from star cluster analysis

For each star, we derived the differences of the proper motions
µα∗, µδ to the cluster median. This provides information about
the zero point variations and about the uncertainties. Figures 25
and 24 present the results, which were scaled and not scaled to
the nominal errors as function of G, GBP−GRP, and in the colour-
magnitude diagram. As already found for the parallaxes, a com-
plex dependence of the difference with magnitude and colour
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Fig. 23. Top: Correlation between parallax and pseudo-colour. Middle:
Running median with uncertainty for LMC parallaxes where the neg-
ative correlation translates into systematics for the bluest and reddest
sources. Bottom: LMC parallaxes after zero point correction.

is clearly visible. This reflects a variation in the zero point. In
particular, a shift is present at G ∼ 13 mag in µα∗. When this dif-
ference is normalised to the nominal uncertainties, we find that
these patterns are still present for brighter stars. This means that
nominal uncertainties are underestimated in this magnitude and
colour range. This effect is more evident in µα∗. Residuals are
also present for very red stars (GBP −GRP ∼ 1.5− 2 mag), where
the results are less significant, since the statistics is relatively
poor. This region can be contaminated by field stars.

We calculated the proper motion differences (median,
µα∗EDR3−µα∗DR2) for the whole cluster sample in Gaia DR2
and Gaia EDR3. The zero point median difference is
−0.006 mas yr−1 with a third quartile of 0.06 mas yr−1 in right
ascension and in declination.

3.11. Proper motion precision in crowded areas

We compared the proper motions in the centre of M4 with ex-
ternal HST data (Nascimbeni et al. 2014), where high-quality
relative proper motions are available. The precision of HST
proper motions is of the order of 0.33 mas yr−1. The ob-

served field is affected by crowding. We used the flux excess
parameter C=(phot_bp_mean_flux+phot_rp_mean_flux)/
phot_g_mean_flux,10 as a tracer of crowding contamination.
In Fig. 26, we present the Gaia proper motions distribution,
the differences between Gaia and HST proper motions, and the
scaled dispersion for the stars having Gaia nominal proper mo-
tion uncertainties < 0.2 mas yr−1and a moderate flux excess, C
< 2. The scaled dispersion is very close to one for both µα∗ and
µδ, indicating that the nominal uncertainties were estimated cor-
rectly. Stars in this sample are not affected by crowding. Stars
with a high level of contamination (C > 5) are, on average, at
1.6-1.8 error bars from the expected value, that is to say Gaia
nominal uncertainties on proper motions are underestimated for
faint and/or contaminated stars. In any case, this represents a
substantial improvement over Gaia DR2, where the nominal un-
certainties were underestimated by a factor from two to three.

3.12. Goodness of fit for very bright stars

Although it is known that calibration errors or stellar duplicity
may frequently make the quality of the astrometric solutions
decrease, it may appear surprising to complain about a solu-
tion quality that is too good. Figure 27 (right panel) shows that
the ruwe of sources brighter than 17 mag is near the expected
value of one on average. However, it is smaller than one near
the Galactic centre, and twice as small for stars brighter than
G = 11 mag (Fig. 27, left panel). The interpretation is the fol-
lowing: In this region, because most of the sources suffer from
crowding, most sources should have some excess noise and not
just a small fraction of them, as in other regions. Consequently,
the attitude excess noise may have absorbed this source excess
noise, leading to source solutions that appear much better than
they truly are in reality. Consequently, the caveat is that the
ruwe of bright sources in large crowded areas, and thus their
astrometric_gof_al11 too, may be much smaller than they
should be.

4. Photometric quality of Gaia EDR3

The photometry in Gaia EDR3 consists of three broad bands: a
G magnitude for (almost) all sources (1.8 billion) and a GBP and
GRP for the large majority (1.5 billion). The photometry and its
main validation is described in Riello et al. (2020), and here we
present some additional validation. These tests include internal
comparisons, comparisons with external catalogues, and some
simulations.

Among the issues described by Riello et al. (2020), there
are two issues for the user to be aware of. The first concerns
sources where a reliable colour was not known at the beginning
of the Gaia EDR3 processing and which therefore have not ben-
efited from an optimal processing. These are all the 6p sources
and many 2p sources, but none of the 5p sources. Riello et al.
(2020) propose a correction to the catalogue G magnitude of the
6p sources that is typically of the order of a hundredth of a mag-
nitude. For 2p sources, it is unfortunately not possible to know
with certainty if a correction is needed. The second issue con-
cerns the faintest GBP sources, where a source with practically
no signal, for example the GBP flux for a faint, red source, will
still have a significant flux assigned. This issue, which also ap-

10 In the Gaia EDR3 archive, this is phot_bp_rp_excess_factor.
11 astrometric_gof_al is the goodness of fit of the astrometric solu-
tion.
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Fig. 24. Left: Difference between proper motions in declination and median value (top) and scaled (bottom) to the nominal uncertainties as a
function of G for the whole cluster sample. The solid lines indicate the LOWESS of the sample; blue corresponds to stars bluer than GBP − GRP
= 0.9 mag and red is for objects redder than this limit. Right: Colour-magnitude diagram of the whole cluster sample where the colour indicates
the difference between the star µδ and the cluster median. The rightmost panel is analogous to the left-hand panel, where the difference is scaled
to the nominal uncertainties.

Fig. 25. Same as Fig.24, but for µα∗.

Fig. 26. Left: Gaia proper motion distribution in M4. Only stars with a proper motion error < 0.2 mas yr−1and flux excess parameter C < 2 are
plotted. Centre: Differences between proper motions in Gaia and in HST data. Right: Scaled dispersion for the stars having Gaia proper motions
errors < 0.2 mas yr−1and flux excess parameter C < 2.

Article number, page 15 of 26



A&A proofs: manuscript no. 39834corr

0.6

0.8

1.0

1.2

1.4

0.6

0.8

1.0

1.2

1.4

Fig. 27. Re-normalised unit-weight error for the astrometric solution,
ruwe, for sources brighter than G = 11 (left) and brighter than G = 17
(right).

plies to a small population of GRP fluxes, is discussed below in
Sect. 4.2.

4.1. Spurious photometric solutions

There were many unrealistically faint sources, down to G ∼ 25.6
mag, in a pre-release version of the catalogue. Such faint magni-
tudes can only arise from processing problems. After investiga-
tions in the photometric pipeline, PhotPipe, the root cause was
traced to the way poor input spectral shape coefficients (SSCs)
disturb the application of the photometric calibration (see Riello
et al. 2020, sect. 4.4, eqs. 1–3). From the BP spectrum, four coef-
ficients were derived: bp_ssc0,. . . , bp_ssc3, and four similar
from RP. Quotients, such as bp_ssc0/(bp_ssc1+bp_ssc2),
are used in the calibration model without taking into account that
the denominator in certain cases may become extremely small
and the quotient therefore extremely large. This is illustrated in
Fig. 28, where we can see that in the majority of cases (in fact
82% for this sample of very faint sources) the principal blue and
red quotients have reasonable values (lower left), and that these
values are well separated from cases of very large values. This
has allowed us to establish well defined thresholds, and the pho-
tometry of the sources with quotients larger than those thresh-
olds is not published in the main catalogue because it is consid-
ered unreliable. The 5.4 million sources sources affected were
reprocessed by PhotPipe using default SSCs, and the G flux
derived this way is published in a separate file accessible in the
Gaia EDR3 known issues12 page.

Colours in Gaia DR2 were shown to be too blue for
faint red sources and this also happens in Gaia EDR3. The
phot_bp_rp_excess_factor parameter gives a measure of
the coherence among G, GBP, and GRP and can be used to iden-
tify the problematic cases. For those cases, the use of the colour
G −GRP instead of GBP −GRP may be more useful. Riello et al.
(2020) identify the root cause of the problem to be a flux thresh-
old applied to the individual transits when computing the mean
photometry. We explore this question below.

4.2. Transit-level flux threshold

The GBP and GRP mean fluxes were derived from the epoch
fluxes at the several transits of a source across the focal
plane during the mission. As discussed by Riello et al. (2020)
(sect. 8.1), in the computation of the mean fluxes, a threshold of
1 e− s−1 was introduced for the individual transits. Transits with
fluxes below that threshold were excluded from the computation
of the mean fluxes. This introduces a bias in the mean fluxes for
the faintest sources, as the distribution of noise-affected epoch
fluxes becomes truncated when the flux of a source becomes so

12 https://www.cosmos.esa.int/web/gaia/
edr3-known-issues

Fig. 28. Quotients of blue and red spectral shape coefficients for the
set of sources fainter than G ∼ 21.7 mag. The photometry for sources
with quotients larger than the thresholds (blue lines) were filtered for
the publication (see text).

Fig. 29. Simulated mean fluxes as a function of the true mean flux in
the presence of the 1 e− s−1 threshold (dark filled symbols) and without
(light open symbols). The mean and the 1σ confidence intervals are
shown as lines and shaded regions. The dotted line indicates the lower
bound of the mean in the presence of the threshold.

low that the distribution of epoch fluxes reaches the threshold.
To illustrate the effect, we simulated mean fluxes by applying
and not applying the threshold, under the simplifying assumption
of the same normally distributed background noise of 50 e− s−1

and 30 transits. As background noise, we subsume here all noise
contributions other than the source’s photon noise, that is to say
contributions from detector and electronics effects, the sky back-
ground, and stray light. In reality, this background noise can vary
significantly between different transits. Simulations of measured
mean fluxes for sources by applying and not applying the thresh-
old as a function of true source flux is shown in Fig. 29, together
with the means, and the 1σ confidence intervals. As the source
fluxes become low, the measured mean fluxes systematically de-
viate from the true fluxes, and the mean of the distributions of
mean fluxes meet a lower bound. For a threshold much smaller
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Fig. 30. Distribution of 5 million simulated mean magnitudes for
BaSeL spectra with effective temperatures from 2000 K to 35000 K, in
the presence of a 1 e− s−1 threshold, in the GBP − G versus G (upper
panel) and the G − GRP versus G (lower panel) colour-magnitude dia-
grams. The solid lines indicate the mean.

than the background noise level, this lower bound on the mean
is approximately 0.8 times the standard deviation of the back-
ground noise.

Sources are detected based on an estimate of their G band
magnitude, with a detection limit well above the 1 e− s−1 thresh-
old. Also since astronomical sources do not become arbitrarily
blue, the flux of detected sources measured in the GRP passband
cannot become arbitrarily smaller than the flux in the G band.
But as astronomical sources can become arbitrarily red, the flux
in the GBP passband can become smaller than the G band flux
without bound. Sufficiently red sources can therefore have GBP
fluxes that even fall below the detection limit while having sig-
nificant fluxes in the G and GRP passbands. As a consequence,
the bias on the mean flux for faint sources resulting from the
threshold mostly affects the GBP fluxes, and it only has a much
smaller effect for the GRP fluxes.

As a consequence of the GBP fluxes being far more bi-
ased towards larger values than the G and GRP fluxes for faint
sources, a ’turn’ in the colour-magnitude diagram involving GBP
magnitudes results for faint sources, as shown by Riello et al.
(2020). To illustrate the effect further, we simulated BaSeL spec-
tra (Lejeune et al. 1997) with different effective temperatures (for
solar metallicity and a surface gravity, log g, of four) in the G
versus GBP − G and G − GRP colour-magnitude diagrams. The
distribution of the simulated mean magnitudes, together with the
mean of the distributions as a function of colour, is shown in
Fig. 30. For the G versus GBP − G colour-magnitude diagram,
the strong turn in the distributions is visible, which starts at
brighter G magnitudes as the source becomes cooler, and thus
redder. If the fluxes approach the noise level, the distributions
become independent of the spectral energy distributions of the
sources, and the means of the distributions for all sources con-
verge at the same location in the colour-magnitude diagram. For
thresholds much smaller than the noise level, the position of this
convergence point only depends on the background noise and,
when converting fluxes into magnitudes, on the zero points of
the passbands.

For the G versus G −GRP colour-magnitude diagram, the ef-
fect of convergence on the same mean position in the diagram
for faint sources is also present. However, the turning of the dis-
tributions occurs at fainter magnitudes, and the effect for blue
sources is much smaller than for the red sources in the G versus
GBP − G case.

To minimise the effects introduced by the threshold on the
interpretation of photometric data, it is thus advisable to avoid
the use of GBP magnitudes fainter than about 20.5, corresponding
to GBP fluxes below approximately 86 e− s−1, if possible. For GRP
magnitudes, significant bias effects occur at values fainter than
about 20.0, corresponding to GRP fluxes below approximately
79 e− s−1. Since the bias effects are strongest in GBP, the G −
GRP colour is more reliable than colours involving GBP.

4.3. Photometry of the 6p solutions

We tested the correction to the G magnitude proposed by Riello
et al. (2020) for stars with 6p solutions, that is with a default
colour in the image parameter determination (IPD), on the red
clump sample of APOGEE DR16 (Bovy et al. 2014). The vari-
ation in the colour-colour relation for those red clump stars is
due to the variation in the extinction and it is curved due to the
non-linearity of the extinction coefficient with extinction. In the
top panel of Fig. 31, there are two effects that can be seen. The
first one is that of the transit-level flux threshold, discussed in
the previous section, seen as a plume of stars becoming bluer
than the global relation. The second effect is the difference be-
tween the colour-colour curves of the 5p and 6p solutions (black
and red, respectively). If we were to add the G magnitude cor-
rection as proposed by Riello et al. (2020, sect. 8.3) and remove
those sources with GBP > 20.5 mag as proposed in the previous
section, we would recover the expected colour-colour relation.

4.4. Photometric accuracy

The systematic errors of the photometry can be studied in both
internal and external comparisons as well as from galaxy mod-
els of the Milky Way. In addition, we look at the changes with
respect to Gaia DR2.
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Fig. 31. Colour-colour relation of the APOGEE DR16 red clump sam-
ple. Stars with 5p astrometric solutions are shown with black dots, and
the ones with 6p solutions are shown with red dots. Top: The full sam-
ple. Bottom: After removing stars with GBP > 20.5 mag and correcting
the G photometry of the 6p solutions using the recipe of Riello et al.
(2020).

4.4.1. Internal comparisons

We studied the internal trends as a function of magnitude. Fig-
ure 32 (top panel) shows the residuals from the median G−GRP =
f (GBP −GRP) relation as a function of G on a sample of stars in
the upper part of the H-R diagram with low extinction, that is
A0 < 0.05 mag according to the 3D extinction map of Lallement
et al. (2019) and MG < 4 mag,13 taking into account the paral-
lax error at 2 sigma. We further selected only stars with relative
photometric errors better than 2% in G and 5% in GBP and GRP.
These strict criteria lead to a well behaved colour-colour rela-
tion but to less than 800 000 stars, which are mostly close by
and therefore relatively bright. There is a small trend with mag-
nitude which is much smaller than in Gaia DR2 (Arenou et al.
2018). Discontinuities at G ∼ 10.8 and 13 mag of only about 0.5
and 1 mmag are also much smaller than in Gaia DR2. Figure 32
(bottom panel) shows that for blue stars, the trend with magni-
tude is still stronger (see also sect. 8.4 of Riello et al. (2020)),
but the amplitude is about three times smaller than in Gaia DR2
(Arenou et al. 2018, fig. 35).

Figure 33 shows the median GBP − GRP colours in a dense
field in the case of Gaia DR2 and Gaia EDR3. One can appreci-
ate that the artefacts from the scan patterns have decreased quite
a bit.

13 parallax+ 2× parallax_error < exp((4− phot_g_mean_mag+
10) × 0.46)

Fig. 32. Residuals from a global G −GRP = f (GBP −GRP) relation for a
sample of luminous, low extinction stars (A0 < 0.05 mag, MG < 4 mag).
Top: As a function of G, colour-coded by the number of stars normalised
by the total number of stars per magnitude bin. Bottom: As a function of
GBP −GRP for a sample of bluer stars, colour-coded by the magnitude.

4.4.2. Comparisons with external catalogues

We compared Gaia EDR3 photometry to the Hipparcos, Tycho-
2, Landolt standards (Landolt 1983, 1992, 2007, 2009, 2013;
Clem & Landolt 2013, 2016), the SDSS tertiary standard stars
of Betoule et al. (2013), and Pan-STARRS1 (PS1, Chambers
et al. 2016) photometry. For Hipparcos, Tycho-2, we selected
low extinction stars (A0 < 0.05 mag) using the 3D extinction
map of Lallement et al. (2019) and taking into account the par-
allax uncertainty. For SDSS and PS1, we selected stars with a
high galactic latitude. For the Landolt catalogue, we selected
both on |b| > 30◦ and A0 < 0.05 mag for low latitude stars.
We selected only stars with flux_over_error > 20, corre-
sponding to photometric errors of < 0.05 mag for the external
catalogues, to ensure we were working with roughly Gaussian
errors in magnitude space. An empirical robust spline regression
was derived which models the global colour-colour relation. The
residuals from those models are plotted as a function of magni-
tude in Fig. 34. We also added in Fig. 34 the comparison with the
magnitude computed on the CALSPEC (Bohlin et al. 2014, 2020
April Update) spectra combined with the Gaia EDR3 instrument
response. The global zero point offset observed is smaller than
1%, which is in agreement with the CALSPEC expected accu-
racy (Bohlin et al. 2014) and our observation of the variations
between different CALSPEC releases.

Article number, page 18 of 26



C. Fabricius et al.: Gaia EDR3 – Catalogue validation

350:0350:5351:0351:5352:0

¡10:0

¡9:5

¡9:0

¡8:5

¡8:0
b

[d
eg

]

0:7

0:8

0:9

1:0

1:1

1:2

1:3

1:4

1:5

1:6

G
B

P
¡

G
R
P

[m
ag

]

350:0350:5351:0351:5352:0

l [deg]

¡10:0

¡9:5

¡9:0

¡8:5

¡8:0

b
[d

eg
]

0:7

0:8

0:9

1:0

1:1

1:2

1:3

1:4

1:5

1:6

G
B

P
¡

G
R
P

[m
ag

]

Fig. 33. Median colours GBP−GRPin a dense field (Galactic coordinates)
showing artefacts from the scan pattern in Gaia DR2 (top), which have
almost disappeared in Gaia EDR3 (bottom).

Figure 34 shows that the strong saturation effect present in
Gaia DR2 as well as the variation of the G zero point with mag-
nitude have been removed in Gaia EDR3. Variations are now
smaller than 0.04 mag. The trend as a function of magnitude
for bright stars are consistent between the Hipparcos, Tycho-2,
and CALSPEC results. On the faint end, a global increase in
the residuals is observed in GRP consistently between Landolt,
Panstarss, and SDSS, while for GBP those three surveys do not
give a consistent amplitude of the variation. We recall that apply-
ing our procedure to colour-colour relations within the external
catalogues’ photometric bands leads to global variations of the
order of 2 mmag/mag for PS1 and larger for SDSS (Arenou et al.
2018).

4.4.3. Global comparison of G to Gaia DR2

Figure 35 shows the full sky mean difference of the G magni-
tudes between Gaia EDR3 and Gaia DR2. Although the compar-
ison between both releases is not straightforward because their
photometric systems are slightly different, as discussed in Riello
et al. (2020), the map does illustrate specific areas where the dif-
ferences are large, though it is generally at the level of a couple
of hundredths of a magnitude. As in the case of astrometry, we
expect that the map mainly shows the errors of Gaia DR2 and
hence the improvements reached in Gaia EDR3.

Fig. 34. From top to bottom, G, GBP, and GRP photometry (hereafter
referred to as X) versus external photometry: CALSPEC (black dots)
corresponding to X − X(calspec); Hipparcos (orange) residuals of the
global X −Hp = f (V − I) spline; Tycho-2 (cyan) residuals of the global
X − VT = f (BT − VT ) spline; Landolt (red) residuals of the global X −
V = f (V − I) spline; and PS1 (blue) and SDSS (green) residuals of
the global X − r = f (g − i) spline for SDSS and PS1. The zero point of
those different residuals is arbitrary with the exception of the CALSPEC
results.

4.4.4. Comparisons of GBP −GRP colours to a Milky Way
model

The median of the GBP−GRP colour is computed in each healpix
bin of the sky map, for Gaia EDR3 data and GOG20 simula-
tions. At intermediate and faint magnitudes, the differences can
be large in the Galactic plane and are clearly linked to the ex-
tinction. At higher latitudes, the model is in agreement with
the data at the level of 0.1 mag. However at bright magnitudes
(G < 9 mag at intermediate latitudes and upwards, G < 12 mag
in the plane), the data deviate from the values predicted by the
model, from −0.2 mag to more than −1 mag at G = 5. This
discrepancy is slightly reduced compared to Gaia DR2. This
could be a possible problem in the colour determination for those
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Fig. 35. Map in Galactic coordinates of the
mean difference of the G magnitudes between
Gaia EDR3 and Gaia DR2.

bright stars. However, since we are comparing the median value
in healpix bins, an underestimate of blue bright stars in the model
could rather explain this remaining difference, in particular in the
brightest bins affected by large Poisson noise.

4.5. Photometric precision

4.5.1. Internal comparisons

A comparison between mean G magnitudes provided in the
Gaia DR2 and Gaia EDR3 catalogues for a sample of 140 635
sources classified as RR Lyrae variables in Gaia DR2, for which
both estimates of the mean G magnitude are available, shows
that there is a difference in magnitudes of more than 0.5 mag
for 2044 sources, with the Gaia EDR3 magnitudes being fainter.
The Gaia EDR3 G magnitudes plotted versus the Gaia DR2 G
magnitudes for 140 635 RR Lyrae stars are shown in Fig. 36,
where sources which have a difference in magnitude more and
less than 0.5 mag are marked with red and black points, respec-
tively. The figure shows that there is good agreement for a major-
ity of stars, while for 2044 sources shown with red points there
is a systematic shift in magnitudes, with the Gaia EDR3 mag-
nitudes being fainter. Among these 2044 sources, 908 are listed
by Clementini et al. (2019) in their Table C1 as known galaxies
misclassified as RR Lyrae variables in Gaia DR2. Furthermore,
a more detailed analysis of the 2044 stars performed with a ded-
icated pipeline shows that the vast majority of these sources are
extended objects. The fainter magnitudes for these 2044 sources
are, therefore, most likely due to an improved background deter-
mination in the Gaia EDR3 processing.

4.6. Photometric quality indicators

Gaia EDR3 includes the flux excess factor,
phot_bp_rp_excess_factor14 as an indicator of the co-
herence among G, GBP, and GRP fluxes. It is sensitive to
contamination by close-by sources in dense fields, binarity,
background subtraction problems, as well as extended ob-
jects. The improvement of the full pipe-line calibrations in
Gaia EDR3 yields a decrease in the excess factor with respect
to Gaia DR2 as it can be seen in Fig. 37. The fainter the
magnitude is, the larger the improvement, which is more
noticeable for point-like sources with G > 19 mag. Sources

14 Riello et al. (2020) define a corrected factor C∗ that takes the depen-
dence of the phot_bp_rp_excess_factor with GBP−GRP colour into
account.

Fig. 36. Comparison between mean G magnitudes provided in the
Gaia DR2 and Gaia EDR3 catalogues for 140 635 RR Lyrae variables.
Black and red points show sources with a difference in magnitudes of
less and more than 0.5 mag, respectively.

with phot_bp_rp_excess_factor > 5 were published in
Gaia DR2 without GBP and GRP fluxes. In Gaia EDR3, this
filter has not been applied and it is up to the users to decide on
the use of the photometry in case of a large excess of flux. Small
amplitude artefacts due to the scanning pattern still remain
(bottom panel in Fig. 37). Criteria for filtering the incoherent
fluxes are discussed in sect. 9.4 of (Riello et al. 2020).

4.7. Photometry in crowded areas

Photometry in highly crowded areas is of lower quality than in
non crowded regions. This is the case of all the globular clusters,
where the photometry in the inner regions is shifted in colour
and magnitude as an effect of crowding, with a large disper-
sion. This effect was visible in Gaia DR2 and it is still present in
Gaia EDR3, in spite of the improvements in the number of ob-
servations and in the photometry. See for instance Fig. 38, show-
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Fig. 37. Top: Excess flux for 36 million sources towards the direc-
tion l ∈ (10◦, 20◦) and the b ∈ (−5◦, 5◦) direction. The black line
is the identity and the other ones are the median for different ranges
of G. Bottom: Excess flux for 14 million sources towards the anti-
centre direction. The colour code accounts for the ratio between the
log10 phot_bp_rp_excess_factor and the relation 0.05+0.039(GBP−

GRP), which is the approximate locus of well behaved stars.

ing the quality of the photometry in the inner and outer regions
of NGC 5986.

4.7.1. Comparison with HST photometry in crowded areas

We compare G, GBP, and GRP photometry with the high quality
HST ACS/F606W magnitudes in M4 using the data set from Be-
din et al. (2013). The precision of the HST photometry is at the
level of a few milli-mag. We subtracted the median difference
between Gaia and HST photometry, and we calculated the vari-
ation of the residuals for stars having 1.4 < GBP−GRP < 1.5. We
selected a fix range to avoid colour effects. The residuals around
the median value in G are of the order of 0.025-0.03 mag. These
values are in agreement with the comparison with external cata-
logues presented in Sect. 4.4.2. However, a clear trend with the
magnitude and with the flux excess is visible (see Fig. 39). We
recall here that the flux excess can be considered as a proxy of
the level of contamination due to neighbouring stars. The de-
tected trend is an effect of the crowding, showing that faint stars
located in regions with high contamination present larger resid-
uals. No trend is present in GBP and GRP, albeit with a large
dispersion due to the high level of contamination.

5. Global validation of Gaia EDR3

Here, we perform a global comparison of the statistical proper-
ties of Gaia EDR3 to Gaia DR2. This complements the detailed
analyses presented in the previous sections on the astrometry
and the photometry. For the statistical comparison, we use the
Kullback–Liebler Divergence (KLD) to establish the degree of
correlations and clustering between observables or, more gener-
ally, entries in the catalogue. The KLD is defined as

KLD = −

∫
dnx p(x) log[p(x)/q(x)], (2)

where x is the n-dimensional vector of the observables consid-
ered, p(x) is the distribution of these observables in the dataset,
and q(x) = Πi pi(xi), that is to say the product of marginalised 1D
distributions of each of the observables. Large values of the KLD
indicate highly structured data, while low values of the KLD (be-
low ∼ 0.5) correspond to little information content.

We compared the performance of Gaia EDR3 to Gaia DR2
in two ways: 1) we considered all 2D subspaces (n = 2), that
is all possible combinations of pairs of observables in the cata-
logues (e.g. (G, $), (σ$, µδ), etc); and 2) we computed the KLD
for 3D subspaces (n = 3) for small regions on the sky, with two
of the three observables being α and δ. In both cases, we ex-
cluded outliers by considering 99% of the data for each observ-
able (e.g. for the G-magnitude, the range used for Gaia EDR3 is
11.69 - 21.62).

Figure 40 shows the distribution of KLD values for the 2D
comparison between Gaia EDR3 and Gaia DR2. While a few
2D subspaces lie very close to the 1:1 line, indicating a similar
behaviour in Gaia EDR3 and Gaia DR2, there is a large set of
subspaces for which the KLD has decreased in Gaia EDR3. Fur-
thermore, these sets follow a parallel track to the 1:1 line, with
an offset of about 0.17. These are mostly subspaces involving
astrometric uncertainties. This decrease can be fully attributed
to the smaller uncertainties since the KLD is the relative en-
tropy log[p(x)/q(x)] weighted by the distribution of p(x) values,
which have become smaller in the case of the uncertainties. The
subspaces with the largest decrease in the KLD for Gaia EDR3
are those including photometric uncertainties, as may be ex-
pected. On the other hand, a few subspaces depict an increase
in the KLD, and these are mostly subspaces combining the num-
ber of observations or visibility periods. In this case, the range
of the parameter has increased significantly from Gaia DR2 to
Gaia EDR3.

We also computed the KLD in 3D in four circular patches
on the sky, each with a radius of 5 deg, and centred on (l,b)
= (−90◦,−45◦), (−90◦, 45◦), (90◦,−45◦), and (90◦, 45◦), respec-
tively. As for Gaia DR2, patches that are symmetric with re-
spect to the Galactic plane exhibit a similar behaviour. However,
there is also a strong dependence on their location with respect
to the scanning law. When compared with Gaia DR2, we find
Gaia EDR3 to be systematically less clustered in subspaces con-
taining astrometric or photometric information, for example (see
e.g. Fig. 33). We interpret this as an improvement on the system-
atics introduced by the scanning law. Nonetheless, we still find
some amount of residual clustering in the astrometric parame-
ters which appear to be sensitive to the orientation of the visits,
and not just the number of observations (as seen, for example, in
Fig. 12).

The global analyses performed here thus confirm that the
quality of Gaia EDR3 has improved significantly compared to
that of Gaia DR2. The largest improvement is found for the pho-
tometry, since some ‘systematics’ associated to the imprint of the
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Fig. 38. Colour magnitude diagram in the inner (blue) and outer (black) regions of NGC 5986 in three different areas: inner 50% and outer 50%
(left); inner 25% and outer 25% (centre); and inner 10% and outer 10% (right).

Fig. 39. Residuals of the difference between G and F606W HST mag-
nitudes as a function of G in M4 in the colour range (GBP − GRP) =
1.4-1.5 mag (see text for detail).

scanning law pattern are still present in the astrometric parame-
ters and their uncertainties.

6. Conclusions and recommendations

Gaia EDR3 provides updated astrometry and photometry for
1 811 709 771 sources. Of these, 19.0% have a 2p astrometric
solution, that is to say only a position, 32.3% have a 5p solution,
that is also including the parallax and proper motion, and 48.7%
have a 6p solution where also a colour parameter, the pseudo-
colour, is determined. For the photometry, the catalogue gives G
magnitudes for 99.7% of the sources, GBP for 85.1%, GRP for
85.8%, and a GBP −GRP colour for 85.0%.

In this paper, we have presented a series of tests aimed at
illustrating the quality of the catalogue, with an emphasis on
known issues as it is natural for a validation paper. The idea
has been that these examples can serve as a guide for actual use
cases. In many tests, we have used rather strict selection criteria

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
GAIA DR2

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

G
AI

A 
ED

R3
Mutual information between observables

Fig. 40. Comparison of 2D KLD between Gaia EDR3 and Gaia DR2.
The 1:1 line is shown in red, while subspaces for which KLD was devi-
ated by at least 10% with respect to DR2 are shown as ‘*’, respectively.
The blue dashed line is a guide to the low KLD sequence at an offset of
about 0.17 from the 1:1 line.

in order to better answer certain questions, but selection criteria
should always be chosen to fit the case at hand. For convenience,
we summarise the principal recommendations from this valida-
tion exercise in Table 2. Additional advice and recommendations
can be found in the astrometric and photometric processing pa-
pers (Lindegren et al. 2020b; Riello et al. 2020).

The catalogue is the third in a series, and it is natural to check
where it stands compared to the previous release, Gaia DR2. In
particular, we note the following.

– It contains 7% more sources.
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Table 2. Principal recommendations for using Gaia EDR3.

Item Recommendation Reference
Find a DR2 source Use dedicated neighbourhood

table
Sect. 2.1

Isolated source? For astrometry: check ruwe
and image parameter statistics.
For GBP and GRP: check statis-
tics on blended and contami-
nated transits

Fig. 14,
Table B.1

Parallax zero point Consider applying the cor-
rection by Lindegren et al.
(2020a)

Sect. 3

Spurious astrome-
try

Check – statistically – for the
presence of spurious parallaxes
and proper motions

Sect. 3.2

Missing G Alternative G photometry is
available

Sect. 4.1

G magnitude A small correction should be
added for 6p solutions

Sect. 4.3

GBP magnitude Be aware of a strong bias for
GBP > 20.5 mag

Sect. 4.2

GRP magnitude Be aware of a strong bias for
GRP > 20 mag

Sect. 4.2

Colour Use G − GRP instead of GBP −

GRP when faint red sources are
included

Sect. 4.2

G, GBP, GRP coher-
ence

Check the C∗ value defined by
Riello et al. (2020)

Sect. 4.6

– It presents parallaxes and proper motions for 10% more
sources.

– It has a high completeness until G ∼ 19 mag, cf. Sect. 2.2.
– The completeness has improved in dense areas, cf. Sect. 2.4.
– The angular resolution has improved but is still dropping fast

below 0′′.7, cf. Sect. 2.3.
– Source identifiers from Gaia DR2 have, in general, been

maintained for 97% of the sources, cf. Sect. 2.1, but it is
not advisable to rely on the identifier alone. If the counter-
part of a Gaia DR2 source is sought, we recommend using
the table gaiaedr3.dr2_neighbourhood instead, which is
available in the Gaia archive.

– A little more than half a percent of Gaia DR2 sources are not
found in Gaia EDR3 within 50 mas, cf. Sect. 2.1. They are
mostly faint and some are likely to be spurious sources.

– The catalogue contains several fields that help to iden-
tify sources with a close neighbour. In addition to
the parameters detailing the internal consistencies of
the astrometric and photometric solutions already in
Gaia DR2, the catalogue now also provides statistics on
the images themselves, such as ipd_frac_multi_peak,
ipd_harmonic_gof_amplitude, etc., cf. Table B.1.

– For a guide to the full list of parameters, we recommend the
datamodel description in the online documentation.15

For the astrometry, the precision has significantly benefited
from the additional year of observations. In addition, we notice
the following.

– There are fewer sources than in Gaia DR2 with incomplete
astrometry (2p), for example 1.5% as compared to 2.4% for
G < 19 mag, which is mainly due to the increase in number
of observations, cf. Sect. 2.6.

15 https://gea.esac.esa.int/archive/documentation/
GEDR3/Gaia_archive/chap_datamodel/

– A significant number of 2p solutions, more than half for G <
19 mag, are caused by the insufficiency of a 5p or 6p source
model, cf. Sect. 2.6.

– In specific sky areas, there can be mean differences in posi-
tion with respect to Gaia DR2 at the 1 mas level.

– The systematic errors in parallax – as shown by QSOs – are
significantly smaller than in Gaia DR2, cf. Sect. 3.3. They
can be further diminished by applying the corrections de-
tailed in Lindegren et al. (2020a), and we recommend fol-
lowing the guidelines from that paper.

– High proper motion sources now have a much improved reli-
ability with no negative parallaxes for sources with motions
above 300 mas yr−1, cf. Sect. 2.5.

– We have 1.6% spurious solutions among sources with
$/σ$ > 5, cf. Sect. 3.2, but this fraction is much less for
brighter sources and for 5p solutions. We recommend test-
ing any specific sample, designed to contain only positive
parallaxes, by also selecting the corresponding sample with
negative parallaxes.

– Parallax uncertainties are underestimated, but less than for
Gaia DR2, cf. Sect. 3.7.

– Parallaxes have up to a +0.02 mas level offset in zero point
for sources brighter than G = 13 mag as shown in binaries
and in clusters. It is mostly removed when applying the Lin-
degren et al. (2020a) parallax correction.

– Parallaxes for 6p solutions show a clear correlation with the
pseudo-colour in the LMC, which is largely removed with
the Lindegren et al. (2020a) correction.

– Proper motions in right ascension have a small offset of
0.01 mas yr−1 for sources brighter than G = 13 mag, cf.
Figs. 22 and 25. This is seen in proper motion pairs as well
as in clusters.

– The quality indicators ruwe and astrometric_gof_al are
strongly underestimated for bright sources in crowded areas,
cf. Sect. 3.12.

For the photometry, nearly all issues found with Gaia DR2
(Arenou et al. 2018) are either solved or have improved sig-
nificantly. Still, the blue and red GBP and GRP photome-
try has a series of issues of its own. This photometry is
based on prism spectra and has therefore – by design – a
limited angular resolution. Each observation contains a sub-
stantial flux from the sky background, limiting the perfor-
mance for faint sources. To help judge the reliability of the
photometry, the excess factor, phot_bp_rp_excess_factor,
gives a simple measure of the consistency between the three
fluxes. For GBP and GRP, which collect the flux in a rel-
atively wide window, the number of transits with other
sources within (phot_bp_n_blended_transits) or close to
(phot_bp_n_contaminated_transits) the window, can be
useful but it is important to only count, of course, well known
sources.

For the photometry we notice the following.

– The trend in G as a function of G, which was pronounced in
Gaia DR2, has been significantly reduced in Gaia EDR3.

– The indications of a discontinuity in the G magnitude around
G = 10.87 and 13 mag are much weaker in Gaia EDR3 than
in Gaia DR2, cf. Sect. 4.4.1.

– Sources, where a reliable colour was not known at the be-
ginning of the Gaia EDR3 processing were processed using
a default colour. They constitute a significant fraction of the
catalogue and Riello et al. (2020) recommend a correction to
the G photometry for such sources, in particular those with
astrometric 6p solutions, see Sect. 4.3 for example, where it
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is demonstrated to work. The correction is typically a hun-
dredth of a magnitude and can of course only be applied if a
reliable colour is now known, which is the case for 86% of
the 6p solutions.

– The GBP and GRP photometry is much less affected by sys-
tematic errors in the background subtraction than they were
in Gaia DR2.

– The completeness of GBP and GRP is reduced in dense fields.
– Photometry in GBP that is fainter than about 20.5 mag and

in GRP that is fainter than about 20 mag is heavily biased
towards brighter values as illustrated in the simulations in
Figs. 29 and 30. The cause is discussed in Riello et al. (2020)
and well understood, cf. Sect. 4.2. We therefore recommend
the use of the colour G − GRP instead of GBP − GRP for
samples including faint, red sources (GBP fainter than about
20.5 mag).

Also a global, statistical analysis, cf. Sect. 5, confirms that
the systematics of Gaia EDR3 have improved significantly com-
pared to that of Gaia DR2. The more notable improvement, seen
in this way, is found for the photometry, since some ‘systemat-
ics’ associated to the imprint of the scanning law pattern are still
present in the astrometric parameters and their uncertainties.
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Appendix A: Completeness in globular clusters

Appendix B: Gaia-specific terms

Below, in Table B.1, we give short definitions of Gaia-related
terms appearing in this paper. Several are fields in the Gaia cata-
logue and detailed explanations are available in the Gaia EDR3
datamodel description.
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Table A.1. Completeness tables for 26 GCs. Core: r < 0.5 arcmin. Out: 0.5 < r < 2.2 arcmin.

Name Region G
11 – 13 12 – 14 13 – 15 14 – 16 15 – 17 16 – 18 17 – 19 18 – 20 19 – 21 20 – 22

LYN07 core – – – – – – 50 37 14 4
LYN07 out – – – – 57 52 39 34 19 6
NGC0104 core 40 7 2 0 0 0 0 0 0 0
NGC0104 out 100 75 68 47 22 3 1 0 0 0
NGC0288 core – – – – – – 72 51 21 3
NGC0288 out – – – 99 92 89 81 67 37 10
NGC1261 core – – – 82 77 57 20 2 0 0
NGC1261 out – – – 100 100 94 73 42 18 4
NGC1851 core – – 50 42 31 13 2 0 0 0
NGC1851 out – – – 99 94 80 50 25 10 2
NGC2298 core – – – – 89 85 52 23 8 2
NGC2298 out – – – – 98 96 92 83 58 19
NGC4147 core – – – – – 73 50 24 9 2
NGC4147 out – – – – – 100 87 85 44 12
NGC5053 core – – – – – – – 96 61 20
NGC5053 out – – – – – 100 96 97 65 19
NGC5139 core – – 25 19 6 0 0 0 0 0
NGC5139 out 97 64 51 38 13 1 0 0 0 0
NGC5272 core – – 74 62 45 12 1 0 0 0
NGC5272 out – 100 100 93 84 56 25 9 2 0
NGC5286 core – – 68 55 39 19 3 0 0 0
NGC5286 out – – 91 94 89 74 50 21 6 1
NGC5466 core – – – – – – – 79 46 14
NGC5466 out – – – – 100 100 98 97 67 21
NGC5927 core – – – 79 77 61 16 1 0 0
NGC5927 out – – 91 83 87 80 58 19 5 0
NGC5986 core – – – 66 64 41 10 0 0 0
NGC5986 out – – 93 90 92 79 54 22 7 1
NGC6121 core – – – 76 64 47 23 3 0 0
NGC6121 out – 96 93 86 85 74 58 36 12 1
NGC6205 core – – 89 65 35 7 0 0 0 0
NGC6205 out 98 100 100 95 81 47 16 4 0 0
NGC6366 core – – – – – – 78 69 52 20
NGC6366 out – – – 89 85 82 85 82 62 24
NGC6397 core – – 68 55 41 21 6 0 0 0
NGC6397 out – 100 98 90 84 73 53 30 9 1
NGC6656 core – – 82 63 24 3 0 0 0 0
NGC6656 out 94 93 85 75 55 17 3 0 0 0
NGC6752 core – 85 61 39 14 3 0 0 0 0
NGC6752 out – 100 100 93 78 48 22 6 0 0
NGC6779 core – – – – 83 72 37 7 1 0
NGC6779 out – – 92 90 88 86 72 51 24 5
NGC6809 core – – – – – 59 29 6 0 0
NGC6809 out – – 100 100 93 81 53 19 2 0
NGC6838 core – – – – – 79 68 44 15 1
NGC6838 out – – 93 91 78 87 84 70 41 9
NGC7099 core – – – 56 41 17 5 1 0 0
NGC7099 out – – – 100 91 77 56 34 13 2
PAL01 core – – – – – – – – 86 47
PAL01 out – – – – – – – 84 80 28
PAL02 core – – – – – – 93 80 37 12
PAL02 out – – – – – – 92 91 62 22

Table B.1. Short definitions for Gaia-related terms.

Term Description
AC Gaia ACross scan (direction)
astrometric_gof_al GoF for the astrometric solution
GoF goodness of fit, reduced χ2, e.g. for image fitting or for the astrometric solution
IPD Image Parameters Determination, estimating location and flux for each CCD window
ipd_frac_multi_peak percentage of CCD transits where additional images were seen
ipf_frac_odd_win percentage of incompletely sampled CCD transits
ipd_harmonic_gof_amplitude scan angle dependent variation of GOF for the image fitting
ipd_harmonic_gof_phase phase of the IPD GoF versus position angle of scan
parallax_over_error $/σ$

PhotPipe photometric pipeline, software system for the photometric calibration
phot_bp_rp_excess_factor sum of GBP and GRP fluxes divided by the G flux
pseudocolour wave number determined as the 6th parameter for 6p astrometric solutions
ruwe renormalised unit weight error
SSC spectral shape coefficient: the flux in a certain section of the GBP or GRP spectrum
visibility period set of transits for a source with no time gap exceeding four days
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