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Abstract—We formulate and analyze a generic sequential
resource access problem arising in a variety of engineering fields,
where a user disposes a number of heterogeneous computing,
communication, or storage resources, each characterized by the
probability of successfully executing the user’s task and the
related access delay and cost, and seeks an optimal access strategy
to maximize her utility within a given time horizon, defined
as the expected reward minus the access cost. We develop an
algorithmic framework on the (near-)optimal sequential resource
access strategy. We first prove that the problem of finding an
optimal strategy is NP-hard in general. Given the hardness result,
we present a greedy strategy implementable in linear time, and
establish the closed-form sufficient condition for its optimality.
We then develop a series of polynomial-time approximation
algorithms achieving (ε, δ)-optimality, with the key component
being a pruning process eliminating dominated strategies and,
thus maintaining polynomial time and space overhead.

I. INTRODUCTION

We consider the following generic resource access problem:
a user needs to execute a communication or computing task;
there are a set of resources she may access; by accessing
resource i, she can successfully execute her task with prob-
ability pi and in that case obtains a unit reward; accessing
resource i incurs a cost ci and delay di; the user seeks a
sequential resource access strategy maximizing her expected
utility, defined as the expected reward minus the cost, within
a time horizon T corresponding to the maximal delay she
disposes to complete her task.

The above resource access problem arises in a variety of
engineering fields, where a decision maker disposes a number
of heterogeneous computing, communication, or storage re-
sources, and needs to find an optimal strategy to access them to
execute her task. Examples fitting into this formulation include
communication and computing task offloading, cached data
access, opportunistic forwarding, and user-centric network se-
lection (cf. Section II for a detailed description). Theoretically,
the intrinsic problem structure we attempt to capture in our
formulation is the sequential selection of resources with a
hard time constraint. We believe that such formulation, despite
being generic, can provide valuable insights in many emerging
networking, communication, and computing scenarios.

Furthermore, application examples of our formulation ex-
tend well beyond the realm of communication and networking,
and include a class of sequential searching problems that
can be formulated by the following intuitive example. Given
a number of places, each having a certain probability of

containing a prize (e.g., a fugitive actively searched by the
police), an agent aims at finding the prize by searching the
places. Searching a place incurs certain cost and delay. The
agent seeks an optimal sequence of places to search in order
to maximize the overall probability of finding the prize while
limiting the searching cost within a given time horizon.

Motivated by the above observation, we embark in this
paper on a systematic analysis of the sequential resource
access problem in its generic form. By generic we mean that
no specific problem or context is assumed for the analysis.
The only important assumption, made mainly for mathematical
tractability, is the independence of success probability among
resources. While limiting the applicability of our analysis to
some extent, this assumption is justified in many practical
situations, where resources are independent one to the other.
In case where resources are correlated among them, our model
can be extended by taking into the account such inter-resource
correlation by e.g., forming super-resources representing cor-
related ones. We leave a detailed analysis of the correlated
case for future research. Despite the generic nature of our
analysis, the algorithms we develop are readily implementable
once instantiated with system parameters.

Our major technical contribution in this paper is a compre-
hensive algorithmic framework deriving the optimal or near-
optimal sequential resource access strategy. To this end, we
first analyze the homogeneous case where the access time di
is the same among resources. We present a greedy strategy that
can be implemented in linear time and mathematically estab-
lish sufficient conditions for its optimality. We then develop
a polynomial-time algorithm that gives an optimal strategy
and design a preprocessing procedure to further reduce its
complexity. We then turn to the heterogeneous case where
the access time may be different among resources. We prove
that the problem of finding an optimal strategy is NP-hard.
Given its hardness, we develop a series of polynomial-time
approximation algorithms approaching an optimum solution
in the sense of (ε, δ)-optimality.

The paper is organized as follows. In Section II we formal-
ize the sequential resource access strategy and present some
structural properties. In Sections III and IV, we develop a set
of greedy and approximation strategies for the homogeneous
and heterogeneous cases, respectively. Section V presents the
simulation results. We review related work in Section VI.
Section VII concludes the paper.



II. MODEL AND PROBLEM FORMULATION

We consider the sequential resource access problem for-
mulated in the Introduction. The user disposes a set N of
N resources; each resource i is characterized by a triple
(pi, ci, di), known to the user, corresponding to the success
probability, access cost, and access delay of the resource. Our
goal is to design an optimal resource access strategy, concisely
termed as strategy, that maximizes the utility of the user within
a time horizon T .

A. Assumptions

The formulation of our problem hinges on the following
two assumptions.

First, resources are mutually independent. This assumption
is justified in many practical situations. For example, resources
may map to distinct communication channels where the prob-
ability of accomplishing a transmission in one channel is
independent to that of the other; resources may also map to a
set of hard disks where their failure probabilities are mutually
independent. In case of correlated resources, our model can be
extended by taking into the account such inter-resource corre-
lation by, e.g., forming super-resources representing correlated
ones.

Second, resources are selected without replacement. That is,
we focus on the case where the probability pi of each resource
πi represents the uncertainty about its availability, which is
revealed once πi is accessed. This assumption is valid when
the environment is relatively stable during the access process,
e.g., in the slow fading case, where each resource maps to a
wireless channel, with the channel coherence time longer than
the time horizon T .

B. Sequential Resource Access Problem Formulation

Mathematically, a strategy π can be defined as an ordered
set of resources {π1, · · · , πn), πi ∈ N for 1 ≤ i ≤ n,
that the user accesses sequentially. We denote the number
of resources accessed in π by n. As resources are selected
without replacement, we have n ≤ N . We are particularly
interested in the case where n is significantly smaller than N ,
thus requiring a carefully designed access strategy.

We define the following function U(π) to denote the user’s
utility as a function of her strategy π.

U(π) , R(π)− C(π).

Specifically, U(π) is defined as the expected reward minus
the cost. R(π) , 1 −

∏n
i=1(1 − pπi) denotes the expected

normalized reward, where the user gets a unit reward (e.g., one
euro) if she successfully executes her task before the deadline.

C(π) ,
n∑
i=1

i−1∏
j=1

(1− pπj )

 pπi

(
i∑

k=1

cπk

)

+

 n∏
j=1

(1− pπj
)

( n∑
k=1

cπk

)
denotes the expected normalized cost (e.g., also in euro),
where

[∏i−1
j=1(1− pπj )

]
pπi is the probability that the user

Section II: model and problem formulation

N Set of accessible resources, N = |N |
pi Success prob. of resource i
qi 1− pi
ci Access cost of resource i
di Access delay of resource i
T Maximal delay bound
π Resource access strategy, π = (π1, · · · , πn)
n Number of resources in π, n = |π|
d(π) Access delay of strategy π, d(π) =

∑n
i=1 dπi

π∗ Optimal feasible resource access strategy
Π Set of all resource access strategies
Πf Set of all feasible resource access strategies
U(π) Utility function
V (π) Pseudo-cost function, V (π) = 1− U(π)

Section III: the homogeneous case

yi Rank of qi among all q’s
zi Rank of ci among all c’s
π̂ Resource access strategy output by our algorithms

Section IV: the heterogeneous case

cmin mini∈N ci
dmin mini∈N di, normalized to 1

d̂i Discretized access delay
V̂ Discretized pseudo-cost
d̂(π) Discretized access delay of π, d̂(π) =

∑|π|
i=1 d̂πi

λ Scaling parameter corresponding to access time
µ Scaling parameter corresponding to pseudo-cost

TABLE I. Main notations

fails in executing her task with the resources π1 to πi−1 and
succeeds with resource i with

∑i
k=1 cπk

being the related cost,∏n
j=1(1 − pπj ) is the probability of failure with all the n

resources in π with
∑n
k=1 cπk

being the related cost.
For ease of presentation, we define a pseudo-cost function

V (π) , 1− U(π).

The problem of maximizing the utility function U(π) maps
to minimizing the pseudo-cost function V (π). We next give
the definition of feasible strategy and formulate the sequential
resource access problem.

Definition 1 (Feasible strategy). For any strategy π ,
{πi}ni=1, let d(π) ,

∑n
i=1 dπi

denote the access delay of π.
We call π feasible if its access delay does not exceeds T , i.e.,
d(π) ≤ T . We denote Πf the set of all feasible strategies.

Example 1. The user disposes 100 resources, half with access
delay di = 1, termed as type-I resources, half with di = 2,
termed as type-II resources, and finite-horizon T = 3. The
feasible strategy set Πf consists of the following categories
of strategies: (1) accessing 1, 2, or 3 type-I resource(s), (2)
accessing 1 type-II resource, (3) accessing 1 resource per type.

Problem 1 (Sequential resource access). The sequential re-
source access problem seeks a feasible strategy π minimizing



the pseudo-cost function V (π), i.e., minπ∈Πf
V (π).

Our problem is by nature a combinatorial optimization
problem. Consider a degenerated case with zero access cost.
The problem becomes purely combinatorial and can be alge-
braically formulated as the following Knapsack problem.

min
π

∑
i∈π

log(1− pi),

subject to the Knapsack constraint minπ
∑
i∈π di ≤ T . The

order of accessing resources does not matter in this case. On
the other hand, in the generic setting, the user may tend to
access more reliable resources with high pi’s; these resources
may also incur larger access delay and cost; therefore, she
needs to strike a balance among the success probability, access
cost, and delay. Moreover, the order of the accessed resources
is also important and needs to be optimized.

C. Applicability of Our Problem Formulation

Our generic formulation of the sequential resource access
problem is readily applicable in a wide range of resource
access problems in emerging communication and computing
applications. Below we give three concrete examples.

Data Access in Network Caching. Caching is widely
deployed in emerging networking systems such as 5G edge and
in-network caches [7], content delivery networks (CDN) [5].
In network caching systems, a cache can be regarded as a data
store holding a subset of data that may be accessed by users.
Intuitively, knowing which item is stored in each data store can
significantly improve user experience. However, maintaining
such information may be too expensive. As an alternative so-
lution, it is more practical to maintain an approximate catalog
of items at each data store based on compact data structures
such as Bloom filters [6]. The price to pay for the space
compactness is the well-known false positive, where a Bloom
filter returns a positive response while the corresponding data
item is not stored at the data store. The false positive rate of
a Bloom filter of size m and k hash functions storing n data
items is

[
1− (1− 1/m)kn

]k
, approximately

(
1− e−kn/m

)k
.

Now consider the the situation where a user needs to fetch
a data item. There are a number of candidate data stores
returning positive responses after checking the corresponding
Bloom filters. Accessing each data store i incurs a cost ci
and delay di. The user disposes time T to fetch the data
item. She gets a reward r1 if successfully fetching it by the
deadline, and pays a penalty r2 otherwise. We can formulate
two optimization problems faced by the user. In the first
problem, investigated in [11], the user can access multiple
data stores and seeks an optimal set of data stores to access
simultaneously. The second problem captures the situation
where the user is limited to access one cache each time, but
can perform multiple queries sequentially as long as the total
delay does not exceed T . Compared to accessing multiple
caches simultaneously, sequential access can reduce the user’s
total access cost. The sequential data access problem can
be formulated by our sequential resource access problem by

mapping the false positive rate of the Bloom filter of cache i
to 1−pi, and normalizing the user’s reward, penalty, and cost.

Interest Forwarding in Information Centric Networks
(ICN). In ICNs [18], a content is typically divided into chunks.
Each chunk is addressed by a unique ID and may have many
identical cached copies in the ICN routers across the Internet.
A chunk is located and requested by forwarding the so-called
interests. A user can forward her interest to one or more
neighbor ICN routers. If there is no bandwidth or other cost
limitation, the user can forward her interest to all available
neighbors. However, if there is a bandwidth limitation, or the
user has to pay for the interest or delivered content, then
she needs to carefully choose which neighbors to forward her
interest and in what order, rather than simple flooding [4]. By
mapping the neighbor set to N , the probability that neighbor
i can return a copy of the searched chunk to pi, the average
response delay and the access cost to di and ci respectively, the
ICN interest forwarding problem can be cast to the sequential
resource access problem.

Opportunistic Packet Forwarding. In opportunistic packet
forwarding, a user needs to decide the sequence of invoking
a set of potential forwarders to transmit a data packet. Each
forwarder i has a certain probability pi of successfully execut-
ing the transmission task depending on its channel condition,
which is assumed to be stable during the considered time
horizon. Invoking forwarder i incurs a cost ci (e.g., in terms
of energy consumption) and delay di. The user seeks an
optimal sequential strategy to invoke a subset of forwarders
to maximize the packet delivery rate within the tolerable
delay T by taking into account the related cost. This optimal
opportunistic forwarding problem also fits in our formulation.

D. Structural Properties of Optimal Feasible Strategy

We conclude this section by showing the following struc-
tural properties of V (π) and any optimal feasible strategy π∗.
To streamline our presentation and due to page limit, readers
are referred to the anonymous technical report [1] for the proof
of all the lemmas and theorems.

Lemma 1 (Structural properties of V (π)). Define qi , 1−pi,
∀i ∈ N . The following properties hold1:

1) V (π) =

n∏
i=1

qπi
+

n∑
i=1

i−1∏
j=1

qπj

 cπi
;

2) If qπi + cπi ≤ 1 for 1 ≤ i ≤ n, then V (π) ≤ 1;
3) Given any strategy π, if there exists a resource πk ∈ π

such that qπk
+ cπk

> 1, it holds that V (π) > V (π−k),
where π−k denotes the strategy by removing πk from π.

The first property of Lemma 1 demonstrates that V (π)
consists of two terms: (1) the expected normalized loss due to
failing to execute the task

∏n
i=1 qπi

, (2) the expected aggre-
gated access cost

∑n
i=1

(∏i−1
j=1 qπj

)
cπi

. The second property
can be explained intuitively. Upon accessing each resource πi,
the user gets an expected reward pπi , with an incurred access

1To make the notation concise, we denote
∏i
j=1 qπj = 1 for i < 1.



cost cπi
. If the expected reward outweighs the cost for each

resource πi, i.e., pπi ≥ cπi , the global utility U(π) is logically
non-negative. It follows that V (π) = 1−U(π) ≤ 1. Note that
pπi

= 1 − qπi
, a sufficient condition to achieve V (π) ≤ 1

is qπi
+ cπi

≤ 1, as stated in the second part of Lemma 1.
The third property demonstrates that any rational user never
accesses any resource i where qi+ci > 1, as simply removing
it improves the performance. We can thus safely focus on the
case where qi + ci ≤ 1 holds for 1 ≤ i ≤ N .

Lemma 2 (Structural properties of optimal strategy π∗). Let
π∗ denote an optimal strategy, it holds that pπ∗

i
/cπ∗

i
is non-

increasing in i, i.e., pπ∗
i
/cπ∗

i
≥ pπ∗

i+1
/cπ∗

i+1
, 1 ≤ i ≤ |π∗|−1.

Lemma 2 demonstrates that, once the set of resources to
access at π∗ is determined, it suffices to access them in
decreasing order of pi/ci. In other words, our problem can be
transformed to finding an optimal set of resources to access,
which is by nature a combinatorial optimization problem.

III. THE HOMOGENEOUS CASE

This section focuses on the homogeneous case where the
access delay di is identical among resources. To make the nota-
tion concise without losing generality, we set di = 1,∀i ∈ N ,
i.e., the user can access at most T resources. Our motivation
of starting with the homogeneous case is to tackle the problem
in a progressive way. As we will demonstrate in this section,
analyzing the homogeneous case allows us to obtain more
insights on the structure of an optimal strategy, which are
useful in the study of the heterogeneous case. We emphasize
that the homogeneity only concerns the access delay. Other
parameters, such as success probability and access cost, may
still be heterogeneous among resources.

A. A Greedy Strategy Based on pi/ci
We first investigate a greedy strategy sequentially accessing

T resources2 in the decreasing order of pi/ci, as formal-
ized in Definition 2. Our greedy strategy is motivated by
the structural property of an optimal strategy in Lemma 2.
From an economic angle, the greedy strategy sequentially
chooses T resources by decreasing ratio of success probability
(representing profit in certain sense) to access cost. To make
our analysis concise, we assume that for any pair of resources
i and j, ci 6= cj .3

Definition 2 (Greedy strategy). The greedy strategy consists
of sequentially accessing T resources by decreasing ratio
pi/ci, in case of tie choosing the resources by increasing
ci. Mathematically, by sorting the resources such that for
each 1 ≤ i ≤ N − 1 either (1) pi/ci > pi+1/ci+1 or
(2) pi/ci = pi+1/ci+1 and ci < ci+1, the greedy strategy
sequentially accesses the first T resources.

2By sequentially accessing a set of resources, we mean by accessing
sequentially those resources until a success or the end of time horizon T .

3In case of tie where ci = cj , we add a small quantity ε to either ci or cj
to break the tie, which leads to at most ε in the utility of the optimal strategy.
Our analysis can thus be extended in the generic case.

In Theorem 1, we establish the sufficient condition under
which the greedy strategy is optimal. In the sequel analysis we
assume that the resources are sorted according to Definition 2.

Theorem 1 (Optimality condition of greedy strategy). If ci <
ci+1 and pi−pi+1

ci−ci+1
< 1 hold for 1 ≤ i ≤ N−1, then the greedy

strategy is the only optimal strategy.

By treating pi as a function of ci, the condition pi−pi+1

ci−ci+1
<

1 can be essentially regarded as the discrete version of the
economic property on the marginal utility ∆p/∆c. What we
essentially demonstrate is that, if pi does not increase as much
as ci among resources, then the greedy strategy is optimal.

Despite our efforts in characterizing the optimality of
the greedy strategy, the optimality condition established in
Theorem 1 may be too stringent in many cases, and the
greedy strategy may be far from optimal. To illustrate this,
we consider an example where N = 2, p1 = 0.2, c1 = 0.1,
p2 = 0.9, c2 = 0.5, and T = 1; clearly the greedy strategy
accesses resource 1 leading to utility 0.1; however, the optimal
strategy is to access resource 2 leading to utility 0.4.

Motivated by the above analysis, we proceed to derive the
optimal strategy in the generic case.

B. Optimal Strategy based on Dynamic Programming

As in the previous subsection, we sort resources by de-
creasing pi/ci. By Lemma 2, an optimal strategy corresponds
to accessing a subset of resources in that order. It remains to
find the subset. To this end, we define an auxiliary function
V̂ (r, l) (0 ≤ r ≤ T , r ≤ l ≤ N ) to denote the minimal
expected pseudo-cost by accessing at most r among the first
l resources, i.e., V̂ (r, l) , minπ⊆Nl,|π|=r V (π), where Nl
denotes the subset of N containing the first l resources.

The optimal algorithm we develop is based on dynamic
programming, hinging on the following recursive property:

V̂ (r, l) = min{cl + ql · V̂ (r − 1, l − 1), V̂ (r, l − 1)},
1 ≤ r ≤ T, r ≤ l ≤ N. (1)

The above property follows from the observation that V̂ (r, l)
is the minimum of the following two strategies: (1) an optimal
strategy that accesses (r−1) resources among the first (l−1)
resources followed by accessing resource l, (2) an optimal
strategy that accesses r resources among the first (l − 1)
resources without accessing resource l. The border values are
given by V̂ (0, l) = 1, 0 ≤ l ≤ N .

The pseudo-code of our optimal algorithm is described in
Algorithm 1, essentially consisting of two iterations (except
the first for iteration for initialization). The first iteration
computes the values of V̂ (r, l). Note that we only compute
V̂ (r, l) for r = 1 to T and l = r to (N − T + r) for a
given r, because these are sufficient to calculate the optimal
cost V̂ (T,N). This can be physically implemented by a
T × (N − T + 1) array. The second iteration starts from
(T,N) and traces back to (1, 1) to derive the optimal strategy
π∗. During this process, r traces the current index of the
resource accessed in π∗. Both the time and space complexity
of Algorithm 1 is O(NT ), or more precisely, O((N − T )T ).



Algorithm 1 Finding optimal strategy: homogeneous case

1: Input: T , {qi, ci}1≤i≤N
2: Output: an optimal strategy π∗ = {π∗r}1≤r≤T
3: Sort resources by decreasing pi/ci
4: for l = 1 to N do
5: V̂ (0, l)← 1
6: end for

7: for r = 1 to T , l = r to N − T + r do
8: if cl + ql · V̂ (r − 1, l − 1) ≤ V̂ (r, l − 1) then
9: V̂ (r, l)← cl + ql · V̂ (r − 1, l − 1)

10: else
11: V̂ (r, l)← V̂ (r, l − 1)
12: end if
13: end for

14: r ← T
15: for l = N to 1 do
16: if cl + ql · V̂ (r − 1, l − 1) ≤ V̂ (r, l − 1) then
17: π∗r ← l
18: r ← r − 1
19: end if
20: end for

Finding an optimum strategy can be cast to finding a path
between the root of a tree to a leaf. This formulation helps
us gain more insights on the problem. Specifically, we build
a graph G , (V, E), where the set of vertexes V , {(r, l)},
0 ≤ r ≤ T, r ≤ l ≤ N . We add an edge between the vertexes
(r, l) and (r−1, l−1) if cl+ql·V̂ (r−1, l−1) ≤ V̂ (r, l−1), and
between vertexes (r, l) and (r, l−1) otherwise, where V̂ (r, l) is
derived recursively by (1). We can check that G is a tree rooted
at V̂ (0, 0), and that V̂ (T,N) is a leaf of G. If we can trace
the path between V̂ (0, 0) and V̂ (T,N), we can establish the
optimal strategy. The problem of finding an optimal strategy
thus maps to the problem of finding a path between V̂ (0, 0)
and V̂ (T,N). The last iteration of Algorithm 1 can be regarded
as the procedure of finding such path by tracing from the leaf
V̂ (T,N) back to the root V̂ (0, 0).

C. Complexity Reduction via Preprocessing

As an optimization to further reduce the complexity of
Algorithm 1, we add a preprocessing phase identifying the
resources that are guaranteed to be included (excluded, respec-
tively) in any optimal strategy π∗. The preprocessing allows to
reduce the size of the problem to be solved by Algorithm 1.
Our preprocessing phase hinges on the structural properties
of π∗ given in Lemma 4, which hinges on another structural
property given in Lemma 3 and Definition 3.

Definition 3 (Dominance). Given a pair of resources i and j,
we say that i dominates j in q (in c, respectively) if qi ≤ qj
(ci ≤ cj). We say that i dominates j if i dominates j in both
q and c. The dominance is said to be strict if at least one
inequality holds strictly.

It can be noted that dominance defined above is a partial
order, and that dominance in q and in c are total orders.

Lemma 3. Given any strategy π, if there exists a resource
πk ∈ π dominated by another resource π′k /∈ π, it holds that
V (π) ≥ V (π′), where π′ denotes the strategy by replacing πk
by π′k and keeping the other resources and their order as in
π, i.e., π′j = πj for j 6= k.

Lemma 3 is intuitive to understand in the sense that if
resource π′k is superior to πk in both reward and cost, the
user should choose π′k over πk. Hence, π∗ never contains
any resource dominated by another resource outside π∗. This
intuition is further formalized and generalized in Lemma 4.

Lemma 4. We sort the resources increasingly by qi and ci,
respectively. Let yi and zi denote the rank of resource i based
on the sorting of qi and ci, respectively. The following two
properties hold.

1) If yi + zi ≤ T + 1, then i ∈ π∗.
2) If yi + zi ≥ N + T + 1, then i /∈ π∗.

Armed with Lemma 4, we can develop a preprocessing
procedure identifying all the resources satisfying the proper-
ties in Lemma 4. We can then safely remove all resources
identified by the preprocessing procedure, and only solve
the remaining problem by Algorithm 1 with reduced input
size before reconstructing the optimal strategy by Lemma 2.
The preprocessing is straightforward to implement, whose
pseudo-code is omitted here. The complexity of preprocessing
is dominated by the sorting operation, which sums up to
O(N logN) using heap-based implementation [2].

To gain more quantitative insight on the benefit of prepro-
cessing, we consider a system setting where qi and ci for
each resource i are independently and randomly ranked in
[1, N ]. We can derive the percentage of resources removed by
preprocessing. To this end, for any i ∈ N , we have

Pr[yi + zi ≤ T + 1] =

T∑
y=1

Pr[zi ≤ T + 1− y] · Pr[yi = y]

=

T∑
y=1

T + 1− y
N

· 1

N
=
T (T + 1)

2N2
.

Symmetrically, we have

Pr[yi + zi ≥ N + T + 1] =
(N − T )(N − T + 1)

2N2
.

Denote η the percentage of resources removed by preprocess-
ing in average and let β , T/N , asymptotically we have
η = Pr[yi + zi ≤ T + 1] + Pr[yi + zi ≥ N + T + 1]

' β2 + (1− β)2

2
.

Algebraically we have 0.25 ≤ η ≤ 0.5. The preprocessing
procedure can thus reduce up to half of the total resources
in the best case, thus halving the problem size passed to
Algorithm 1. Even in the worst case where T = N/2
(corresponding to β = 0.5), it can still filter out 25% resources.

IV. THE HETEROGENEOUS CASE

We proceed to the generic case where the access time
is heterogeneous among resources. We develop our analysis



by first demonstrating the hardness of the problem and then
investigating the greedy strategy, followed by the development
of a set of approximation algorithms approaching the minimal
pseudo-cost with polynomial time and space complexity.

Theorem 2 (NP-hardness of sequential resource access). The
sequential resource access problem in Definition 1 is NP-hard.

The proof of Theorem 2, detailed in [1], consists of relating
the sequential resource access problem to the 0− 1 Knapsack
problem which is known to be NP-hard [17]. Given the NP-
hardness of our problem, we explore two directions in the
sequel analysis. The first is to develop specific strategies that
perform optimally under certain conditions. The second is
to design efficient approximation algorithms with bounded
efficiency loss to the optimal utility. By efficient, we mean the
algorithm has polynomial complexity in both time and space.

A. The Greedy Strategy

We consider the greedy strategy defined in Definition 2,
i.e., accessing the resources in the decreasing order of pi/ci
until success, or reaching time T . Theorem 3 establishes the
sufficient conditions for the optimality of the greedy strategy.

Theorem 3 (Optimality condition of greedy strategy). If ci <
ci+1, di ≤ di+1 and pi−pi+1

ci−ci+1
< 1 hold for 1 ≤ i ≤ N − 1, the

greedy strategy is the only optimal strategy.

Theorem 3 essentially demonstrates that the greedy strategy
is optimal if (1) resources with higher access cost also incur
higher delay, e.g., in the scenarios where the access cost is
positively correlated or even proportional to the access delay,
and (2) pi does not increase as much as ci among resources.

More generically, if the access delay and cost are not
positively correlated, the greedy strategy may not be optimal,
motivating our following analysis on the most generic case.

B. Approximation Algorithm Based on Dynamic Programming

In contrast to the homogeneous case, our sequential resource
access problem in the heterogeneous case is NP-hard. We thus
concentrate on developing approximation algorithms achieving
near-optimal performance. We first formalize in Definition 4
the way we approximate an optimal strategy.

Definition 4 ((ε, δ)-optimality). A strategy π is called (ε, δ)-
optimal if V (π) ≤ (1 + ε)V (π∗) and d(π) ≤ (1 + δ)T .

By Definition 4, we allow the total access time to slightly
exceed the given time constraint T . Our formulation makes
sense if the delay constraint is not strictly inviolable so as
to tolerate certain “overflow”. The quantity of such overflow
can be controlled by the parameter δ. When ε = 0, (0, δ)-
optimality degenerates to the standard optimality with a δ
relaxed constraint. When δ = 0, (ε, 0)-optimality degenerates
to the classic ε-optimality. The focus of our work is the devel-
opment and analysis of two polynomial algorithms outputting
an (ε, δ)-optimal strategy.

Our first approximation algorithm, presented in this sub-
section, extends from the dynamic programming approach
in the homogeneous case. The core idea is to discretize
the access delay to O(1/δ) values by scaling and rounding
each di. This discretization step allows us to adapt the dy-
namic programming approach to the generic heterogeneous
case. Specifically, our algorithm runs in two steps. To make
the analysis concise without losing generality, we normalize
dmin , mini∈N di = 1.

Step 1: discretization. Given δ > 0, we set λ , d1/δe as a
scaling parameter4, further replace each di by d̂i , bdiλc /λ,
i.e., we round down the fractional part of di, di−bdic, to the
closest fraction of the form a/λ with a < λ being an integer.

Step 2: dynamic programming. Let T̂ , dT/δe. For any
pair of integers (t, l), 0 ≤ t ≤ T̂ , 1 ≤ l ≤ N , let V̂ (t, l) denote
the minimal expected cost achievable by accessing a subset of
resources among the first l resources with a total delay at
most δT̂ , i.e., V̂ (t, l) , minπ∈Π,d̂(π)≤tδ V (π) where d̂(π) ,∑|π|
i=1 d̂πi . By extending the results in the homogeneous case,

we can establish the recursive property concerning V̂ (t, l).

V̂ (t, l) = min{cl + ql · V̂ (t− d̂lλ, l − 1), V̂ (t, l − 1)},
1 ≤ t ≤ T̂ , 1 ≤ l ≤ N. (2)

The pseudo-code of our approximation algorithm is de-
scribed formally in Algorithm 2. The only notable difference
compared to the homogeneous case is the way how π̂ is
established. Specifically, since we do not know the number
of resources accessed in π̂, we reconstruct π̂ from the last
element backward to the first and then reverse π̂, as depicted
in the last line of Algorithm 2, where REVERSE(π̂) denotes
the operation of reversing π̂. Both the time and space com-
plexity of Algorithm 2 is O(NT̂ ), i.e., O(NT/δ). Theorem 4
establishes the (0, 2δ)-optimality of Algorithm 2.

Theorem 4. Algorithm 2 outputs a (0, 2δ)-optimal strategy.

To further reduce the complexity of Algorithm 2, we can
extend the preprocessing phase developed in the homogeneous
case. It suffices to modify the definition of dominance by
taking into account the heterogeneous access delay as below.
Given a pair of resources i and j, we say that i dominates j
in q (in c, d, respectively) if qi ≤ qj (ci ≤ cj , di ≤ dj). We
say that i dominates j if i dominates j in q, c and d.

C. Improved Approximation Algorithm

By examining Algorithm 2, we observe that the 2-
dimensional table V̂ is not an efficient data structure for our
problem, as some of the entries are not needed to determine
an optimal strategy. Motivated by this observation, we develop
an improved algorithm, whose key idea is exposed as follows.

In addition to discretize di, we also discretize the cost V (π)
for any strategy π by setting µ , dn∗/εcmine and replacing
V (π) by V̂ (π) , bV (π)µc /µ, where n∗ , |π∗| denotes the

4In practice, δ is usually very small. We can thus conveniently approximate
λ as 1/δ and treat it as a large integer.



Algorithm 2 Approximation algorithm: heterogeneous case

1: Input: T , {qi, ci}1≤i≤N
2: Output: a (0, 2δ)-optimal strategy π̂ = {π̂i}1≤i≤|π̂|
3: Sort resources by decreasing pi/ci
4: λ← d1/δe, T̂ ← dT/δe
5: for i = 1 to N do
6: d̂i ← bdiλc /λ
7: end for
8: for l = 0 to N , t = 0 to T̂ do
9: V̂ (t, l)← 1

10: end for

11: for l = 1 to N , t = d̂lλ to T̂ , do
12: if cl + qlV̂ (t− d̂lλ, l − 1) ≤ V̂ (t, l − 1) then
13: V̂ (t, l)← cl + qlV̂ (t− d̂lλ, l − 1)
14: else
15: V̂ (t, l)← V̂ (t, l − 1)
16: end if
17: end for

18: i← 1
19: for l = N to 1 do
20: if cl + qlV̂ (t− d̂lλ, l − 1) ≤ V̂ (t, l − 1) then
21: π̂i ← l, i← i+ 1, t← t− d̂lλ
22: end if
23: end for

24: REVERSE(π̂)

number of resources accessed in π∗.5 Recall that dmin = 1,
we can loosely upper-bound n∗ by T and set µ = T/εcmin.

We then generate a list Γ of all feasible pairs of
(d̂(π), V̂ (π)) (π ∈ Π) where d̂(π) ≤ T . Technically, Γ can
be generated in N iterations. Initially we put (0, 1) in Γ. At
iteration l, from each pair (d̂(π), V̂ (π)), we generate another
pair

(
d̂(π) + d̂l,

⌊
(cl + qlV̂ (π))µ

⌋
/µ
)

if d̂(π)+d̂l ≤ T based

on the recursive property of d̂(π) established in (2), and add
the new pair to Γ if it does not duplicate any existing pair. By
doing so, at the end of iteration l, each pair in Γ represents a
strategy of accessing a subset of resources among the first l
resources, whose total access time is upper-bounded by T , and
inversely, each such strategy is represented by a pair. Once Γ
is established, we return the strategy π̂ corresponding to the
pair with minimal discretized cost V̂ (π̂) as an approximate
optimal strategy.

The above algorithm can be further improved by noting that
not all pairs in Γ are needed to derive an approximate optimal
strategy. In fact we can safely remove a pair (d̂(π), V̂ (π)) if
there exists another pair (d̂(π′), V̂ (π′)) in Γ such that the for-
mer is dominated by the latter in the sense d̂(π) ≥ d̂(π′) and
V̂ (π) ≥ V̂ (π′). After eliminating all dominated pairs, each
remaining pair (d̂(π), V̂ (π)) is Pareto-optimal by satisfying
the following conditions at the end of iteration l: (1) d̂(π) is
the smallest access delay with access cost V̂ (π) if only the

5Without introducing much ambiguity, we use the same notation V̂ as in
Algorithm 2, as they essentially play similar roles in both algorithms.

first l resources are allowed to be accessed, (2) V̂ (π) is the
smallest access cost with access delay d̂(π) if only the first l
resources are allowed to be accessed.

Based on the above idea, we can now modify our improved
algorithm by adding a pruning phase at the end of each
iteration. We sort the pairs in Γ in strictly increasing order
of d̂ and in strictly decreasing order of V̂ due to elimination
of dominated pairs. In iteration l, we produce a new list Γ′

as follows: for each pair (d̂(π), V̂ (π)) ∈ Γ, we add a pair(
d̂(π) + d̂l,

⌊
(cl + qlV̂ (π))µ

⌋
/µ
)

to Γ′ if d̂(π) + d̂l ≤ T .

Since the pairs in Γ is in increasing order of d̂(π), the
process of establishing Γ′ can be terminated whenever a pair
(d̂(π), V̂ (π)) in Γ is reached, for which d̂(π) + d̂l(π) > T .
Once Γ′ is established, we merge Γ′ to Γ by removing
dominated pairs. This is easily accomplished given the strict
ordering of d̂(π) and V̂ (π) in the list. At the end of the last
iteration (iteration N ), the last pair in Γ gives the cost and
the corresponding access delay for an approximated optimal
solution we look for. To reconstruct the set of resources to
access, we can simply add a pointer to each pair, pointing to
the parent pair from which the current pair is generated. Via
these pointers we can trace back from the last pair in Γ to the
first pair (0, 1), and reconstruct the set of resources to access.

The pseudo-code of the improved approximation algorithm
is described in Algorithm 3. The algorithm is mainly com-
posed of two iterations, except that of initialization. The first
iteration (line 9 to line 19) establishes Γ as described above.
The second iteration (the while loop) reconstructs the entire
set of resources to access. In our algorithm, the following
elementary functions are used. They are straightforward to
implement and are omitted here for briefness.
• INSERT(e, γ) inserts the element e in the list γ.
• MERGE(Γ, Γ′) merges Γ′ into Γ, removing dominated

pairs and sorting the resulting list. Given the structure
of Γ, where the pairs are in increasing order of d̂(π)
and decreasing order of V̂ (π), MERGE(Γ, Γ′) can be
implemented in linear time to the size of Γ and Γ′.

• LAST(Γ) returns the last element in the list Γ.
• FIND(γ, ptr) returns the resource such that by accessing

it, the pair (access delay, cost) changes from the values
in the pair pointed by ptr to the values in γ. This can be
achieved via a standard search in O(logN) time if we
provide a sorted list of resources based on access delay.

We next analyze the time and space complexity of Algo-
rithm 3. In this regard, we first derive the maximal size of Γ
and Γ′. Note that (1) the finest granularity of the discretized
access delay is 1/λ, and the total delay is upper bounded by
T , (2) the finest granularity of the discretized cost V (π) is
1/µ, and V (π) ≤ 1 from Lemma 1, and (3) all the dominated
pairs are removed from Γ, which implicates that (3.1) for
any discretized access delay d̂ there is at most one pair with
delay d̂, (3.2) for any discretized cost v̂ there is at most
one pair with cost v̂. Therefore, the maximal size of Γ is
min{T/λ, 1/δ}, which, by injecting λ and µ, sums up to
min{|π∗|T/εcmin, 1/δ}, where |π∗| can be upper-bounded by



Algorithm 3 Improved approximation algorithm

1: Input: T , {qi, ci}1≤i≤N
2: Output: an (ε, δ)-optimal strategy π̂ = {π̂i}1≤i≤|π̂|
3: Sort resources by decreasing pi/ci
4: λ← d1/δe, µ← d1/εcminT e
5: for i = 1 to N do
6: d̂i ← bdiλc /λ
7: end for
8: Γ← (0, 1, ∅)
9: for l = 1 to N do

10: Γ′ ← ∅
11: for each γ = (d̂(π), V̂ (π), ptr(π)) ∈ Γ do
12: if d̂(π) + d̂l > T then
13: break
14: else
15: ptr ← &γ

16: INSERT(
(
d̂(π) + d̂l,

⌊
(cl + qlV̂ (π))µ

⌋
/µ,

ptr), Γ′)
17: end if
18: end for
19: MERGE(Γ, Γ′)
20: end for

21: i← 1, γ , (d̂(π), V̂ (π), ptr(π))← LAST(Γ)
22: while ptr(π) 6= ∅ do
23: π̂i ← FIND(γ, ptr(π))
24: γ ← ptr(π), i← i+ 1
25: end while

26: REVERSE(π̂)

T . By the construction of Γ′ in Algorithm 3, where each pair
in Γ generates at most one pair in Γ′, we can upper-bound the
size of Γ′ also by min{|π∗|T/εcmin, 1/δ}. The overall time
complexity of Algorithm 3, dominated by the second for loop,
sums up to O (N min{|π∗|T/εcmin, 1/δ}). Algorithm 3 also
needs to stock Γ and Γ′. Hence the space complexity sums
up to O

(
min{T 2/εcmin, 1/δ}

)
, if we do not count the space

required to store the parameters. We remark that this is an
order-of-magnitude space gain compared to Algorithm 2.

Theorem 5 establishes the (ε, δ)-optimality of Algorithm 3.

Theorem 5. Algorithm 3 gives an (ε, δ)-optimal strategy.

We conclude this section by summarizing and comparing
the different algorithms we develop in Table II. For the time
and space complexity, the time and space required to sort
and store the parameters of each resource (e.g., pi, ci, di)
are not taken into account. The minimal access delay dmin is
normalized to 1.

V. NUMERICAL ANALYSIS

In this section, we conduct numerical analysis to evaluate
the performance of our approximation algorithm. We evaluate
our algorithm against the following three strategies:
• Randomized strategy: the user accesses a randomly

chosen resource each time until success or reaching T ;

• Greedy-p: the user accesses the resources in decreasing
order of pi until success or the end of T ;

• Greedy-c: the user accesses the resources in decreasing
order of ci until success or the end of T ;

• Greedy-p/c: the user accesses the resources in decreasing
order of pi/ci until success or the end of T ; this strategy
is the greedy strategy analyzed in Section III and IV.

Specifically, we simulate a system consisting of N = 20
resources, where each pi is randomly chosen from [0, 1], ci
randomly from [0, pi], di = 1 for the homogeneous case and
randomly chosen from [0, 2] in the heterogeneous case, T
varies from 4 to 16. We take the randomized strategy as the
baseline and trace the ratio between the utility of the other
simulated strategies and the utility of the randomized strategy,
denoted by Ψ. In other words, Ψ quantifies the performance
gain of the simulated strategy over the randomized baseline
strategy. For our algorithm, we run Algorithm 3 with both δ
and ε set to 0.01. Figure 1(a) and 1(b) traces the average of
Ψ over 10000 runs for the homogeneous and heterogeneous
cases, respectively. We make the following observations.

Our algorithm performs constantly and significantly better
than all the other strategies. This is coherent to the theoretical
results as our algorithm is proved to approach the system
optimum.

Among the other strategies, none outperforms the others
in all the simulated scenarios. We can only observe that, in
the average sense, greedy-p and greedy-p/c performs better
with small T , while greedy-c performs better with large T .
However, this performance trade-off depends on the system
parameters.

The performance gain of our algorithm is more significant
where approximately half of the resources can be selected (i.e.,
T = 8 and 12). This is also the least tractable cases, since
when the number of selected resources approaches N/2, the
number of choices are maximized, hence the optimum strategy
may significantly outperforms a heuristic one, as demonstrated
by our results.

VI. RELATED WORK

The problem we tackle in this paper is related to the
sequential decision making problem, among which perhaps
the most pertinent example to our context is the classic
optimal stopping problem [16]. Stemmed from the famous
secretary problem dating back to the late 1950’s, the theory
of optimal stopping has received a lot of research attention
by constituting today a field of study in applied mathematics
and statistics [12]. Briefly speaking, the theory of optimal
stopping is concerned with the problem of deciding when
to stop based on sequentially observed random variables in
order to maximize an expected payoff. Interested readers may
refer to [15], [16] for a detailed treatment. Compared to the
standard optimal stopping problem where only a binary action,
stopping or proceeding to observe, needs to be taken upon each
observation, our problem has a more combinatorial flavor as
the decision maker needs to choose which resources to probe
and in what sequence. In contrast, our problem does not have



Algorithm Optimality Time complexity Space complexity
Greedy algorithm optimal under cer-

tain condition
O(T ) O(T )

DP-based algorithm (Algo. 1): homogeneous case optimal O(NT ) O(NT )
Approximation algorithm (Algo. 2) (0, 2δ)-optimal O(NT/δ) O(NT/δ)

Improved approximation algorithm (Algo. 3) (ε, δ)-optimal O
(
N min

{
T 2

εcmin
, 1
δ

})
O
(

min
{

T 2

εcmin
, 1
δ

})
TABLE II. Comparison of different algorithms developed in our work

 1

 2

 3

 4

 5

 4  8  12  16

Ψ

T

greedy-p
greedy-c

greedy-p/c
our strategy

 2

 3

 4

 5

 6

 4  8  12  16

Ψ

T

greedy-p
greedy-c

greedy-p/c
our strategy

Fig. 1: Performance of different access strategies: heteroge-
neous (top) and heterogeneous (bottom) cases.

the stochastic component as in the optimal stopping problem
since the system parameters are known a priori.

From an application point of view, since the last decade,
there has been a surge of interest in using optimal stop-
ping theory in emerging communication and networking
paradigms [3], [8]–[10], [13], [14]. These studies consider a
variety of scenarios where a user seeks a sequential strategy
that probes a subset of resources with potentially unknown
distribution of states so as to maximize her utility. The con-
sidered problem can be cast to the optimal stopping problem
by regarding resource states as the observable variable. Two
variants have been investigated depending on whether the
user is allowed to use a previously probed resource or not.
Under certain system setting, the optimal probing policy has
a threshold structure and can be derived in a subset of special

cases (e.g., with two resources) [9]. Compared to these works
addressing concrete application examples with particular con-
straints and specificity therein, our work take a more generic
view without sacrificing the complexity and intrinsic structure
of the problem. Therefore, we believe that our analysis, despite
being generic, can serve as a complementary line of research,
and provide valuable insights in a variety of resource access
problems in emerging networking and computing systems.

VII. CONCLUSION AND PERSPECTIVE

We have formulated and analyzed a generic resource access
problem, where a user, having access to a set of resources
with heterogeneous success probability, access cost and la-
tency, seeks an optimal strategy to achieve the best trade-off
between limiting the access cost and maximizing the overall
success probability. We proved that the problem of finding
an optimal strategy is NP-hard. Given its NP-hardness, we
presented a greedy strategy that can be implemented in linear
time and mathematically establish sufficient conditions for its
optimality. We then developed a series of polynomial-time
approximation algorithms approaching an optimum solution
in the sense of (ε, δ)-optimality.

A natural generalization of our current work, as mentioned
in the Introduction, is to extend our algorithmic framework
to investigate the case with correlated resources. This is an
important facet of the problem, and will provide valuable
insight on how to exploit the correlation among resources to
improve the performance. Another direction is to investigate
the scenario, where the user is allowed to access up to C
resources simultaneously each time, and can perform multiple
rounds of queries, as long as the total delay does not exceed T .
This direction adds more combinatorial flavor to the problem.
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