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Abstract— The temporal stability of the image quality of an infrared 

focal plane array (FPA) is one key parameter to consider for high 
performance imaging applications. It is generally evaluated through 
Residual Fixed Pattern Noise (RFPN) measurements realized after a 
two-point correction (TPC) and bad pixels exclusion. However, the 
effect of random telegraph signal (RTS) on temporal stability has never 
been quantified, the intermittent blinking of RTS pixels making 
measurements inherently complicated. In this paper, we propose a 

novel protocol and a novel data processing technique to fully 
characterize the temporal stability of an infrared FPA, thanks to 
simultaneous RFPN and RTS noise measurements. Using a robust 
statistics based on Median Absolute Deviation (MAD) leads to a more 
trustful RFPN evaluation, unaffected by the bad pixels exclusion step. 
This new protocol can be applied to any FPA technology, cooled or 
uncooled, operating in the [3-14µm] spectral domain. We chose to use 
a Type-II superlattice (T2SL) midwave infrared FPA integrated in a 
cryocooler at 80K. We show that the long-term stability of this 

320x256 pixels FPA is excellent. The RFPN only slightly increases 
over 77 days, using a TPC that has been calculated on the first day of 
the measurements campaign. A simple offset update, compatible with 
operational contingencies, can further improve the temporal stability 
of this FPA. Only 0.3% of the pixels were affected by RTS noise at 
some moment. Those blinking pixels don’t affect the RFPN evolution, 
which is a very encouraging result for T2SL detector technology. 

Index Terms— focal plane array, infrared detector, residual 

fixed pattern noise, performance evaluation, robust statistic, 

temporal stability, type-II superlattice. 

TABLE 1. Key parameters used in the paper. 

Parameter Acronym Feature 

Residual Fixed 

Pattern Noise 

RFPN Spatial image quality 

after non uniformity 

correction 

Random 

Telegraph Signal 

RTS Low frequency noise that 

creates jumps in the 

signal 

Median absolute 

deviation 

MAD 50% confidence interval 

robust calculation 

RFPN calculated 
with Median 

RFPNMAD Standard deviation (68% 
confidence interval) 

robust calculation 
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Absolute 

Deviation 

Two Point 

Correction 

TPC Non uniformity 

correction calculated with 

two reference 

temperatures 

I. INTRODUCTION

HERMAL infrared sensors are a wide field of study, thanks

to a broad spectral range (from 3 µm to 14 µm), multiple 

applications (military, aerospace, industrial …), and different 

achievable technologies for the fabrication of one of the main 

parts of the sensor : the focal plane array (FPA). A growing 

demand for high performance sensors encouraged 

technological developments which aimed to propose detectors 

tailored for specific requirements given the intended 

application. 

In the MWIR (3-5µm) and LWIR (8-14µm) domains, several 

well-established high performance cooled or uncooled 

technologies are available. For example, quantum detectors can 

be based either on II-VI materials or on III-V materials [1]. 

Antimony-based type-II superlattice (T2SL) detectors are a 

recently matured III-V technology [2] which could combine the 

advantages of several technologies: the cut-off wavelength can 

be tailored thanks to band gap engineering, the electro-optical 

performance (especially quantum efficiency) is close to that of 

HgCdTe [3], high operating temperatures are accessible [4], 

and promising results in terms of spatial uniformity and 

operability have been reported [5]. This maturity enabled to 

study its potential for radiation thermometry for example [6]. 

The performance of infrared focal plane arrays is evaluated 

through commonly accepted figures of merit such as quantum 

efficiency or responsivity, completed by fixed pattern noise 

(FPN) and modulation transfer function (MTF). However, there 

is still a lack of appropriate and commonly accepted metrics to 

better assess the potential of a given technology for high 

performance imaging. For example, the temporal stability of the 

signal delivered by a focal plane array is of major importance. 
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Indeed, it dictates how often the calibration of operational 

electro-optical systems has to be done, and thus reflects the 

availability of the system during an operational mission. In this 

way, long term stability could become a key merit function in 

technology comparison. 

However, finding the appropriate figure of merit to quantify 

the temporal stability is not so easy. The commonly used 

residual fixed pattern noise (RFPN) is for example highly 

affected by the preliminary step consisting in excluding the bad 

pixels [7]. As a result, different criteria for bad pixels exclusion 

have been developed [8][9][10][11][12], making comparisons 

between detectors difficult. Moreover, this bad pixels exclusion 

step doesn’t necessarily detect pixels with random telegraph 

signal (RTS) noise. The signal delivered by these pixels can 

oscillate between two (or more) levels at certain times, creating 

a particularly harmful blinking effect for image quality. To date, 

the possible link between RFPN degradation and the 

appearance of RTS pixels has not been reported. 

This paper reports on the study of the temporal stability of a 

MWIR T2SL IDDCA (Infrared Detector with Dewar Cooler 

Assembly) from IRnova. A new experimental protocol was 

defined to realize simultaneously RTS and RFPN 

measurements, the latter being evaluated with a robust 

estimator. The new protocol and data processing enables to 

reach the true RFPN values even if there are some bad pixels or 

RTS pixels left in the pixels exploited. The method developed 

here can be applied for any infrared detector operating in the 

MWIR or LWIR spectral domains, cooled and uncooled.  

II. EXPERIMENTAL PROCEDURE

The MWIR T2SL VGA/4 FPA with 320x256 pixels (30 µm 

pitch)  used in this work is integrated in an IDDCA. TABLE 2 

provides an overview of its specifications. The detector’s signal 

output is coded on 16 bits, between 0.3 V and 2.7 V. 

The experimental bench consists of the T2SL IDDCA 

detector facing a CI-system SR80-4D/A blackbody (Fig. 1), 

hence the detector receives a controlled irradiance. The 

integration time  of the FPA is set to 4 ms with a frame time of 

16 ms (60Hz frame rate). The blackbody’s specifications are in 

TABLE 3.  

The experiment is made to perform both RFPN 

measurements and RTS pixels detection, in order to see if the 

degradation of the RFPN is correlated with the apparition of 

blinking pixels. RFPN measurements require varying the 

blackbody’s temperature (to explore different well fill values of 

the integrating capacitor), while the study of RTS pixels 

requires long acquisitions at fixed blackbody temperature 

instead. The following protocol has therefore been established 

(see Fig. 2) : the blackbody temperature is varied from 10°C to 

58°C with a 3°C step (17 cubes of images). These temperatures 

were chosen as they were easily accessible with an extended 

blackbody, integration time was then adjusted accordingly at 4 

ms in order to reach the saturation for the highest blackbody’s 

temperature.  

  For each temperature, a cube of 5000 images is acquired. 

The first 256 images are used to infer the RFPN (temporally 

averaged image is used for the calculation), whereas the whole 

cube is analysed to extract RTS pixels. The number of 5000 

images is chosen as a good compromise between observation 

time and data processing complexity. In order to study the time 

evolution of the RFPN and RTS pixels, this measurement was 

repeated day after day, sometimes within the same cooling 

cycle and sometimes after letting the FPA warm up to room 

temperature and a new cooling cycle. 

Data from two measurements campaigns have been used. 

Indeed, a pause of 45 days passed exactly between the two 

campaigns of measurements, in order to have a long time 

evaluation. A total of 74 RFPN measurements (one RFPN 

measurement equals to 17 cubes of images) were realized, 

representing a cumulated acquisition time of 28 hours. Between 

the first and last RFPN measurements, 77 days have passed.  

III. DATA PROCESSING

The Fixed Pattern Noise corresponds to the spatial 

fluctuations of the signal delivered by the pixels composing an 

FPA when it receives a uniform irradiance.  The fixed pattern 

noise can find its origin in two different parts of the FPA: the 

first one is the detection circuit made of T2SL technology 

TABLE 2. Specifications of the IRnova FPA under test. 

Format 320x256 

Pixel pitch 30 µm 

Spectral Range 3.5-5 µm 

F number F/2 

Noise Equivalent Temperature Difference 

(NETD) 

12 mK 

Operability 99.8% 

Operating Temperature 80 K 

Framerate 60 Hz 

TABLE 3. Specifications of the blackbody. 

Temperature range [5°C – 100°C] 

Uniformity ±0,01°𝐶 

Stability ±0,02°𝐶 

Emissivity 0.97 ± 0,02 

Dimensions (WxLxH) 161 mm x 155 mm x 165 mm 

Emitting surface 106 mm x 106 mm 

Fig. 1. Representation of the experimental bench. On the right the blackbody 

whose temperature varies between 10°C and 58°C. On the left, the T2SL 

IDDCA. A cold shield defines the field of view (FOV) of the FPA, and the 

cryocooler cools down the FPA to 80K.  A piece of pierced foam is placed 

between the blackbody and the detector to reduce thermal convection.  
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(which converts photons into electrons) because of differences 

in cut-off wavelengths for example. The second one is the Read 

Out Integrated Circuit made of silicon (ROIC, which processes 

the pixel data to generate a video signal) for example if the 

output amplifiers have different offsets. 

A. Two-point correction

A linear two-point correction (TPC) [13] is commonly

realized on the signal in order to reduce the Fixed Pattern Noise. 
This calibration is done using two extended blackbodies at 

different temperatures T1 and T2. The corrected signal for one 

pixel (i,j) 𝑆𝑖,𝑗
′  is calculated using the two coefficients of the

linear correction 𝐺𝑖,𝑗  and 𝑂𝑖,𝑗:

{

𝑆𝑖,𝑗
′ (𝜙) = 𝐺𝑖,𝑗𝑆𝑖,𝑗(𝜙) + 𝑂𝑖,𝑗

𝑆𝑖,𝑗
′ (𝜙1) = 〈𝑆(𝜙1)〉

𝑆𝑖,𝑗
′ (𝜙2) = 〈𝑆(𝜙2)〉

(1) …

where 𝑆𝑖,𝑗(𝜙) is the signal delivered by the pixel (i,j) for an

incident power equal to 𝜙 (after removing the electrical offset 

of the pixel). 𝜙1 and 𝜙2  correspond to the incident powers of

the two blackbodies. They are chosen such as the Well Fill 

reaches 33% and 66% respectively. They enable to have an 

efficient correction on the whole detector’s dynamic. Other 

values can be chosen depending on the application. 

〈𝑆(𝜙1)〉 (respectively 〈𝑆(𝜙2)〉) represents the spatially

averaged signal at the incident power 𝜙1(respectively 𝜙2). The

two correction coefficients, gain and offset respectively, are 

calculated from (2) and (3) assuming that each pixel has a linear 

signal with the incident power: 

𝐺𝑖,𝑗 =
〈𝑆(𝜙2)〉 − 〈𝑆(𝜙1)〉 

𝑆𝑖,𝑗(𝜙2) −  𝑆𝑖,𝑗(𝜙1) (2) …

𝑂𝑖,𝑗 = 〈𝑆(𝜙1)〉 − 𝐺𝑖,𝑗𝑆𝑖,𝑗(𝜙1) (3) …

This type of calibration is done only once, the correction 

coefficients are used for the RFPN measurements made 

afterwards to determine how long they remain valid. 

B. Offset Update correction

Another type of correction is the offset update correction 

[14]. It is used in complementary of the TPC. Indeed, the TPC 

calculates 𝐺𝑖,𝑗  and 𝑂𝑖,𝑗 at the beginning, then before each RFPN

measurement, the 𝑂𝑖,𝑗 coefficient is refreshed. The following

calculation is used : 

𝑂𝑖,𝑗 = 〈𝑆(𝜙1)〉 − 𝐺𝑖,𝑗
𝑡0𝑆𝑖,𝑗(𝜙1) (4) …

with 𝐺𝑖,𝑗
𝑡0 the Gain from the first RFPN measurement with the 

TPC. Hence, only 𝑂𝑖,𝑗 is updated and the Gain used for the TPC

is from the first RFPN measurement. Reminder, 𝜙1 corresponds

to an incident power such as the Well Fill (WF) capacity of the 

detector reaches 33%. This type of complementary correction 

is often operationally accessible. Indeed, it can be performed if 

the operator uses the camera’s shutter as a blackbody for the 

calibration before utilization. Therefore, we have chosen 

ambient temperature which corresponds to a WF of 33% in our 

case for the offset update. 

C. Temporal stability definition

The two-point correction is very effective at the time it is

implemented. However, the problem is to know if the correction 

used is appropriate for a long time. That is why, the Residual 
Fixed Pattern Noise (RFPN) which remains after the TPC is 

calculated. It indicates the effectiveness of the reduction of the 

Fixed Pattern Noise by its definition itself: 

𝑅𝐹𝑃𝑁(𝜙) =  √
1

𝑁
∑ ∑(𝑆′𝑖,𝑗(𝜙) − 〈𝑆′(𝜙)〉)

2

𝑗𝑖

(5) …

where N is the total number of pixels of the FPA. 

The RFPN is thus a standard deviation representing the global 

behavior of the FPA and it is usually interpreted as the thickness 

of the Gaussian distribution expected for photon noise limited 

pixels.  

The RFPN tends to increase with time. This may be due to 

instabilities or drifts in the detector as well as in the instrument 

in which it is integrated. Determining when the TPC needs to 

be calculated again is not easy because it depends on the 

application. One can use the ratio of the RFPN over the 

temporal noise (TN) [15], the latter being defined as the 

temporal fluctuations of the signal delivered by a pixel. Indeed, 

fixed pattern noise and temporal noise are in general 

quadratically summed [16]. Therefore, the criterion that the 

RFPN must be inferior to the temporal noise in order to get a 

good image quality is reasonable. This ratio defines the 

temporal stability of the FPA.  

D. Bad pixels detection

Before calculating the RFPN, some pixels have to be 

excluded because their behavior deviates too far from the whole 

FPA. Generally speaking, pixels whose mean level, response, 

noise and/or NETD (noise equivalent temperature difference) 
deviate too far from the median value are discarded (see 

TABLE 4), but the exact criteria vary from one team to another, 

which can have a strong influence on the RFPN value [7]. 

In this article, bad pixels are pixels which do not follow the 

main statistical distribution of the matrix. Among them can be 

found, hard defects pixels (dead pixels, short circuited pixels) 

and pixels which do not respond to the criteria used in TABLE 

4.  

Fig. 2.  Experimental protocol. Cubes of 5000 images are acquired for 

17 values of the blackbody temperature. The first 256 images of each 

cube are used for RFPN measurements, while the 5000 images are used 

for RTS noise study.  
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256 images were acquired on day 1 as specified by the protocol 

detailed in the previous section. The total number of bad pixels 

detected is 49, which corresponds to an operability of 99.94%. 

This total is not equal to the sum of the number of pixels in each 

category, because one bad pixel can have multiple defects and 
fall simultaneously into several categories. 

Once the bad pixels have been set aside, the residual fixed 

pattern noise is calculated on the corrected images (after 

application of the two-point correction) thanks to equation (5). 

E. RFPN evaluated with Median Absolute Deviation

(MAD)

Even if the selection of bad pixels is careful, some pixels with 

atypical behavior may persist and have a significant influence 

on the RFPN. This is due to the fact that the RFPN evaluation 

relies on a standard deviation calculation, which is well known 

to encounter problems regarding outliers.  

To tackle this issue, the median absolute deviation (MAD) [17] 

can be used as a robust estimator. Indeed, using the median 

value rather than the mean value as in equation (6) provides a 

robust measure of statistical dispersion. The MAD is very 

insensitive to the presence of outliers. One indicator of this 

insensitivity is the “breakdown point” [18]. The estimator’s 
breakdown point is the maximum proportion of data points that 

can be outliers without forcing the estimator to result in a false 

value. For the MAD, this value is 50%. It means that as long as 

less than half of the data points are outliers, the MAD will have 

the correct value. The MAD is defined as follows: 

𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝑆′ − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑆′)|) (6) …

With S’ the corrected image. But MAD is only a robust measure 

of the variability of sample data, and does not represent the 

standard deviation. A scale factor 𝑘 [19] must be applied in 

order to define the corresponding RFPN :  

𝑅𝐹𝑃𝑁𝑀𝐴𝐷 = 𝑘 ∙ 𝑀𝐴𝐷 (7) …

Where k is a constant scale factor, which depends on the 

distribution. Usually, k is taken equal to 1.4826, under the 

assumption of normality of the data, without taking into account 

the outliers. 

The importance of a robust estimator can be observed on Fig. 

3. Indeed, the robust RFPNMAD is clearly lower than the RFPN

polluted by outliers. It can be noted that both the RFPNMAD and

the RFPN polluted by outliers exhibit the usual “W” shape

curve, making the effect of outliers difficult to detect.

F. Random Telegraph Signal (RTS) pixels

Recent attempts to increase the operating temperature of 

infrared focal plane arrays and to reduce their size, weight and 

power (SWaP) have shown that image quality could be 

degraded due to pixels affected by RTS (random telegraph 

signal) noise [20][21][22].  
As can be seen in Fig. 4, those RTS pixels exhibit a signal 

oscillating between at least two levels, while the received power 

and operating conditions are unchanged. This results in a 

blinking effect as a function of time, which cannot be 

suppressed by TPC. Since the blinking is not permanent, 

detecting these pixels is a very difficult task and is the subject 

of intensive research [23]-[24]. The algorithm used here for the 

detection of RTS pixels is from [25]. The main steps of the 

algorithm are:   

• A list of candidate pixels is calculated using a criterion on

temporal noise.

• For each candidate pixel, the temporal evolution of the

signal (also called continuous level) is analyzed by the

Pruned Exact Linear Time (PELT) algorithm [26] in order

to detect the jumps and level differences. The principle

relies on changepoints detection of the continuous level’s

mean value. These changepoints are detected by using a

cost function from the PELT algorithm.

• Finally, a candidate pixel is confirmed as a RTS pixel if the

difference of levels of the jumps is superior to the temporal

noise.

IV. RTS PIXELS ANALYSIS

RTS pixels are detected using the algorithm from [25] and 

then classified. After exclusion of hard defects and continuous 

level defects, 280 pixels are identified as RTS pixels. However, 

RTS pixels’ origins are not known in this FPA. Indeed, in an 

infrared FPA, RTS pixels can have different origins: either from 

the detection circuit which is composed of T2SL material or the 

ROIC which is in silicon. 

TABLE 4- Criteria used to classify one pixel as a bad one, 𝑆′𝑖,𝑗 is the

corrected signal from the pixel, 〈S′〉 is the spatially averaged corrected 

signal, 𝜎𝑆′ is the spatial standard deviation of the corrected signal, 𝜎𝑡𝑖,𝑗
 is

the temporal noise of the pixel, 〈𝜎𝑡〉  is the spatially averaged value, R′i,j is

the responsivity of the pixel and 〈R′〉 is the spatially averaged value, 

NETD′i,j is the NETD of the pixel after correction and 〈NETD′〉 is the

spatially averaged value 

Criteria 
Number of 

pixels 

Continuous level |𝑆′𝑖,𝑗 − 〈𝑆′〉| > 10. 〈𝜎𝑆′〉 43 

Temporal Noise |𝜎𝑡𝑖,𝑗
− 〈𝜎𝑡〉| > 30%. 〈𝜎𝑡〉 25 

Responsivity |𝑅′𝑖,𝑗 − 〈𝑅′〉| > 30%. 〈𝑅′〉 34 

NETD 
|𝑁𝐸𝑇𝐷′𝑖,𝑗 − 〈𝑁𝐸𝑇𝐷′〉|

> 100%. 〈𝑁𝐸𝑇𝐷′〉
37 

Total 49 

Fig. 3. RFPN/TN and RFPN MAD/TN over the Well Fill calculated on a data 

set containing two outliers.  
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An experiment is made to distinguish if RTS pixels come from 

the ROIC or the detection circuit. In order to isolate RTS pixels 

coming only from the ROIC, measurements (cubes of 5000 

images) are made at a near zero integration time (1µs). A first 

list of RTS pixels is computed, and then the definitive list is 

made from the common RTS pixels between the first list and 

the list of RTS pixels detected at 4ms. This comparison is made 

in order to know which RTS ROIC pixels were still observable 

under flux. The results show that only 22 RTS pixels under flux 

come from the ROIC, and 21 among them belong to hard 

defects or continuous levels defects. 

RTS ROIC pixels are now excluded, in order to focus the 

study on T2SL RTS pixels. 279 RTS pixels remain. These 

pixels are divided into three categories :  

• Two-levels: RTS pixel with a continuous signal

oscillating between two levels at least on one

measurement (251 out of 279 RTS pixels, hence 90 %).

• Multi-levels: RTS pixel with a continuous signal

oscillating between multiple levels (more than two) at

least on one measurement (0.4 %).

• Noisy: RTS pixel whose continuous signal has too much

noise to clearly identify different levels (10 %).

In the following, only two level RTS pixels are considered for 

the sake of simplicity. Long and numerous measurements (see 

II-Experimental Procedure) are realized in order to see if a fixed

population of RTS pixels exists. If so, then excluding those RTS

pixels could help to solve the problem of image quality

deterioration. Indeed, if these pixels are identified, their signals

can be replaced by their immediate neighbors thanks to image

processing. That is the purpose of the 74 measurements, with

each measurement containing 664s (8x83s) of cumulated

observation time data. Only the 8 first blackbody’s

temperatures (from 10°C to 31°C) are exploited, because high

blackbody’s temperatures induce important shot noise which

hides some RTS noises. Fig.5 shows two curves: one is the

number of RTS pixels detected for each measurement, the other

is the cumulated number of RTS pixels, i.e. the number of pixels

which blinked at least once since the beginning of

measurements. The black rectangle between measurements 24 

and 25 represents the 45 days of pause between both 

measurement campaigns.  

The number of pixels which were 2-level RTS pixels at some 

point is 251 (i.e 0.3 % of the FPA), in 13.7 hours of cumulated 

observation time. In average, there were 10 RTS pixels by 

measurement, which is very low and steady. The number of 

cumulated RTS pixels does not seem to reach a plateau, 

meaning that there is no fixed population of RTS pixels. 

Because of the numerous thermal cycles, it is difficult to see if 

there is a difference on the number of new RTS pixels appearing 

after each measurement. That is why, measurements are divided 

into two categories: measurements realized within a given 

cooldown and measurements realized after letting the FPA 

reach room temperature (new cooling cycle).  Statistics in 

TABLE 5 show that the appearance of RTS pixels is correlated 

to thermal cycles. Indeed, there are five times more new RTS 

pixels appearing after letting the FPA reach room temperature 

than during the same cooldown. 

V. RFPN ANALYSIS

The evolution of the RFPN/TN ratio over time (or number of 

RFPN measurements here) is studied in order to evaluate the 

temporal stability of the FPA.  

Fig.6. represents the RFPNMAD/TN over the Well Fill at

different times using the TPC from day 1. As it can be observed, 

RFPNMAD/TN corresponding to day 1 shows the best

performance without surprise, since the TPC corresponds to the 

data set at that time. As expected, the RFPNMAD/TN cancels

itself out at the reference points which correspond to 33% and 

Fig. 4. Raw signal (in digits) as a function of time, for a RTS pixel facing a 

blackbody whose temperature is stable over time. This RTS pixel is 

categorized as a 2-level RTS pixel. Level 1 refers to the low level and level 2 

to the high level. 

Fig.5. 2-levels RTS pixels detected for each measurement of RFPN. The 

purple curve is the absolute number of RTS pixels detected at each 

measurement.  The green curve represents the cumulated number of RTS 

pixels. The black rectangle represents the 45 days of pause between both 

campaigns.  

TABLE 5 - Statistics of the number of new 2-level RTS pixels appearing, 

within a given cooldown, after letting the FPA reach room temperature, 

and between two consecutive measurements (regardless of thermal cycles). 

Number of new RTS pixels 
between two consecutive 

measurements: 
Average 

Standard 
deviation 

Within a thermal cycle 1 2 

After a new thermal cycle 5 3 

Regardless of thermal cycles 3 3 
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66% of the Well Fill. But as times passes, the TPC loses its 

effectiveness as it can be seen on the curves representing days 

13 and 77. Fig.7. represents the RFPNMAD//TN with the offset

update. The improvement is important. Until 50% of the Well 

Fill, there is practically no difference with day 1. After 50% of 

the Well Fill, there is an increase of the RFPNMAD/TN,

however, the increase is less important than without offset 

update. It can be interpreted that the main factor to the pixels’ 

signal variation in time is only a shift, that is why the offset 

updates are very efficient.  

The previous analyses were made for three measurements, 

for the sake of clarity. The whole data set is analyzed in the 

following discussions through the time evolution of the 

RFPN/TN (respectively RFPNMAD/TN). It is the evolution of

the RFPN/TN (respectively RFPNMAD/TN) evaluated at 50% of

the Well Fill. The black rectangle between measurements 24 

and 25 represents the 45 days of pause between both 

measurements.  

In Fig.8 the time evolution of the RFPN/TN is represented. 

It is focused on determining the potential role of RTS pixels in 

degrading the temporal stability. For each evolution, the 

calibration is done on measurement one: the TPC correction 

coefficients are calculated and bad pixels are detected and 

excluded. Then, for each measurement after calibration, the 

correction coefficients calculated are applied. The diamond 

dots curve is the evolution of the ratio RFPN/TN without 

detection of RTS pixels for any measurement. As for the square 

dots curve, the same is applied but for each measurement, RTS 

pixels are detected and excluded from data exploitation. Before 

comparing the two curves, it can be noted firstly, that for the 

whole duration of the measurements, the RFPN/TN remains 

lower than one. Secondly, there is a sudden important increase 

of 60% after measurement 2, but the ratio quickly becomes 

relatively stable. Moreover, the RFPN/TN is not constantly 

increasing, it is also dropping sometimes from one 

measurement to another. Contrarily to what can be thought, the 

image quality is not growingly deteriorated. Sometimes it is 

improved compared to the previous measurement as it can be 

seen between measurements 20 and 21. These “relaxation 

phenomenon” of the RFPN/TN happen when the detector has 

been switched off for 15 hours.  

At last, the comparison between the two curves shows that 

there is almost no difference between them. There are no 

sudden increases due to RTS pixels and there is not a constant 

shift throughout measurements between the two quantities 

Hence, RTS pixels for a detector temperature of 80K are not 

responsible for the deterioration of global image quality. Here 

it only has a slight effect on the RFPN/TN because there are 

only a few ones, their amplitude is weak and their frequency of 

apparition is low. However, it is known that increasing the 

temperature’s detector increases the number of RTS pixels, and 

a deterioration of the global image quality can happen because 

of RTS pixels. That is why, as underlined in section III, the 

MAD criterion has to be utilized in order to ensure that the true 

image quality is evaluated.  In order to properly evaluate RTS 

pixels impact when there are only a few ones, a way to evaluate 

the local image quality will have to be found.  

In Fig.9, RFPNMAD/TN and RFPN/TN are compared. The

RFPNMAD/TN is inferior to the RFPN/TN, as expected, thanks

to its robustness. However, the two quantities are very close and 

excluding more pixels to reach the RFPNMAD/TN value could

be counterproductive, since good pixels could be eliminated as 

well, for a small improvement. The comparison between 

RFPNMAD and RFPNMAD with offset update shows an

improvement in favor for the last one. The offset update enables 

to have an almost constant RFPN throughout the whole 

measurement. However, it can be noted that the measurements 

39 to 47 and 60 to 65 have a sudden increase compared to other 

measurements and it does not reappear in later measurements. 

In order to understand what phenomenon caused this increase, 

the temporal noise of the FPA against the blackbody’s 

Fig.6. RFPN MAD/TN over the Well Fill at different times, using the TPC 

from the measurement day 1. 

Fig.7. RFPN MAD/TN over the Well Fill at different times, using the TPC 

from the measurement day 1 and complementary offset update.  

Fig.8. Comparison of the time evolution (in number of measurements) 

of RFPN with and without RTS pixels excluded. The black rectangle 

represents the 45 days of pause between both campaigns, it explains the 

discontinuity observed. 
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temperature was studied.  And it was seen that the temporal 

noise for temperatures between 31 °C and 55°C is very 

important when the problem occurred, compared to other 

measurements. Indeed, it does not follow the evolution of the 

shot noise as it should be expected. Moreover, the observation 

of the temporal noise image shows that it is inhomogeneous.  In 

view of the time constants characteristic of the phenomenon we 

concluded that convection occurred between the detector and 

the blackbody for these measurements. That is why this part 

should not be considered for the interpretation of temporal 

stability.    

Finally, there is one last important accessible parameter that 

was left untouched: the number of images used for averaging. 

Indeed, this parameter is important because it determines if the 

detector can be used in operational condition or not. Moreover, 

the FPN is a very sensitive quantity, which can fluctuate 

because of the environment (room temperature, parasitic flux, 

hygrometry…). That is why it is hard to give a clear 

interpretation of fluctuations of the RFPN/TN ratio under one.  

Hence, the time evolution of the RFPNMAD/TN for 1 image

instead of 256 is observed in Fig.10. 

The RFPNMAD/TN becomes superior to one, but it stays

between values 1.1 and 1.3 for the whole time. As for the offset 

update method, the improvement is modest (8% of decrease 

compared to the RFPNMAD/TN without offset update).

However, it is very stable and there is almost no variation, 

exception made of the measurements when the convection 

occurred. These results are encouraging for the temporal 

stability and uniformity of this detector. 

VI. CONCLUSION

We have presented a new experimental protocol and the 
associated data processing technique to fully characterize the 

temporal stability of the image quality of infrared focal plane 

arrays.  

The experimental protocol has been defined so as to carry out 

simultaneous RFPN and RTS noise measurements. We thus 

combine measurements varying the blackbody temperature (to 

extract RFPN) and long acquisitions at fixed blackbody 

temperature (to study RTS pixels). Measurements are repeated, 

either within one cooling cycle or

after letting the detector reach room temperature and a start new 

cooling cycle, in order to rule on a possible correlation between 

cooling cycles and RFPN / RTS pixels evolution. In order to 

overcome the limitations of the usual RFPN figure of merit, 

which is strongly affected by outliers and thus intrinsically 

depends on the bad pixels exclusion step, we have defined a 

robust estimator based on the median absolute deviation. 

Using this new capacity, we have realized the first simultaneous 
RFPN and RTS noise measurements on an infrared focal plane 

array. The device under test was a commercial T2SL MWIR 

320x256 pixels focal plane array integrated in a cooler 

assembly operating at 80K. Our results show that the temporal 

stability is excellent, with a remarkably stable RFPN up to 77 

days, applying a TPC that was calculated on the first day. The 

number of RTS is very low, with 10 blinking pixels in average 

by measurement. From one measurement to the next, the RTS 

pixels are not necessarily the same, such that the number of 

pixels that have blinked at least once since the beginning of the 

measurement keeps increasing, leading to a total of 251 pixels 

(0.3% of the 320x256 pixels) in 13.7 hours of cumulated 
observation time. Our results allow us to conclude that RTS 

pixels do not affect the RFPN evolution of this FPA, which, to 

the best of our knowledge, has never been demonstrated before. 

To finish with, we show that a simple offset update correction, 

which is generally available in operation, leads to an even better 

temporal stability. This focal plane array is also suitable for real 

time imaging, since RFPN remains close to one when it is 

evaluated on a single image. 

We believe the exciting new measurement capacity 

demonstrated here will allow detector manufacturers to better 

understand the physical origins of temporal instabilities in 
infrared focal plane arrays. It will also help system integrators 

in setting detector specifications for camera cores and delivery 

compliance testing. To finish with, it opens the path to a 

rigorous comparison of the temporal stability of image quality 

of infrared focal plane arrays from different technologies.  
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