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Abstract

Alongside spatial information, an intensity scalar is also measured by LiDAR (Light De-
tection And Ranging) sensor systems. It corresponds to the amplitude of the backscat-
tered laser beam after re�ection on the scanned surface. This information isn't directly
usable due to dependencies of geometrical parameters occurring during the scanning
process and additional processing modi�cations. The research community, in a growing
trend, invests e�orts to convert this signal into a value which could bring qualitative
and quantitative new applications. We propose in this paper, a review of the theorical
background of LiDAR radiometric calibration, from physical background to state-of-art
methodology. A comparison of two approaches to eliminate geometrical (range and inci-
dence angle) and instrumental dependencies of intensity measurement is presented. Their
application on several homogeneous areas of a real-world case study shows a signi�cant
reduction of intensity variation between surfaces with identical material composition. Fi-
nally, a linearization process permits to obtain an equivalent Lambertian re�ectance value
which, by its disciminant potential, could be speci�cally suitable for some algorithms like
segmentation or registration.

Keywords: LiDAR, TLS, radiometric correction, intensity, re�ectance

1. Introduction

1.1. Background

LiDAR is a high-end technology to rapidly and e�ciently record depth information and
therefore 3D geometry of an object or a landscape. Since few decades, this technique
has become more and more popular and is currently used in a large variety of domains:
land and building surveying, ecological monitoring, autonomous car navigation, heritage
preservation, just to name a few. These �elds of applications are the object of increas-
ing interest in research nowadays [13, 12]. During acquisition, a distance map - named
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point cloud - is generated by a laser round-trip process on a quasi-spherical Field Of
View (FOV), without any contact with surrounding environment. It also provides an
additional attribute, inaccurately called intensity, mostly a function of the laser beam
measured power after re�ection on a surface.

In this article, we limit our study to monochromatic LiDAR applied for Terrestrial Laser
Scanning (TLS) technique, whose range is typically from less than 1 meter to about
150 meters. A commercial monostatic TLS sensor is composed of several parts: the
laser range unit (laser emitter and receiver, internal signal processing), the scanning unit
(oscillating strip-wise mirror), and the integrating instruments unit (GNSS, GPS, altime-
ter). Generally, terrestrial scanners are also equipped with a digital camera and are able
to extract RGB color values from photography in order to match a color to each point
[10].

Recorded intensity is based on a measure of the electronic signal strength which is ob-
tained by converting and amplifying the backscattered optical power of the emitted
signal. Intensity measurement is, �rst and foremost, a means of controlling the quality
of range information. Indeed, the scanner detector is originally not designed for intensity
measurement, but rather to optimize the range determination. Range-related error could
be associated with too-low intensity value [1]. That's why most of LiDAR manufactu-
rers add intensity modi�ers to the measurement process. Particularly, a too-low signal
ampli�er, an automatic gain control, and a near distance brightness reducer have been
reported for some LiDAR models [32, 29, 17, 9]. The existence of these internal pro-
cessings is almost never speci�ed, leading intensity measurement to an undocumented,
non-standardized and sensor-model dependent value.

While spatial information is directly available for use, that is directly converted from
spherical to Cartesian coordinates, the given intensity needs a pre-processing step be-
fore being practically usable. The dependence of geometrical parameters and non-linear
internal signal processing make the intensity information vary strongly for an homoge-
neous surface, especially at low distance. This fact is also particularly noticeable for two
scans of a same surface scanned from two di�erent positions. A radiometric correction
allowing physical interpretation of the intensity would permit to take advantage of this
by-product LiDAR recording signal.

The re�ectance, or re�ection factor, corresponds to the proportion of illuminator beam
re�ected (optical power) by a material surface. At the operating laser wavelength, it is
an intrinsic characteristic of the target surface depending on various parameters, e.g.,
surface color, material properties. Since emitted beam power is theoretically not vary-
ing with time, the received radiant power after re�ection could be considered at �rst
sight as an analogue of this singular value. But raw intensity and re�ectance are neither
equal nor proportional. Potential sources of signal alteration and disturbance can vary
in both nature and amplitude, and are complex to quantify accurately. Most of them
are systematic, such as optical instrumentation and electronics, but some depend on the
geometrical parameters of measurement.

According to the literature [27, 34, 24], the two most important variables to consider are
distance, i.e. Cartesian distance between targeted surface and scanner origin, and angle
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of incidence, i.e. the angle between the laser beam and the normal to the scanned surface.
All of these intensity modifying e�ects are blended in the resulting data, e.g., �uctuation
with distance is caused by natural spreading loss but also by scanner electronics.

The objective of the radiometric correction is to convert the intensity values into parame-
ters related to the surface characteristics. An absolute re�ectance can only be extracted
with a total control of all phenomena a�ecting the intensity amplitude. As a black-box
system, LiDAR scanner does not permit to have an accurate knowledge of its internal
variables, e.g. laser emiter and receiver temperature, and only allows to obtain a cor-
rected intensity or a pseudo-re�ectance, that is, an increasing function depending on
re�ectance.

1.2. Motivation & Objectives

A review of LiDAR radiometric correction was proposed by Kashani et al. [32]. They
exposed the basic principles of LiDAR intensity measurement, a normalized terminology
and a notation framework, which are partly used in this document. Scaioni et al. [42]
presented a survey of LiDAR intensity applications, and showed its pertinence in a large
diversity of �elds such as land classi�cation, geology, ecology and building surveying. For
example, Errington et al. [16] used LiDAR intensity data for clay mapping, Gonzalez et
al. [2] applied TLS intensity data to damage detection for historical buildings. It appears
that most of the studies use either uncorrected intensity, basic correction method or inter-
scan normalization approach.

A corrected intensity could be of major interest for some speci�c algorithms in need
of discriminant information, e.g., segmentation, clustering, registration. We thought
that a study focusing directly on TLS applications, with details on some correction
models, could enhance future research that might �nd improvements with more advanced
radiometric correction models.

In this paper we outline the parameters induced in LiDAR intensity measurement, we
summarize and compare a state-of-the-art correction method with a more general and
practical approach, and we �nally propose a mean to convert the obtained viewpoint-
independent corrected intensity into a value related to the material re�ectance.

1.3. Structure

The second section exposes the physical background of TLS intensity measurement, tak-
ing into account the di�erent sources of signal modi�cation. The third section analyzes
the radiometric correction issue and proposes a brief review of literature methods. Section
4 is dedicated to experimental results. Finally, we conclude about radiometric correction
in section 5.

2. Physical quantities involved: optical power and re�ectance

2.1. Re�ectance

During a scanning process an illuminator beam enters the region containing the target
wherein an interaction takes place, giving rise to a re�ected beam. With laser-based
remote sensing, the backscattered laser radiation is only measured in one direction instead
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of the entire hemisphere of re�ected light, i.e. the received power is a directional portion
of the entire re�ected power. The more precise decomposition of this phenomenon is the
Bidirectional Re�ection Distribution Factor (BRDF) representation:

BRDF =
di�erential radiance

di�erential irradiance
(1)

The re�ectance ρ is de�ned as the ratio of re�ected radiant �ux (optical power) to the
incident �ux at a re�ecting object for a given incident radiation (spectral composition,
polarization and geometrical distribution), and is obtained by integration of the BRDF.
Various de�nitions arise depending on the directionality of the radiations being consi-
dered (Figure 1). In the case of the TLS we can best talk about biconical re�ectance,
or directional-conical re�ectance if the laser beam is considered in�nitely thin with no
lateral extension.
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Figure 1: Nomenclature of Nicodemus et al. [35]. Cases 1 to 4 correspond to measurable quantities, the
others denote quantities that can't be measured directly.

A Lambertian surface re�ects radiance equally into all directions. Its BRDF is equal to
4



ρL/π, where ρL is the re�ectance of the surface under lambertian assumption. Thus the
re�ectance of a Lambertian surface depends neither on the direction of incidence nor on
the viewpoint of the receiver.

The BRDF is a ratio of in�nitesimal quantities, therefore it is a derivative with instan-
taneous values that can't be measured directly. All measurable quantities of BRDF are
performed with conical or hemispherical solid angles of observation and illumination.
Likewise the re�ectance values are average values over the illuminated surface.

2.2. LiDAR target-beam interaction

We denote the power φr (in watt) of the signal received by the detector. R is the range
between the sensor and the target, α is the incident angle between the laser beam and
the normal direction of target area. Table 1 resumes the notations used in this paper.
The monostatic directional-conical case was studied in a previous work from a purely
optical point of view [6], with the following assumptions:

� The laser beam can be considered as in�nitely thin without any lateral extension.
� The point M represents the point of incidence on the target.
� The laser beam emits the power φi that is completely intercepted by the target.
� Every point on the target is considered to be a �at Lambertian re�ector.

The entrance surface of the light receiver is a disk with a diameter D (receiver aperture
diameter). If the target is not smooth enough, the multiple scattering from M by neigh-
boring points around M will cause a change in value of the elementary power applied
on the receiver by M. Let ηrough be the coe�cient linked to this phenomenon. After
calculation, the received signal power φr is:

φr =
2 ηsys ηatm ηrough η φi

3
cos2 (α)

(
1− cos3 θmax

)
(2)

where θmax = arctan(D/2R), ηsys is the system transmission factor, ηatm the atmo-
spheric transmission factor, and (1−η) represents the absorption coe�cient at the consi-
dered point for a speci�c wavelength λ. The demonstration of Equation (2) is not shown
here. The interested reader may advantageously refer to the appendix of the reference
[6] where the proof is given in great detail.

Laser scanning operates according to the same physical principles as microwave radar,
but at a shorter wavelength [20, 22, 41]. According to the radar equation, the LiDAR
monostatic case satis�es:

φr(t) = φi(t−
2R

c
)

D2

4πR4β2
ηsys ηatm σ (3)

where β is the laser beam width, and σ the e�ective target cross-section de�ned by
σ = 4π

∫
S
BRDF (α) cos2 αdS with α the laser incidence angle of the facet dS. There

is usually no analytical σ expression in the case of a complex target. For the sake of
simplicity, we do not detail the calculations related to the concept of target cross section.
The interested reader may refer to the reference [35] or more recently to the reference [51]
which exposed the scattering theory. Moreover the simple equation (3) does not predict

5



Symbols

λ Wavelength (m)

φ Light �ux (W)

α Incident angle between the laser beam and the target area normal (rad)

R Range between the sensor and the target (m)

I Measure of electronic signal strength which is obtained by converting
and amplifying the backscattered optical power of emitted signal

ρ Re�ectance (dimensionless)

τ Surface roughness (dimensionless)

β Laser beam width (m)

ηsys System transmission factor (dimensionless)

ηrough Coe�cient linked to multiple scattering (dimensionless)

ηatm Atmospheric transmission factor (dimensionless)

(1− η) Absorption coe�cient of the target for the speci�c wavelength (dimen-
sionless)

σ E�ective target cross-section (m2)

D Receiver aperture diameter (m)

θ Laser beam divergence (rad)

BRDF Bidirectional Re�ection Distribution Factor (dimensionless)

BRF Bidirectional Re�ectance-distribution Factor (dimensionless)

Sub- and superscripts

i Incident

r Re�ected

L Under Lambertian assumption

raw Relative to uncorrected raw intensity

cal Relative to a calibration target

cor Relative to corrected intensity

Table 1: Notations used for the monostatic LiDAR target-beam interaction
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the behavior of radar equipment with accuracy.

Equation (3) is equivalent under Lambertian and extended target assumptions to the
simpli�ed monostatic radar equation that is applicable to LiDAR [22]:

φr = φi ρL ηsys ηatm
D2 cosα

4R2
(4)

The interested reader will advantageously refer to references [20, 22] for more details on
how to obtain well-known equations (3) and (4). Here the e�ective cross-section of the
target (backscattering cross-section) is determined by assuming that the target area is
circular and scattering solid angle of target is π steradians. Equation (4) represents only
the average return power from a simpli�ed target model [44].

Steinvall [44] studies the e�ects of target shape on laser radar cross section: the problem
is to physically de�ne the exact part of the re�ecting surface entering into a measure-
ment, i.e., the target e�ective cross section σ. Equation (4) represents only the average
return power from a simpli�ed target model [44]. Shapiro [43] proposes a more complex
conceptual framework for target-beam interaction where the target is characterized by a
two-frequency bistatic scattering-amplitude matrix.

Concerning the atmospheric factor, for horizontal propagation, the attenuation range is
about 0.2 dB/km for extremely clear conditions and 3.9 dB/km for haze conditions [22].
That is, the atmospheric attenuation varies from 0.995 to 0.914 for an object measured
at 50 meters. In TLS, under clear atmospheric conditions and limited ranges, ηatm can
therefore be assumed to be constant or even neglected.

2.3. Re�ecting surface characteristic

The light re�ection is strongly wavelength dependent: biochemical composition, color or
material absorbance do not act identically at di�erent frequencies. For example, at equal
energy, the higher the frequency is, the less the wave penetrates through a material, but
the more it will be sensitive to humidity [52]. Due to their light absorbance and re-
emittance di�usion, translucent surface might also produce noise in backscattered beam
intensity. Godin et al. [19] have conducted a study on marble surfaces but speci�cally
about geometrical errors.

In most of the studies, for a simpler approach, surfaces are considered as perfect Lam-
bertian re�ectors. But for real world materials such assumption becomes rapidly invalid
if their surfaces contain non-negligeable specular re�ection proportion or wetness. Dif-
fusivity and specularity are naturally distributed in all surface re�ection spectrum. An
highly di�use surface could be described by the Lambert's cosine law; a mirror-like sur-
face by the Snell�Descartes law. Over time, material re�ectance can vary. For example
grain size and temperature of snow a�ect the intensity amplitude [28].

A surface that obeys Lambert's Law appears equally bright from all viewing directions,
but the light optical intensity follows a cosine reduction rule in function of the angle of
incidence α. A large number of real-world surfaces, such as concrete, plaster or sand,
could be considered almost Lambertian. More generally, light that is re�ected on a non-
metallic and/or on a very rough surface gives rise to a di�use re�ection.

7



At contrary, light that is re�ected on a relatively smooth surface, gives rise to a specu-
lar re�ection. Several models were developed in an e�ort to modelize or approximate
natural light behavior: e.g., Phong [40], Blinn-Phong [5], Cook-Torrance [49]. This kind
of re�ection is especially predominant for metal surfaces. Consequently, the higher the
portion of non-Lambertian re�ectance properties (specular scattering), the smaller the
amount of light backscattered to the sensor if the beam angle of incidence di�ers from
normal incidence. Ding et al. [11] have presented a �lter to reduce specular in�uence
for intensity correction using Phong re�ection model, describing surface re�ection as a
combination of specular and di�use components.

Several studies were conducted to take into account material rugosity. For quantifying
the roughness factor of a scanned surface, Carrea et al. [8] have developed a method
based on the Oren-Nayar re�ectance model [36], simulating the roughness as a serie of
micro-facets acting as perfect di�use re�ectors.

2.4. Intensity measurement

There are commonly two types of LiDAR laser measurement systems: pulsed, commonly
called Time-of-Flight (ToF); and Continuous-Wave (CW). The former technique consists
in the comparison of the time di�erence between a pulsed light beam emission and the
returned peak energy. For the latter, a continuous beam is emitted with frequency mo-
dulation (FM), or sometimes amplitude modulation (AM), and distance is retrieved from
the shift-phase di�erence with backscattered signal. This technique allows the determi-
nation of more accurate measurements, but the higher computational cost and the lower
laser operating power imply a less maximum range capacity.

LiDAR intensity measurement process, with electronics involved and phenomena a�ect-
ing the signal, is schematized in Figure 2. The backscattered energy power is �rstly con-
verted into photocurrent through a photodetector (photodiode, photomultiplier), then
reconverted into a voltage and ampli�ed. The resulting signal is �nally quanti�ed via an
Analog-to-Digital Converter (ADC) into a Digital Number (DN), through an unknown
proprietary function.

The energy received by the photodetector generates electrical charge carriers within the
semiconductor. This light-induced current is proportional to the intensity of the incident
radiation. The output DN information is generally encoded on 8-bits, 12-bits or 16-bits,
varying with scanner manufacturer. The use of an ADC implies that the resolution of
the measure is determined by the quanti�cation. The resolution determines the mag-
nitude of the quantization error and therefore the radiometric calibration accuracy [9].
For example, on the Faro Focus 3D 120 the smallest recording di�erence is about 2-bits
on a 13-bits [-2048;+2047] DN scale, meaning that the intensity values could take 2048
possible states.

In this process, signal disturbances could arise from a large variety of sources, e.g., elec-
tronical and optical noises, temperature, environnement. For example, shot noise and
dark current e�ects are inherent with photodetector electronic. Frequency-modulated
Continuous-Wave (FMCW) LiDAR electronics circuitry appears to be more sensible to
temperature than ToF one, a�ecting laser with power stability or beam pro�le. Errigton
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Figure 2: LiDAR FMCW intensity measurement processes with phenomena a�ecting the backscattered
signal. Squares represent the signal processing steps and rounded squares the di�erent sources of signal
modi�er.

et al. [14] have compared the intensity measurement with varying LiDAR temperature
from 5◦ to 40◦ and have shown a signi�cant deviation. Also, in normal condition of
use, the environment is not entirely controlled and multi-path light re�ection (wiggling),
scattering particles or mutual interference of the received beam (speckle) could occur.

Beside, intensity outlier can occur due to partial or specular re�ector, non-reliable normal
estimation, or due to a measure overlapping two distant surfaces. At the time of data
processing, constraints can be introduced to minimize these in�uences such as giving a
reduced weight for too-hard incidence angles or ignore the values outside an accepted
homogeneity criterion. Actually it is hard to say which perturbation source reaches si-
gni�cant magnitude without dedicated experience in totally controlled environment.

Since acquisition of both range and intensity is based on a monochromatic pulsed laser,
the measured intensity value is almost completely insensitive to global or local illumi-
nations from other light sources, thus avoiding the over and under-exposition issues [6].
Finally, it has to be noticed that some proprietary softwares may apply further intensity
scaling or unpredictable data modi�cations during the raw �le processing, as a gamma
correction [6, 29], without any detailed noti�cation.

3. Radiometric correction

The objective behind radiometric correction is to �nd a sequence of corrections to con-
vert the raw intensity into a value proportional to the surface re�ectance at each scanned
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point. It is necessary to develop methods to signi�cantly reduce the di�erent e�ects in-
�uencing the raw intensity measurement. The more obvious are geometrical parameters
(range and incidence angle), but temperature and specularity are others one which could
be quanti�ed, but with more di�culties.

Typically, the calibration of an instrument is performed by checking its response to se-
veral points throughout a certain range, called calibration range. The calibration range
is di�erent from the instrument capacity range. Obviously this would change according
to needs and signal to noise ratio. Since the manufacturer intensity recording system is
not documented and in absence of additional data, all we can do is establish assumptions
according to intensity measured behavior.

In this context, correction of both distance and angle of incidence e�ects allows to convert
the recorded raw intensity into a viewpoint-independent information, as if all points were
measured at the same distance orthogonally to the scanner. It is therefore possible that
in the future, radiometric calibration will be directly introduced inside the LiDAR signal
processing unit, which will give directly the true or relative re�ectance value. That is
partly already the case for Riegl V-line LiDAR which provides range-calibrated pseudo-
re�ectance using a look-up table as reference [39].

The literature proposes several correction methods which could be divided into two
groups: model-driven and data-driven. No general law could be established regard-
ing the variation of measurement behavior between scanner models [33]. Some studies
focus their correction on a speci�c part of intensity measurement, e.g., brightness re-
ducer [17], surface roughness in�uence [53], incidence angle [18], or a limited portion of
range measurement [48, 3]. Table 2 expresses di�erent methods of the literature for both
groups.

3.1. Model-driven models

As LiDAR is basically a radar-type system operating with light frequencies, model-driven
methods are based on the hypothesis that intensity measurement follows roughly the
simpli�ed radar equation (Equation (4)). Considering the re�ectance value as the value
of interest, Equation (4) could be formulated for a Lambertian surface by:

ρL ∝ φr(ρL, R, α)
R2

cosα
(5)

Assuming that the relation between the raw intensity Iraw and the backscattered optical
power φr is a relation of proportionality we can write:

ρL ∝ Iraw(ρL, R, α)
R2

cosα
(6)

Therefore, for a �rst approach, the following correction is used for model-based methods:

Icor(ρ) = Iraw(ρ,R, α)
R2

cosα
(7)

This type of model-based approach is based on the following assumptions:
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Correction
type

Authors Correction Equation Scanner
Measures
(increment)

Target

Model-
Driven

[8] R, α, τ Icor = Iraw.R
2

cosα(A(τ)+B(τ) sinα tanα)

Optech ILRIS-3DER

Optech ILRIS-LR
5-35 m (5 m)
0-80◦ (10◦)

White matte paper

[29, 30, 26, 27, 50, 31] R, α, τ Icor = 10
( Iraw
Iref

−A)/B
Faro LS HE80
Leica HDS6000
Sick LMS151

1-30 m (0.5 m)
0-80◦ (1◦)

Spectralon
tarp

natural materials

Data-
Driven

[4] R Icor = Iraw(R) + (Iraw(0)− F (R))
Z+F Imager 5006i
Riegl LMS-Z420

2-38 m (1 m)
2-50 m (1 m)

Spectralon
White panel

[3] R, α Ical(ρL, R, α) = F (R)G(ρL, cosα) Faro LS880
0.35-10 m
0-90◦

Spectralon
various matte surfaces

leaf

[6] R, α Ical(R,α) =
[
1805.4− 3075.8

R

]
cosα+ 1473.9− 1510.5

R
+ Imin Leica ScanStation C10

1-23 m (2 m)
0-90◦

Sphere

[15] R, α Ical(ρL, R, α) = F (ρL, α,G(R))
Riegl VZ-400
Faro Focus3D

5-89 m
0-80◦

Spectralon

[17] R, α
Icor = Iraw

F2(α)F3(R)

with F2(α) = hρ(1− n+ n cosα)
Z+F Imager5006i

0.9-9 m (0.1 m)
9-50 m (0.5 m)
0-80◦ (1◦)

White panels

[23] R, α Ical(ρL, R, α) = Ical1(ρL)F2(cosα)F3(R) Leica HDS6100
0-20 m (2 m)
0-60◦ (10◦)
60-80◦ (5◦)

Sand

[37, 20, 38] R, α
Separation: Ical = F (R)G(ρL, cosα)

Nested: Ical = F (ρL, α,G(R))
Surface �tting: Ical = F (ρL, α,R)

Riegl LMS-Z420i
Optech ILRIS 3D◦

1-15 m (1 m)
15-50 m (5 m)
0-72◦ (9◦)

Spectralon

[45, 47] R, α Ical(ρL, R, α) = Ical1(ρL)F2(cosα)F3(R) Faro Focus 3D X330
1-29 m(2 m)
0-80◦ (5◦)

Spectralon

[53] R, α, τ
Ical(ρL, R, α) = Ical1(ρL)F2(α)F3(R)

with F2(α) = 10 log(cosα(A+B sinα tanα))
Riegl VZ-400i

5-12 m (0.3 m)
12-50 m (1.2 m)

0-72◦ (9◦)
Te�on material

Table 2: Table of some representative model-driven and data-driven correction methods. A variety of equations, targets, and experimental measures can be found. The corrections focus on
distance (R [ m]), incidence angle (α [ ◦]), and surface roughness (τ [dimensionless]).
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� No LiDAR electronic modi�cation of the signal.
� No temperature e�ect.
� Electronic gains of emission and reception remain constant.
� Range e�ect only depends of spreading loss, and angle of incidence of Lambert's
cosine law.

� The e�ects of range and angle of incidence are independent of each other.
� The re�ector is assumed to be an extended Lambertian re�ector.

This theoretical model permits a �rst understanding of the radiometric correction pro-
blem, but actual data are inconsistent with the previous hypotheses. A simple law in
'1/R2' is not applicable on the whole range of experimental distance behavior [17, 37].
Kaasalainen et al. [27] found that the range e�ect is strongly dominated by instrumental
factors. Another limitation of theoretical models is that they do not adapt to all ma-
terials but are usually limited to the Lambertian borderline case or to a single type of
material.

Other existing models are either a modi�ed version of the simpli�ed radar equation or
only limited to a particular category of materials [32]. For example, Carrea et al. [8] use
Oren-Nayar re�ectance model to take into account a lithological relief with micro-facets.

3.2. Empirical / Data-driven models

In the model-driven methods, it has been shown that a number of unknown parame-
ters may exist, and that the actual data are not consistent with the previously listed
assumptions. Data-driven methods, based on quanti�ed observations of the intensity
measurement behavior instead of a purely theoretical model, are naturally more adapta-
tive and suitable for an adequat correction approach.

3.2.1. Principle

The objective of empirical methods is to modelize the baseline intensity signal of a cali-
bration target with varying parameters in order to determine correction coe�cients. The
calibration target is often a Lambertian-like �at board such as Spectralon coating panel
[21, 45, 15] or white cardboard [8, 17, 4], but some studies used natural or urban objects
[7, 9, 48]. Bretagne et al. [6] used a spherical target to collect data for all angles of
incidence for each range.

Let's consider a 3-D scan of any scene. We want to make the intensity viewpoint-
independant by corrected range and incidence angle. For each point of the cloud, the
intensity of a calibration target measured at the same range and incident angle could pro-
vide a point of comparison. This type of data-driven approach is based on the following
assumptions:

� The measures for the calibration target and the scanned scene are made with the
same LiDAR.

� All signal changes (e.g. target's surface re�ection properties, temperature, atmo-
spheric condition) are of the same order for the considered scanned point and for
the calibration target.

� The re�ectance of the calibration target is assumed to be fully known or uniform
at any point on its surface.
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The corrected intensity is therefore de�ned as:

Icor(ρ) = δ
Iraw(ρ,R, α)

Ical(R,α)
(8)

where Ical is the raw intensity of the calibration target at both the same range and
incident angle. The constant δ is a normalization constant.

This method permits to evaluate the corrected intensities of any material on the basis
of the reference behavior, suppressing then the dependence of geometrical parameters.
It was the same idea expressed by Nicodemus et al. [35]: �once the absolute re�ectances
of a set of reference standards are carefully measured, the re�ectance measurement of
an unknown sample can be more easily done by the comparison method.�. Contrary to
the model-driven methods, unknown or unmeasured e�ects which are hard to modelize
correctly could be compensated, and outliers in�uence reduced.

3.2.2. Interpretation of the corrected intensity

There are various unknown non-linearities between the raw intensity and the optical �ux
received by the detector. The best we can generally assume for all 3D scanners is that:

� For constant R and α, the function ρ 7→ Iraw(ρ,R, α) which at ρ associates the raw
intensity is strictly increasing.

� The corrected intensity superior (inferior) to the constant normalization δ implies
that the re�ectance is superior (inferior) to the calibration re�ectance, respectively.

� With the corrected intensity, the e�ects of range and angle of incidence are atte-
nuated compared to those present in the raw intensity.

In the end, the corrected intensity approaches a non-linear increasing function of the
re�ectance only. The corrected intensity is sometimes referred to as relative pseudo-
re�ectance values or pseudo-re�ectance.

A reverse engineering approach can be implemented by using various known re�ectance
targets in order to identify and correct the non-linear relationship between the corrected
intensity and the re�ectance, at each point. This data-driven work can be done ei-
ther directly on the corrected intensity, or upstream on the raw intensity. For example
Kaasalainen et al. [30] studied the e�ect of a logarithmic ampli�er for small re�ectances,
and they corrected them by an exponential function �tted on the measures. However,
this process must be repeated and adapted for each LiDAR model, and the results should
be considered as an equivalent Lambertian re�ectance if only a Lambertian target is used.
We will present further in this article such a linearization approach in the experimental
part.

Thus some authors go back to an estimation of the true or absolute surface re�ectance
using known re�ectance targets. This is called rigorous radiometric correction and cali-
bration [32]. But we must remain cautious about interpreting the results in terms of ab-
solute re�ectance. Indeed the measurement conditions are not those used in a standard
way for the determination of absolute re�ectance. In addition, an average bidirectional
re�ectance for the illuminated surface is considered here.
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3.2.3. Assessment of the raw intensity of a calibration target

A calibration target is scanned at several ranges and several angles of incidence so as to
obtain the corresponding raw intensities. Its re�ectance is assumed to be fully known or
uniform at any point on its surface. Then an extrapolation is made to obtain the raw
intensities for the missing ranges and angles of incidence. At the end of the process, the
raw intensity Ical of the calibration target is obtained as a function of the range R and
the incident angle α.

In the literature, there are several forms for interpolation functions that may or may
not be based on the theoretical formulas presented in the subsection 3.1. Pfeifer et al.
[38] identi�ed three types of decompositions for data driven calibration intensity. For a
Lambertian calibration target with a constant re�ectance, these three possible approaches
are:

� Separation approach Ical(α,R) = F (R) G(cosα)
� Nested approach Ical(α,R) = F (cosα,G(R))
� Surface �tting approach Ical(α,R) = F (cosα,R)

The BRDF of the chosen calibration target should resemble that of the sample as closely
as possible to minimize the sensitivity to instrument-alignment errors [35]. The closer the
re�ectance of the calibration target is to that of the scanned object, the more e�ective
the method is. The ideal would be to have several targets with several re�ectances.
The closer the measurement conditions for the calibration target are to those used for
the scanned object, the better the results. For the sake of accuracy, it is possible to
take measurements on the calibration target under the same conditions (place, time,
brightness, warm-up time...) as those of the scanned object. In this case the use of a
spherical calibration target represents an unquestionable time saving.

3.3. The approaches compared experimentally

In the following subsection two data-driven approaches are presented, and will be com-
pared in the experimental section: a separation approach and a surface �tting approach.
The former is usually used in literature, but the latter is more general by not taking into
account the hypothesis of variable separability. These two approaches are not specialized
for a given range of distances or for a type of material.

3.3.1. A separation approach

Tan et al. [45] start from the strong assumption that the e�ects of Lambertian re�ectance,
range and cosine of incidence angle on intensity are separable. Their approach consists in
the subdivision of the calibration intensity in three sub-functions (separated approach):

Ical(R,α) = Ical1(ρL)Ical2(R,α) with Ical2(R,α) = F2(cosα)F3(R) (9)

According to the Weierstrass approximation theorem, a continuous function in a closed
interval can be approximated by a polynomial series. That is the reason why the functions
Ical1 , F2 and F3 were assumed to be of the following forms:

Ical1(ρL) =

N1∑
k=0

εkρ
k
L, F2(cosα) =

N2∑
k=0

βk(cosα)
k and F3(R) =

N3∑
k=0

γkR
k (10)
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where N1, N2 and N3 are three integers and all the values εk, βk and γk are real numbers.
According to data observations of distance from 1 to 29 m and angle of incidence from
0 to 80◦ at 10 m, the authors researched the best polynomial �tting in function of the
standard deviation of residual error for each polynomial regression from degree 1 to 10.

Then the corrected intensity is:

Icor(ρ) = δ
Iraw(ρ,R, α)

Ical(R,α)
with δ = Ical(10, 0) (11)

The corrected intensities acquired at other incidence angles and distances were corrected
to 0 degree and 10 meters chosen as the standard scanning geometry. Moreover the
correction is independent of the re�ectance ρL of the calibration target:

Icor(ρ) = Ical(10, 0)
Iraw(ρ,R, α)

Ical(R,α)
= F2(cos 0)F3(10)

Iraw(ρ,R, α)

F2(cosα) F3(R)
(12)

Four Lambertian plane targets were used, with Lambertian re�ectance ρL of 20%, 40%,
60%, and 80% mounted on a board.

3.3.2. A surface �tting approach

To our knowledge, the surface �tting approach has been cited in [38] but not developed.
Contrary to the previous method, the assumption about distance and incidence angle
separability is not made. Physically, attenuation of laser light beam with distance and
incidence angle are two independent phenomena, but the non-linear signal modi�cation
of intensity by LiDAR electronic could induce an interdependence e�ect.

We propose to investigate a surface �tting method to allow the determination of an
exhaustive calibration map in the parameter domain. This surface regression is based
on a spherical calibration target which is scanned at various ranges, as used by Bretagne
et al. [6]. Its re�ectance is assumed uniform on its entire surface. Hence the only
variable parameters are the range R and the cosine of incidence angle cosα: Ical(R,α) =
f(R, cosα).

Spherical geometry contains all angles of incidence, that is speci�cally convenient for
the calibration. The surface �tting is computed by a piecewise bivariate polynomial
regression on both range and cosine of angle of incidence. The considered bivariate
polynomials are de�ned on domains that were dependent only on the range R. They are
of the following form on each domain:

Ical(R,α) =

M∑
k=0

N∑
l=0

ηkl.R
k. cosl α (13)

where M and N are integers and the values ηkl ((k, l) ∈ N×N) are real numbers. Here,
no prior hypothesis is made on the dependence of the e�ects of distance and incidence
angle.

The resulting 3D map provides a piecewise continuous function describing intensity mea-
surement behavior for any point comprised inside the range of measurement of reference
target. The corrected intensities acquired at other incidence angles and distances were
corrected to 0 degree and 10 meters chosen as the standard scanning geometry.
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4. Experimental results

In this section, we present the experimental results of intensity correction obtained with
the two previous exposed approaches. Firstly, in order to obtain LiDAR intensity beha-
vior with distance and incidence angle, two series of measurement were conducted with
a Spectralon and a sphere target. We describe the scanner, the targets and the proto-
col used for our experiments, and expose the resulting raw intensity dependency curves.
Secondly, both correction approaches were applied directly on the obtained calibration
datasets to validate their e�ectiveness to reduce the dependency of geometrical para-
meters. In order to assess the stability of the correction approaches, two point clouds
of a large scene taken from di�erent viewpoints and with heterogeneous intensities are
corrected. Finally, a linearization of the corrected intensity is proposed.

4.1. Material

The laser scanner used to carry out measurements is a commercial monostatic single-
echo and continuous-wave Faro Focus 3D 120 (Table 3) operating in near infrared. Point
clouds were extracted with the Faro SCENE software. Intensities were scaled in [0; 1]
scale for simplicity.

Range 0.6 m - 120 m

Unambiguity interval 153.49 m

Laser power 20 mW

Wavelength 905 nm

Beam divergence 0.19 mrad (0.011◦)

Beam diameter at exit 3.0 mm

Table 3: Technical speci�cations of Faro Focus 3D 120

Spectralon coating material is used as a calibration reference for intensity correction. Its
material property exhibits purely di�use re�ection without specular component, so it is
a quasi-ideal Lambertian re�ector. For our Spectralon target1 (Figure 3), the re�ectance
values given by manufacturer for the four parts are: 0.989, 0.572, 0.284 and 0.109 at the
laser operating wavelength (905 nm).

A spherical target (Figure 3) was also employed in the same way as [6]. This target
presents several practical advantages over Spectralon: low price, high availability, and
easier to handle. In addition, all incidence angle could be measured in a single scanning
operation. That type of target is initially intended to be used as registration reference,
inducing that their sphericity and re�ectivity should logically be as high as possible. But
their real material composition and re�ectance are not known, likewise, their Lambertian
property is uncertain. The diameter of the sphere is about 139 mm.

1SRT-MS-180 Multi-step: 99, 50, 25 & 12.5%, 18 x 18 inches, AA-00661-000, Labsphere, North
Sutton, New Hampshire, USA
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Figure 3: Photography of the used targets: Spectralon with 99%, 57%, 28% and 11% re�ectivity surfaces,
and sphere.

4.2. Geometrical parameter dependancies

The two more important geometrical parameters to correct are distance and incidence
angle. To determine the intensity behavior as a function of these parameters, several
measurement series were carried out with identical conditions. The measures were made
indoor along a long corridor (∼ 50 m), under daylight illumination. The scanner was
stationary and only the target was moved orthogonally to the scanner center. In order
to avoid the bias due to the scanner temperature, a few unused scans were made before
each measurement serie to preheat the scanner.

For Spectralon, two sets of measures have been taken, one to obtain raw intensity re-
sponse as a function of distance, and the other one to obtain intensity response as a
function of incidence angle. For the �rst serie, measures were made from 1 to 40 m by
1 m increment. For the second serie, the Spectralon target was rotated by steps of 10
degrees, from 0 to 80 degrees, at di�erent distances: 10, 20, 30 and 40 m. Increments
were chosen in order to get enough measurements for an appropriate estimation of the
curve tendency. As it appears that there is not abrupt variations, a constant increment
is su�cient.

For the sphere target, measures were carried out from 1 to 40 m with 0.5 m increment.
Points with angle of incidence superior at 80◦, which present high discrepancy, were re-
moved. The curve (Figure 4) shows the data obtained with the sphere and Spectralon
as a function of distance and incidence angle.

For the determination of incidence angles, in order to get accurate estimations and pre-
venting noise, normals were estimated using plane �tting for Spectralon point clouds and
sphere �tting for sphere point clouds. For each Spectralon parts of the second serie,
all points were averaged. For each sphere point cloud, all points were vectorized and
organized by class of 5◦ for visibility.

Considering distance measures, for all points with incidence angle inferior to 15◦, distance
and raw intensity values were averaged for each Spectralon parts of the �rst serie, and
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Figure 4: Raw intensities measured of the Spectralon and sphere targets as a function of distance and
incidence angle. Left) Mean raw intensities as a function of distance for the four Spectralon parts and
sphere target, with a maximal incidence angle of 15◦. Right) Mean raw intensities as a function of
incidence angle for the four Spectralon parts at 10 m by classes of 10◦, and for the sphere target at 10 m
by classes of 5◦.

for the sphere target. The resulting curves present three separated trends. According to
FARO manufacturer, the existence of internal processes modifying the behavior of the
intensity measurement is con�rmed. At short distance [0, 6] m, a near-distance reducer
prevents saturation of the signal. At mid distance [6, 14] m, it seems that the intensity
variation corresponds to the unmodi�ed signal measurement. Finally, at long distance
[14, 40] m, a too-low signal ampli�er heighten the measured intensity to make the values
comparable with the near and mid distance values.

This curve shape is very similar to the one obtained previously by Tan et al. [46] where
the same scanner model, a Faro Focus 3D 120, was used. Along litterature the mid
distance behavior generally do not change, at contrary to the short and long distances.
For example, with a Faro LS HE80 scanner, Kaasalainen et al. [30] have presented a
curve with a near distance e�ect but no modi�cation at long distance. Indentically in
[4], with a Z+F Imager 5006i. In [4, 37], where a Riegl LMS-Z420i is used, the near
distance e�ect is not present, and the long distance amplifying e�ect is smoother than on
our data. In [38], an Optech ILRIS 3D is tested and shows a very di�erent combination
with a non-stop increasing from 0 m to 20 m and a non-stop decreasing untill 50 m. As
these signal modi�cation e�ects appear alternatively both on ToF and CW LiDAR, it
should not be correlated to the type of measurement modality of the scanner.

4.3. Intensity correction

We have strictly followed the method established by Tan et al. [45] with the Spectralon
dataset. Similar parameter estimations were conducted. Polynomial regression orders
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were chosen in regard of the minimal mean error, i.e. N2 = 3 for angle of incidence, and
N3 = 9 for distance. The polynomial coe�cients (Table 4) were normalized by setting
leading term at 1 with a linear process. The normalization constant was chosen on the
28% curve at 10 m, and at an incidence angle of 0◦. Graphs of the resulting corrected
intensities with this method are shown in Figure 5.

F3(R)

γ0 γ1 γ2 γ3 γ4
-4.918e-12 9.987e-10 -8.615e-08 4.104e-06 -1.174e-4

γ5 γ6 γ7 γ8 γ9
2.052e-3 -2.121e-2 1.186e-1 -3.031e-1 1

F2(cosα)
β0 β1 β2 β3

13.196 5.872 -3.277 1

Table 4: Normalized polynomial coe�cients for Separation approach.
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Figure 5: Separation approach applied on the Spectralon and sphere calibration datasets as a function
of distance and incidence angle. Left) Mean corrected intensities as a function of distance for the four
Spectralon parts and sphere target, with a maximal incidence angle of 15◦. Right) Mean corrected
intensities as a function of incidence angle for the four Spectralon parts at 10 m by classes of 10◦, and
for the sphere target at 10 m by classes of 5◦.

To evaluate the e�ciency of the correction, we will use the coe�cient of variation (CV )
used in [37, 45, 25], which is a scale invariant and dimensionless quantity, as a statistical
quanti�cation of data dispersion. It is de�ned as the ratio between standard deviation
σ and mean µ (CV = σ/µ), and is expressed in percentage. Applied on the obtained
intensity response curves, this measure is particularly convenient to assess the reduction
of intensity variation with regard to parameters.
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After application of the correction, intensity variation with distance is reduced from a
mean CV of 5.35% to 1.25% with Spectralon dataset, and from a CV of 5.19% to 0.91%
with sphere dataset. Intensity variation with incidence angle is reduced from a mean
CV of 6.34% to 1.15% with Spectralon dataset, and from a CV of 5.05% to 0.25% with
sphere dataset.

Though the scanner used in this study is the same model as in Tan et al., subtle di�er-
ences of the system characteristics may exist in each individual scanner. Likewise, our
experimental environment is not identical. For example, although we also use a Spec-
tralon target, the re�ectance values calibrated by the manufacturer are di�erent from
those of Tan et al.. It is recommended that each TLS should be calibrated individually.

With the surface �tting approach, the regressions of data were segmented in three parts:
�rst segment between 1 and 6 m, second between 6 and 14 m, and third between 14 to
40 m. The regression orders were set to n = 2 and m = 2. Thus, three second-order
bivariate polynomial regressions were applied (Figure 6), one for each distance segment.
The normalization factor was chosen at 10 m, for an incidence angle of 0◦.

Figure 6: Colored surface regression with raw intensity (black points) as a function of distance and cosine
of incidence angle.

The obtained coe�cients are presented in Table 5, and the graphs of the resulting cor-
rected intensities with this approach are shown in Figure 7. Intensity variation with
distance is reduced from a mean CV of 5.35% to 1.17% with Spectralon dataset, and
from a CV of 5.19% to 0.45% with sphere dataset. Intensity variation with incidence
angle is reduced from a mean CV of 6.34% to 1.16% with Spectralon dataset, and from
a CV of 5.05% to 0.31% with sphere dataset. Quantitative results of both methods are
given in appendix (Table 7).
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F (R, cosα)

R η00 η01 η02 η10 η11 η12 η20 η21 η22
(0, 6] m 1770.54 −245.11 36.83 308.88 196.60 −25.83 −28.69 −130.92 17.44

(6, 12.5] m 1869.64 −59.66 0.69 366.49 64.23 −2.52 −91.52 −38.15 1.57
(12.5, 40] m 932.36 20.78 −0.20 1415.33 −55.65 0.58 −755.72 38.47 −0.42

Table 5: Bivariate polynomial coe�cients for Surface �tting approach.
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Figure 7: Surface �tting approach applied on the Spectralon and sphere calibration datasets as a function
of distance and incidence angle. Left) Mean corrected intensities as a function of distance for the four
Spectralon parts and sphere target, with a maximal incidence angle of 15◦. Right) Mean corrected
intensities as a function of incidence angle for the four Spectralon parts at 10 m by classes of 10◦, and
for the sphere target at 10 m by classes of 5◦.

4.4. Application to a real scene point cloud

We applied the correction methods on a real point cloud scene case, where both distances
and incidence angles were diversely distributed in the data. Two scans with di�erent view-
points of a same place were selected. The scene represents a sculpture of Niki de Saint
Phalle, named Arbre-aux-Serpents (Angers, France). As in [46, 17], a mean to assess the
correction of an heterogeneous point cloud is to select several areas of a same surface or
structure, and compare their degrees of variation before and after correction. Results
should state about the homogeneity of the correction on each point clouds whatever the
point of view. The point clouds and the selected areas are presented in Figure 8. Both
scans were made outdoor under a warm and sunny day.

The selected areas have mean distances which vary from 2.68 m to 37.13 m, and mean
incidence angles from 8.39◦ to 86.68◦. Three regions were of interest: ground, sculpture
pedestal, and building walls. The predominant material type in all of these regions is
formed of white and di�use stones but with di�erent composition. Ground presents es-
pecially variation on distance, pedestal variation on incidence angle, and building walls
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Figure 8: Top) Front-view photography of the tested scene with heterogeneous re�ective materials. Arbre
aux Serpents sculpture, Niki de Saint Phalle (Angers, France). Bottom) Point clouds of the sculpture
left and right sides (grey tone) with selected areas (false color), dyed in function of the raw intensities.

a mix of both. As the two scans have an overlap, some selected areas are coincident on
both point clouds: for the ground region: areas G1, G2, G3 and G4; for the pedestal:
areas P1, P2 and P3; for the walls: areas W1 and W2.

Figure 9 presents results of the two correction methods compared with raw intensity.
We observe a reduction of intensity variation on the di�erent areas with both methods:
areas CV are divided by a factor between 2.67 and 6.58 with Separation approach, and
by a factor between 3.84 and 9.56 with Surface �tting approach. Left and right side
regions become more homogeneous than before. As the constitutive material of each re-
gion is nearly identical, di�erence between corrected intensities is not very pronounced.
Although, we can observe a more signi�cant di�erence in amplitude between ground and
both pedestal and walls.

22



G1 G2 G3 G4 G5
0.5

0.6

0.7

0.8

0.9

I ra
w

G
ro

u
n

d

Uncorrected

Mean: 0.65, CV: 12.56%

Mean: 0.63, CV: 9.81%

G1 G2 G3 G4 G5
0.5

0.6

0.7

0.8

0.9

I co
r

Separation approach

Mean: 0.75, CV: 2.76%

Mean: 0.76, CV: 1.49%

G1 G2 G3 G4 G5
0.5

0.6

0.7

0.8

0.9

I co
r

Surface fitting approach

Mean: 0.80, CV: 3.27%

Mean: 0.81, CV: 2.51%

P1 P2 P3 P4 P5
0.7

0.75

0.8

0.85

0.9

I ra
w

P
e

d
e

s
ta

l

Mean: 0.74, CV: 5.03%

Mean: 0.78, CV: 6.98%

P1 P2 P3 P4 P5
0.7

0.75

0.8

0.85

0.9

I co
r

Mean: 0.80, CV: 1.88%

Mean: 0.80, CV: 1.19%

P1 P2 P3 P4 P5
0.7

0.75

0.8

0.85

0.9

I co
r

Mean: 0.85, CV: 1.21%

Mean: 0.86, CV: 0.73%

W1 W2 W3 W4 W5 W6 W7
0.7

0.75

0.8

0.85

0.9

I ra
w

W
a

ll
s

Mean: 0.78, CV: 0.69%

Mean: 0.77, CV: 4.56%

W1 W2 W3 W4 W5 W6 W7
0.7

0.75

0.8

0.85

0.9

I c
o

r

Mean: 0.79, CV: 0.73%

Mean: 0.81, CV: 1.40%

W1 W2 W3 W4 W5 W6 W7
0.7

0.75

0.8

0.85

0.9

I c
o

r

Mean: 0.86, CV: 1.30%

Mean: 0.88, CV: 0.87%

Figure 9: Separation and sphere �tting intensity correction approaches applied on two scans of an hete-
rogeneous point cloud. Top) Selected area mean distances and incidence angles. Bottom) Comparison
of area mean intensities before and after correction.

Quantitative results of the area intensities before and after correction are given in ap-
pendix (Table 8).
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4.5. Linearization of the corrected intensity
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Figure 10: Top) Mean corrected intensities of the four Spectralon parts for various ranges and incident
angles. Bottom) Average of mean corrected intensities for each Spectralon part (blue), logarithmic
approximation (red curve), and linearized Icor values compared with perfect linear line (black)

The aim of the linearization is to obtain a linear relashionship between the corrected in-
tensity and the Lambertian equivalente re�ectance. This linearization is new compared
to the method developed by Tan et al. [45]. The linearization method used is general
and reusable.

288 point clouds with corrected intensities of the four parts of the Spectralon are used
to evaluate the non-linear relationship between corrected intensity and Lambertian re-
�ectances for both the separation and the surface �tting approach. Ranges are comprised
between 1.30 m and 40.6 m. The angles under consideration are less than 80◦. We thus
avoid the high dispersion due to the grazing incidence. The coe�cient of variation cor-
responding to the average corrected intensity is always smaller than 4%.

Figure 10 (top) shows that the correction carried out on the raw intensity does not com-
pletely eliminate the e�ects of angle and distance since otherwise the points would be
better grouped for a given Lambertian re�ectance value. The surface �tting approach
makes it possible to better discriminate di�erent Lambertian re�ectance values. In both
approaches, the accuracy decreases with increasing Lambertian re�ectance.
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A non-linear relationship between the corrected mean intensity and the Lambertian re�e-
ctance is found based on the four mean corrected intensities and the origin. This relation-
ship is approximated by the logarithmic form F (ρL) = ln(1+A(ρL)

B) where A and B are
constants. Finally, the linearization function is of the form F−1(Icor) = D(eIcor − 1)E .
The values of the constants are given in the Table 6.

Constants
Root-mean-
square error
(RMSE)

A B D E

Surface �tting
approach

0.008 1.46 0.21 0.16 4.72

Separation
approach

0.006 1.31 0.21 0.24 5.23

Table 6: Constants of linearization for both the separation and the surface �tting approach.

The linearized corrected intensity is an equivalent Lambertian re�ectance value since
we linearized from four Lambertian targets. Linearization allows us to obtain a more
realistic re�ectance value with a linear scale but does not fundamentally change the re-
sults obtained, since a bijective function is applied. Experimentally the quality of the
linearization would depend on the known re�ectance targets used to estimate the real
re�ectance (Lambertian or not). The use of a spherical target to correct the raw intensity
and then of a Spectralon to linearize the corrected intensity seems to us from this point
of view suitable.

We applied this linearization to the actual scans already presented in the previous sec-
tion. In Figure 11, in a general way, the regularity of the results is similar for both
approaches, with slightly higher equivalent Lambertian re�ectance value for the separate
method.

For the ground, the separation method gives equivalent Lambertian re�ectance mean
values between 0.48 and 0.52, whereas the surface �tting approach gives mean values be-
tween 0.41 and 0.46. For walls the regularity of the results is similar for both approaches,
with very slightly higher equivalent Lambertian re�ectance mean values for the separate
method. For the pedestal we �nd the same trend: a very slightly greater range of mean
values for the separate approach. Nevertheless the dispersion is a little better for the
surface �tting approach in this case. The di�erence between right and left side is slightly
more pronounced with the separate approach. Wall and pedestal surfaces have an equi-
valent Lambertian re�ectance, which is higher than that of the ground surfaces for both
approaches. We recall that the spherical target has a re�ectance close to 1 and that
consequently the results with the surface �tting approach are in fact better with high
equivalent Lambertian re�ectance: the results are therefore logically less good for the
ground.
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Figure 11: Separation and �tting approaches applied on the two previous heterogeneous 3D clouds.
Comparison of linearized corrected intensities for various surfaces, on a [0;1] scale.

5. Conclusion

This paper provides a physical and algorithmic focus on LiDAR TLS intensity measure-
ment, and on the problematic of radiometric correction. We exposed the acquisition
processes and the phenomena a�ecting the obtained signal. We showed that the inter-
pretation of intensity in terms of absolute re�ectance, independently of measurement
conditions, must be taken with caution.

Most of previous studies focused their correction on a speci�c part of intensity measure-
ment, or on a limited portion of range measurement. What emerges is that the geome-
trical parameters, range and incidence angle, are the foremost e�ects to be removed. No
general law could be established due to the variation of measurement behavior between
TLS devices, even for identical models. A synthetic presentation was proposed for two
groups of correction methods: model-driven and data-driven.

Two data-driven methods were then analyzed and compared to give an overview of ad-
vanced correction methodology: a state-of-the art separation approach, and a surface
�tting approach with a spherical target that had never been implemented. These two
approaches are not limited to a speci�c distance range or to a speci�c type of materials.

Experimental results showed that the two exposed approaches provided a corrected in-
tensity (or relative pseudo-re�ectance) that was a non-linear increasing function of the
re�ectance. A linearization method of the corrected intensity was also proposed and ap-
plied to both approaches, giving an equivalent Lambertian re�ectance. For applications
that did not require a precise re�ectance value, the obtained pseudo-re�ectance may be
su�cient.
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In addition to providing comparable results to those of the separation approach, the
surface �tting approach is more general since it is not established on preconceived as-
sumptions which do not take certain phenomena into account. For example, at short
distance, the intensity variation depends strongly on both distance and incidence angle;
the correction is then degraded in this case with the separation approach which corrects
separately distance and incidence angle (de�ned at a certain distance). Also, the single
regression over the entire intensity versus distance curve hardly �t the not-so-smooth
curve shapes.

However, the choice of which method to use will be based predominantly on the require-
ments and on the available targets. If a geometrically corrected intensity (viewpoint-
independant) is only requiered, then the surface �tting approach with a spherical target
is better by its practicability and generality. If a full calibrated intensity is required,
a Spectralon with calibrated re�ectances is needed. In this case a separation approach
can be used for already tested scanner models for which the method has already been
validated in the literature. A process of linearization of the corrected intensities for
calibration is then required. At last, the most e�cient calibration process, which would
require both Spectralon and spherical targets, is to use the surface �tting approach with
spherical target for correction, and a linearization process of the Spectralon corrected
intensities for calibration.
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Appendix

Uncorrected
Separation
approach

Surface �tting
approach

Iraw
(R, α<15◦)

Iraw
(α,R=10m)

Icor
(R, α<15◦)

Icor
(α,R=10m)

Icor
(R, α<15◦)

Icor
(α,R=10m)

Sphere
dataset

mean 0.82 0.82 0.81 0.81 0.86 0.87
std 0.042 0.041 0.007 0.002 0.003 0.002
CV 5.19 5.05 0.91 0.25 0.45 0.31

Spectralon
dataset

99%
mean 0.85 0.82 0.84 0.82 0.89 0.87
std 0.035 0.060 0.010 0.008 0.009 0.008
CV 4.09 7.29 1.24 0.97 1.07 0.92

57%
mean 0.79 0.77 0.78 0.77 0.83 0.82
std 0.036 0.054 0.006 0.006 0.005 0.006
CV 4.64 7.01 0.81 0.89 0.62 0.81

28%
mean 0.72 0.71 0.71 0.71 0.75 0.76
std 0.040 0.045 0.006 0.002 0.006 0.003
CV 5.53 6.35 0.85 0.37 0.82 0.42

11%
mean 0.60 0.61 0.59 0.61 0.63 0.65
std 0.043 0.028 0.012 0.014 0.013 0.016
CV 7.14 4.72 2.12 2.40 2.18 2.52

Table 7: Quantitative comparison of Separation and Surface �tting approaches with raw inten-
sities on sphere and Spectralon datasets.
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Uncorrected
Separation
approach

Surface �tting
approach

R (m) α (◦) mean std mean std mean std

L
ef
t
si
d
e

G
ro
u
n
d

G1 2.68 59.48 0.71 0.013 0.73 0.014 0.77 0.017
G2 7.99 80.57 0.71 0.016 0.78 0.010 0.82 0.010
G3 15.22 84.87 0.57 0.013 0.75 0.017 0.80 0.019
G4 23.86 86.68 0.58 0.018 0.76 0.023 0.77 0.025

P
ed
es
ta
l P1 3.06 50.69 0.80 0.006 0.79 0.005 0.84 0.005

P2 3.54 78.13 0.72 0.005 0.81 0.005 0.86 0.007
P3 3.05 75.92 0.72 0.008 0.81 0.008 0.85 0.007
P4 3.53 72.75 0.72 0.005 0.78 0.005 0.83 0.006

W
a
ll
s

W1 35.68 24.42 0.77 0.008 0.79 0.007 0.85 0.008
W2 32.63 8.39 0.79 0.005 0.79 0.004 0.85 0.005
W3 36.26 27.05 0.78 0.007 0.80 0.007 0.85 0.008
W4 33.39 37.47 0.78 0.005 0.80 0.004 0.87 0.005

R
ig
h
t
si
d
e

G
ro
u
n
d

G1 3.80 69.16 0.71 0.012 0.75 0.012 0.80 0.013
G2 9.41 81.77 0.68 0.020 0.78 0.013 0.83 0.015
G3 18.41 85.81 0.57 0.016 0.76 0.021 0.80 0.023
G4 25.07 86.67 0.59 0.018 0.77 0.023 0.78 0.023
G5 12.80 84.01 0.60 0.018 0.76 0.019 0.82 0.020

P
ed
es
ta
l P1 4.29 39.18 0.84 0.005 0.79 0.004 0.85 0.005

P2 4.24 79.98 0.72 0.007 0.80 0.007 0.86 0.008
P3 5.04 81.66 0.74 0.009 0.81 0.009 0.84 0.008
P5 5.04 71.42 0.79 0.009 0.81 0.009 0.85 0.007

W
a
ll
s

W1 37.13 24.16 0.79 0.008 0.80 0.008 0.86 0.009
W2 34.25 11.13 0.80 0.005 0.81 0.004 0.86 0.005
W5 30.12 72.77 0.71 0.016 0.83 0.019 0.88 0.020
W6 21.59 45.09 0.77 0.004 0.82 0.004 0.88 0.005
W7 19.40 52.11 0.75 0.006 0.81 0.006 0.87 0.007

Table 8: Mean and standard deviation of selected area intensities on an heterogeneous point
cloud before and after correction.
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