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Abstract  13 

A phase-resolved wave model is derived from an ocean circulation model for the purpose of 14 

studying wave-current effects in nearshore zones. One challenge is to adapt the circulation 15 

model to the specificities of wave physics. This mainly concerns the consideration of non-16 

hydrostatic effects and the parametrization of wave breaking. The non-hydrostatic pressure 17 

is calculated using the artificial compressibility method (ACM). The ACM-induced errors on 18 

wave dispersion properties are examined in detail in the context of the linear theory using 19 

idealized test cases. The possible compromise between the precision achieved on non-20 

hydrostatic physics and the adjustable CPU cost of the ACM method is looked at in detail. 21 

The modification of the wave characteristics by the bathymetric slope and the breaking of 22 

waves are then examined from a linear slope beach laboratory experiment. Finally the model 23 

is evaluated on the issue of rip currents and their feedback on the wave field using a 24 

laboratory experiment of a beach with a bar intersected by channels. 25 

 26 

1 Introduction 27 

 28 
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The interactions between waves and current play a major role in coastal modelling studies 29 

and are important to correctly reproduce the nearshore circulation. Coastal engineering 30 

applications need realistic descriptions of waves and currents, their transformations towards 31 

the nearshore and behaviours with artificial coastal structures for the design of harbours or 32 

dykes to prevent overtopping and to reduce submersion or erosion risks and this is only 33 

possible with a circulation model that reproduces explicitly the waves. Taking into account 34 

the waves in the circulation models allows on the one hand the representation of the residual 35 

flows generated by the waves such as the Stokes drift (Mellor 2003) or the rip currents 36 

(Castelle et al, 2016) and on the other hand, to take into account turbulence generation by 37 

waves in the turbulent closure scheme, which improves the oceanic surface and bottom 38 

boundary layers, the vertical current shear, and the vertical temperature and salinity profiles 39 

in the circulation model (Uchiyama et al, 2010). In shallow waters, when the waves effects 40 

near the bottom are no longer negligible, the bottom stress is significantly increased, 41 

allowing the resuspension of sand and sediments (Soulsby, 1995), the Stokes drift, the 42 

undertow or rip currents then playing an important role in their transport in the water column. 43 

The wave-current interaction is also decisive for the mean surface level set-up during 44 

storms, the modification of the surface stress related to the roughness created by the waves, 45 

the modelling of the marine submersion of the coastal continental surfaces (Bertin et al, 46 

2012), the modification of the coastline, the evolution of the shape of the seabed 47 

(Bouharguane et al, 2010) . 48 

At the spatial scales of the coastal circulation models (see review by Klingbeil et al, 49 

2018), such studies are mainly done using a hydrostatic circulation model coupled with a 50 

spectral phase-averaged wave model (McWilliams et al 2004, Ardhuin et al 2008, Bennis et 51 

al, 2011, Benetazzo et al, 2013, Kumar et al, 2015, Uchiyama et al, 2017). The phase-52 

averaged wave model feeds the circulation model with Stokes drift, residual wave pressure, 53 

momentum and turbulence production terms related to wave erosion. In return, the 54 

circulation model gives the wave model the variations of sea surface level and surface 55 

current, the latter being able to significantly modify the wave field (Uchiyama et al., 2009) as 56 
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in the known example of rips current. The choice of a phase-averaged wave model is largely 57 

guided by computational time considerations as it provides mean properties of the sea state. 58 

The spectral model can indeed be used with a horizontal resolution much lower than the 59 

wave wavelengths and therefore cover large areas with a reasonable number of grid points.  60 

An alternative is the phase-resolved model, or deterministic model, that explicitly 61 

describes the evolution of the free surface. The SWASH models (Zijlema et al, 2011), 62 

REF/DIF (Kirby and Dalrymple, 1983), FUNWAVE (Kirby et al, 1998), BOSZ (Roeber and 63 

Cheung, 2012), NHWAVE (Ma et al, 2012) are widespread examples of this type of model, 64 

very often mentioned in the wave modelling literature. The processes resulting from the 65 

effects of bathymetry such as refraction, diffraction and reflections (Magne et al, 2005), 66 

interaction with other waves or with the background circulation, infragravity waves (Bertin et 67 

al, 2018), the asymmetrical wave transformation at the approach of the breaking phase, are, 68 

in principle, better represented by this type of model (Rusu and Soares, 2013). The phase-69 

resolved model is also well suited for sand mobilization, which is directly dependent on 70 

orbital velocity near the bottom (Bouharguane et al, 2010). The phase-resolved model has a 71 

continuous approach of frequencies and directions, while the phase-averaged model solves 72 

its equations on a discrete spectrum of frequencies and directions which results in a relative 73 

inaccuracy related to frequency and direction resolution. For example, in Michaud et al 2012, 74 

the Wavewatch III r model (Tolman et al., 2016) is used with 36 discrete values of the 75 

direction leading to a truncation of the direction of the waves of the order of 10 °. However, 76 

the phase-resolved models require finer temporal and spatial discretisation, thus larger 77 

computational resources. The resolution of the horizontal grid imposes a limit on the 78 

permissible wavelengths, truncating the shortest periods of the wave spectrum.  79 

Deterministic nearshore  models should have accurate dispersion and non-linear 80 

properties and thus should be governed by the Navier–Stokes equations (Raoult et al., 81 

2016), using either an Eulerian approach (e.g., OpenFOAM®, Zhou et al., 2017) or a 82 

Lagrangian approach (e.g. the meshless model SPH model, Oger, 2006). These models are 83 

appropriate for local studies, although eventually limited by spurious diffusion or prohibitive 84 
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computational time (Benoit et al., 2017). Simplifications can be made to overcome these 85 

problems: for instance, REF/DIF based on the mild slope equation (Berkhoff, 1972) neglects 86 

some nonlinear effects; SWASH can be used with depth-averaged equations with 87 

appropriate assumptions to introduce the non-hydrostatic pressure (Zijlema et al. ,2011); 88 

Boussinesq, Serre (1953) or Green-Naghdi (Green and Naghdi, 1976) models take partially 89 

into account non linear or dispersive effects (e.g., Bonneton et al.,2011a, 2011b, Tissier et 90 

al., 2012).  91 

Within the limits of the above simplifications, phase-resolved models should 92 

theoretically be capable of simulating the low-frequency 3D processes usually modelled by 93 

circulation models, since their equations are basically the same, except for the hydrostatic 94 

assumption generally made in circulation models (Klingbeil et al. , 2018).  As a result, the 95 

phase-resolved wave model is able to generate residual currents such as rip currents and 96 

therefore does not require coupling with a circulation model to simulate the coupling between 97 

waves and low frequency fields. However, it requires a significant horizontal and vertical 98 

resolution (greater than the wavelength of the waves) which limits the size of the modelled 99 

domain. To date and to our knowledge, most of the applications of the phase-resolved 100 

models seem to concern domains whose horizontal dimensions are of the order of a few 101 

kilometres in each horizontal direction (Yoon, 2014). The constant rise of computers 102 

capability suggests that phase-resolved models could now be used on larger domains 103 

covering a significant part of the continental shelf. Meanwhile, ocean circulation models 104 

currently used at coastal scales could be adapted to deterministic wave modelling with, 105 

(among other objectives), the goal of linking waves and continental shelf circulations like 106 

wind-induced eddies (Petrenko et al. 2008), or to better understand momentum and 107 

turbulence transfer in the surface layer (Deigaard and Nielsen, 2018). This assumes, 108 

however, that their equations are suitable for phase-resolved wave modelling. One of the 109 

essential points is to be able to use these models in non-hydrostatic mode. A number of 110 

articles deal with this question, for the MITgcm model (Marshall et al., 1997), POM 111 

(Kanarska and Maderich, 2003), ROMS (Kanarska et al, 2007), GETM (Klingbeil and 112 
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Burchard, 2013), SYMPHONIE (Auclair et al, 2011). However, at the resolutions where 113 

these models are most often used, the consideration of non-hydrostatic effects may not be 114 

an essential issue (McKiver et al, 2016). The applications envisaged so far concern more the 115 

propagation of internal gravity waves (Bordois et al 2017) or the convective processes 116 

(Paluszkiewicz et al, 1994) than the high frequency surface waves. One of the obstacles to 117 

the deterministic modelling of waves over large domains is the cost of the non-hydrostatic 118 

solver (Klingbeil et al, 2018). As previously mentioned, in the field of phase-resolved wave 119 

modelling, the common alternative to this difficulty is to use simplified models adapted to the 120 

physical specificities of waves (Bonneton et al.,2011a, 2011b). In the field of ocean 121 

circulation modelling, the most widespread approach to the non-hydrostatic problem, on the 122 

contrary, is to take into account the whole complexity of the problem. It leads concretely to 123 

the resolution of a Poisson equation for the non-hydrostatic pressure. This is a global 124 

approach insofar as this leads to a system of linear equations making all the points of the 125 

numerical domain interdependent. Its resolution is in principle costly and currently 126 

constitutes a challenge in the perspective of large numerical domains of several thousand 127 

points in each direction (Roulet et al., 2017). The sigma coordinate widely used in coastal 128 

modelling also increases the cost of the resolution for two main reasons. The first reason is 129 

that the time variation of the position of the vertical levels  (related to the movement of the 130 

free surface) forces to update regularly the coefficients of the main matrix of the system and 131 

its possible preconditioning. The possible representation of the wetting-drying zones adds a 132 

similar difficulty. The second reason is that the sigma coordinate transformation increases 133 

the number of nonzero coefficients of the principal matrix. Roulet et al. 2017 propose to 134 

reduce this number by reformulating the momentum equations. The same authors also 135 

evoke the perspective of the multigrid approach to significantly reduce the cost of 136 

calculation. An application in the vertical direction is proposed by Shi et al. (2015).  137 

The alternative to the global approach is the local approach based on the direct 138 

resolution of non-hydrostatic pressure. Various methods have been proposed so far (Johns 139 

1991, Klingbeil and Burchard, 2013, Bordois et al, 2017, Lee et al, 2006). Among them, Lee 140 
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et al, 2006 (hereafter L06) ACM (artificial compressibility method) method has a reasonable 141 

numerical cost and its implementation in a model is easy. A method derived from L06 is 142 

implemented in the SYMPHONIE circulation model (Marsaleix et al, 2008) and tested in the 143 

aforementioned context, namely the high frequency surface waves and the associated 144 

residual circulations. The purpose of the present paper is to assess this model on the 145 

principal issues of wave modelling. This concerns on the one hand the dispersion properties, 146 

the vertical shear of the current, the asymmetrical wave transformation at the approach of 147 

the breaking conditions, the decay of the waves in the breaking zone. On the other hand, 148 

this concerns the residual waves-related circulation such as the stokes transport, the 149 

alongshore coastal drift, the mean sea level, rip currents and their feedback on the waves. 150 

The article is organized as follows: chapter 2 deals with the implementation of the ACM 151 

method in the ocean circulation model, chapter 3 gives an analytical solution verifying the 152 

ACM equations for low amplitude waves, chapter 4 describes  academic and laboratory  test 153 

cases and finally chapter 5 provides a summary and the conclusions. 154 

 155 

2 Model description 156 

 157 

2.1 Equations 158 

 159 

For the sake of clarity the problem is first presented in a simplified way, in a vertical 2D plane 160 

and presenting only the terms that dominate wave physics: 161 

 162 

��
�� = −� ��

�� − �	
��   (1) 163 

     164 

�

�� = − �	

��    (2) 165 

 166 

 167 
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where q is the non-hydrostatic pressure times the water density, u and w the horizontal and 168 

vertical current, � the sea surface height. As in L06 the hypothesis of incompressibility is 169 

retained to deduce the surface elevation: 170 

 171 

��
�� = − �

��  ������   (3) 172 

 173 

Equation (2) is in practice not calculated by the model. Instead, the combination of (1) and 174 

(2) that leads to the Poisson equation is used: 175 

 176 

�
�� ����� + ��

�� + �

��� = −� ���

��� − ��	
��� − ��	

���   (4) 177 

 178 

The left-hand side of the Poisson equation is ideally zero in the case of the incompressible 179 

hypothesis. Without questioning this hypothesis of incompressibility, the particularity of the 180 

L06 method is however to allow the left-hand side of (4) to be small and not to equal zero. 181 

Before detailing the approach of L06, some comments can be made on the possibility of not 182 

cancelling strictly the left-hand side of (4). It can be noted, for example, that non-hydrostatic 183 

incompressible models can use iterative solvers whose convergence is de facto imperfect, 184 

precluding a strict cancellation of the left-hand side of (4). This approximation is currently 185 

accepted because the physical coherence is preserved if the convergence of the solver is 186 

sufficiently precise. We can also recall that a model such as the one used in this study does 187 

not formally represent (4) but its discrete approximation in the finite difference sense. Not 188 

strictly cancelling the left-hand side of (4) induces an error whose order of magnitude can be 189 

compared to the discretization errors of the other terms. For example, given the numerical 190 

scheme used here, the error made on the horizontal laplacian of q at the right-hand side of 191 

(4) is of the order of (APPENDIX A): 192 

 193 

���
��

��	
��� ≈ ���

�� ��  (5) 194 



8 

 195 

where k is the wavenumber. This discretization error makes it possible to consider a possible 196 

error on the left-hand side, thus relativizing the question to the transformation of the left-hand 197 

side of (4) into a term of artificial compressibility as described by L06 (see equation 2 in 198 

L06). In practice, the ACM method of L06 leads to the reformulation of (4)  as follows: 199 

 200 

�
!� �

�	
��� = � ���

��� + ��	
��� + ��	

���     (6) 201 

 202 

Assuming a sinusoidal form for q , the artificial compressibility term at the left-hand side of 203 

(6) is of the same order as �"!��  = �#!�� ��    (c is the celerity of the waves), which, under 204 

certain conditions, can become of an order of magnitude comparable to (5) (ie �#!�� 205 

comparable to 
���
�� ��), insofar as it is recommended to use the ACM method with $ such that 206 

�#!�� << 1. This point is closely examined later in the article. 207 

In fact, ideally, in compressible theory, the $ constant should be the speed of the 208 

acoustic waves, actually much higher than c. However, as pointed out by Mahadevan et al 209 

(1996), this would have the consequence of requiring an extremely small time step, highly 210 

increasing  the computational cost . This type of approach therefore generally uses a much 211 

lower $ value in order to increase the time step and thus makes the cost of the calculation 212 

affordable. It is therefore noted that the true compressibility of the ocean is not respected by 213 

this approach which relies more on numerical considerations than on a real physical 214 

justification (resulting in the expression "artificial compressibility" used by L06). On the other 215 

hand, apart from the equation (6), the other equations of the model strictly respect the 216 

incompressibility framework. Although greatly diminished by the computational time 217 

constraint just mentioned, the value of $ must nevertheless remain sufficiently large to allow 218 

rapid adjustment of equation (6) to variations in the hydrostatic forcing terms. This property 219 
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is essential for the accuracy of the non-hydrostatic behavior of the model. In practice, $ must 220 

remain larger than the phase speed of gravity waves (Bordois et al, 2017). 221 

The resolution of the Poisson iterative equation (6) can be done with the same time step as 222 

the other equations. In practice its determination is done from the stability criterion 223 

corresponding to the forward-backward scheme, but considering $ rather than the speed of 224 

the gravity waves as it is larger. The time step is therefore smaller than the one of a 225 

hydrostatic model in similar conditions, but the calculation nevertheless remains affordable 226 

(as we will see in the following) because equation (6) is computed only once per time step of 227 

the full model. 228 

 229 

2.2 Implementation in the SYMPHONIE model 230 

 231 

The model used is the ocean circulation model SYMPHONIE (Marsaleix et al. 2008). 232 

As we focus on surface waves, the effect of temperature and salinity is neglected. For the 233 

sake of clarity the equations are given in a Cartesian coordinate system but the model 234 

actually uses a system of generalized sigma coordinates. The momentum equations are 235 

given by: 236 

  237 

��
�� = − ���

�� − ���
�� − �
�

�� + '( − � ��
�� − ) �	

�� + �
�� �*+ ��

��� + ,�   (7) 238 

��
�� = − ���

�� − ���
�� − �
�

�� − '� − � ��
�� − ) �	

�� + �
�� �*+ ��

��� + ,�   (8) 239 

�
!� �

�	
��� = − �

�� ������∗− �
�� ������∗ + ��	

��� + ��	
��� + ��	

���    (9) 240 

 241 

Where ������∗ and  ������∗ represent hydrostatic terms (in practice all the terms of the right-242 

hand side  of (7) and (8) except ) �	
��  and ) �	

��). At this stage, r at the right-hand side of (7) 243 

and (8) is equal to one but we will see later that a value other than 1 can be used to improve 244 
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the accuracy of the dispersion relation and currents of short waves. The incompressibility 245 

hypothesis gives the vertical velocity and elevation of the surface: 246 

  247 

��
�� + ��

�� + �

�� = 0     (10) 248 

��
�� = − �

��  ������ − �
��  (�����    (11) 249 

 250 

The vertical diffusion coefficient is calculated by the k-epsilon scheme (Rodi, 1987) and 251 

(,�,	,�) are breaking terms parameterized as a horizontal diffusion: 252 

 253 

 ,� = �
�� �01 ��

��� + �
�

�
�� 201 ����� + ��

���3   (12) 254 

 ,� = �
�� �01 ��

��� + �
�

�
�� 201 ����� + ��

���3   (13)  255 

 256 

The eddy viscosity of breaking 01 is calculated from a breaking criterion which will be 257 

discussed in a section to follow. Bottom and surface boundary conditions are as follows: at 258 

the surface q=0, 
�(�,�)
�� = 0  and at the bottom 

�	
�� = 0 , 78*+ �(�,�)

�� = (,1� , ,1�) where 78  is the 259 

sea water density and  (,1� , ,1�) are the components of the bottom stress. The bottom stress 260 

is parameterized as in Blumberg and Mellor (1987), from a quadratic relationship of the 261 

bottom current and a drag coefficient derived from a roughness length. 262 

The equations are calculated with a forward-backward time scheme detailed in 263 

APPENDIX B. Considering that short surface waves are intrinsically three-dimensional, the 264 

barotropic-baroclinic time splitting commonly used in circulation models for calculating 265 

separately barotropic and baroclinic velocities (Blumberg and Mellor 1987) can not applied 266 

here. In practice, all the equations are calculated with the same time step. 267 

 268 

2.3 The time step 269 
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 270 

The time step is determined from the stability criterion specific to the forward-271 

backward scheme. In the case of the hydrostatic model, the criterion of stability with respect 272 

to surface waves would be: 273 

 274 

�9+:� = ��
√�

�
<=�>?@ (14) 275 

 276 

where dx is the horizontal resolution, ℎ+:� is the maximum depth of the domain and 277 

therefore <�ℎ+:�  is the maximum theoretical phase speed expected for surface waves. In 278 

the non-hydrostatic model, the calculation of the equation for q imposes a more drastic 279 

additional criterion since it depends on $ that is greater than <�ℎ+:�. It is not trivial to find a 280 

simple expression similar to (14) but, unsurprisingly, it appears in simulations performed by 281 

the authors that the maximum value of the time step allowed by the non-hydrostatic model 282 

was close to 
��
√�

�
B, ie (14) with <�ℎ+:� replaced by $. In practice, in all the simulations 283 

presented, the time step of the non hydrostatic model is given by a fraction (70%) of this 284 

criterion to include other stability criteria than gravity waves such as those resulting from 285 

non-linearities, namely: 286 

 287 

 �9 = 0.7 ��
√�

�
B  (15) 288 

 289 

The determination of $ is therefore related to the determination of the time step. The larger 290 

the first, the smaller is the second. The quantity N which represents the ratio of the 291 

theoretical time step of the hydrostatic case to the time step of the non-hydrostatic case, is 292 

introduced: 293 

 294 

E = ��>?@��    (16) 295 
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 296 

which, using (14) and (15), is equivalent to 297 

 298 

 E = �
8.F

!
<=�>?@  (17) 299 

 300 

N  is a key parameter of the problem. The larger it is, the smaller is the model time step and 301 

the better is the accuracy expected on the non-hydrostatic term. Since  �9+:� , is the time 302 

step that would normally have the hydrostatic model in similar conditions, the ratio N is a 303 

good indicator of the relative additional cost associated with the non hydrostatic effect. The 304 

evaluation of this additional cost must also take into account that an additional equation (for 305 

q) has been added to the equations of the hydrostatic model. The latter essentially counts 4 306 

three-dimensional equations, two for the horizontal components of the current, one for the 307 

turbulent kinetic energy and one for its dissipation rate. The relative numerical excess cost of 308 

the equation for q is therefore of the order of E �G�
� = 1.25	E .  309 

 310 

3 Analytical solutions 311 

 312 

Analytical solutions verifying model equations in the context of linear theory are now 313 

presented. We consider a 2D vertical plan, a linearized version of (7), 314 

 315 

 
��
�� = −� ��

�� − ) �	
��    (18) 316 

 317 

the continuity equation, 318 

 319 

	���� + �

�� = 0    (19)  320 

 321 
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and the non-hydrostatic pressure equation (6). The elevation of the surface is of the form 322 

� = �8JK(L��"�). The non-hydrostatic pressure satisfying equation (6) is of the form: 323 

 324 

 = −(� M�⁄ )� + 2O8JK(L��"�)cosh	(M�(� + ℎ)) (20) 325 

 326 

with 327 

 328 

M� = �1 − "�
L�!��     (21) 329 

 330 

Where α appears in the left hand side of (6) and in the definition of N calculated by (17). 331 

Using (20) and the surface condition q=0 leads to: 332 

 333 

 = =
U� �(−1 + cosh	(M�(� + ℎ))/cosh	(M�ℎ))  (22) 334 

 335 

Using (22) and (18) gives the horizontal current: 336 

 337 

� = � L
" � W1 + X

U� �YZ[\	(UL(�G�))YZ[\	(UL�) − 1�]  (23) 338 

 339 

Using (23) and the continuity equation (19) to derive the vertical velocity, then applying the 340 

surface condition ^ = ��
��, leads to the dispersion relation: 341 

 342 

_� = ��� �1 − X
U�� ℎ + X

U` ��	9abℎ(M�ℎ) (24) 343 

 344 

Note that if r=1  and if N (therefore α) tends to infinity (leading to the cancellation of the left-345 

hand side of (6) and M = 1) the dispersion relation (24) becomes equivalent to the usual 346 

dispersion relation (Kinsman, 1965): 347 
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 348 

_� = ��	9abℎ(�ℎ) (25) 349 

 350 

while, using (23) and (25), we find the usual solution for the horizontal current (Kinsman, 351 

1965): 352 

 353 

� = _�	 YZ[\	(L(�G�))[cd\	(L�)  (26) 354 

 355 

This result shows that the ACM method becomes equivalent to the classical non-356 

hydrostatic incompressible method if N is sufficiently large. In the following, we distinguish 357 

the dispersion relations of the incompressible non-hydrostatic linear theory (ie (25)), of the 358 

non-hydrostatic ACM theory (ie (24)) and of the hydrostatic theory (ie (27)): 359 

 360 

_/� = <�ℎ  (27) 361 



362 

Figure 1. Dispersion relations at different bottom depth. Blue line: hydrostatic l363 

Green line: incompressible non-364 

and  N = 5. 365 

 366 

Figure 1 shows these different dispersion 367 

(this choice will be discussed in the n368 

The ACM theory with r=1  provides a considerable improvement over the hydrostatic theory 369 

but overestimates the non-hydrostatic effect (370 

the green curve). This overestimation increases with bathymetry. At shallow depths the 371 

agreement is very satisfactory, but the non372 

1, h=10m).  373 

 374 

. Dispersion relations at different bottom depth. Blue line: hydrostatic l

-hydrostatic theory (25). Dashed red line: ACM theory (24) with r=1 

shows these different dispersion relations for periods ranging from 6s to 14s 

(this choice will be discussed in the next section), for different bathymetry values and 

provides a considerable improvement over the hydrostatic theory 

hydrostatic effect (Figure 1: the dashed red curve is always below 

is overestimation increases with bathymetry. At shallow depths the 

agreement is very satisfactory, but the non-hydrostatic effect is also less significant (

15 

 

. Dispersion relations at different bottom depth. Blue line: hydrostatic linear theory (27). 

hydrostatic theory (25). Dashed red line: ACM theory (24) with r=1 

s for periods ranging from 6s to 14s 

ext section), for different bathymetry values and N=5. 

provides a considerable improvement over the hydrostatic theory 

: the dashed red curve is always below 

is overestimation increases with bathymetry. At shallow depths the 

o less significant (Figure 
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The parameter r is a way to bring ACM theoretical solution closer to the non-375 

hydrostatic incompressible theory. Frequencies produced by (24) and (25) are actually 376 

equivalent if 377 

 378 

) = Me 	 fgd\(L�)�L�
fgd\(UL�)�UL�  (28) 379 

 380 

Horizontal currents (23) and (26) are identical on the surface without condition on r and µ  , 381 

while near the bottom they are equivalent if 382 

 383 

) = M� 	� �
YZ[\	(L�)− 1� � �

YZ[\	(UL�)− 1��� (29) 384 

 385 

 386 
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Figure 2. Relative error on the wavelength computed by the ACM dispersion relation (24) at different 387 

bottom depth and N=5. Solid line: r=1. Dashed line r=0.9845. The horizontal dashed line indicates 388 

an error level of 1%. 389 

 390 

Expressions (28) and (29) suggest the possibility of optimizing r according to the 391 

local values of the depth and the dominant period of waves. This point will be addressed in 392 

future applications. At this early stage of our study, r will be considered constant. Figure 2 393 

shows the absolute value of the relative error on the wavelength,|ijkl − i| i⁄ , as a function 394 

of the period, ijkl being deduced from (24) and L , the “true” wavelength, from (25).  395 

Relative errors are more important for small periods and for large bathymetry values. Errors 396 

of the order of several % are expectable with r = 1. On the other hand, it is possible to 397 

reduce the error level below 1%, for all the values of period and bathymetry considered in 398 

Figure 2, with r = 0.9845. 399 

The fact that (28) and (29) are not identical shows that it is not possible to strictly 400 

cancel the error on the current and on the dispersion relation with the same value of r. 401 

However as shown in Figure 3 for h=50m and a period of 10s, (28) and (29) give very similar 402 

values of r so that it is possible to find a value of r that reduces both the current and 403 

dispersion relation errors (this will be discussed in the next section). Finally we note that a 404 

compromise on these two possible values of r is all the easier to find if N is large because 405 

(28) and (29) converge both to r=1 . 406 
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407 
Figure 3: r computed with (28) (Black line) and (29) (red line) as a function of N for h=50m and a 408 

period of 10s. 409 

 410 

In conclusion, the analytical solutions corresponding to the linearized equations of the ACM 411 

method show a satisfactory representation of the non-hydrostatic effect in the range of 412 

periods concerned by the future applications of the model to the near shore zone. The 413 

accuracy however depends on the setting of parameters such as N and r. Since the 414 

accuracy of a numerical model also depends on many other factors related to the 415 

discretization of equations, such as spatio-temporal resolution and relevance of numerical 416 

schemes, the above theoretical analysis is now completed with numerical experiments. 417 

 418 

 4 Test cases 419 



19 

 420 

4.1 Wave propagation in the context of linear theory 421 

 422 

In this section, we check the ability of the model to correctly represent the physical 423 

characteristics of the simulated wave thanks to a series of test cases consisting in exploring 424 

the dispersion properties of the waves. We consider here low amplitude waves (1 mm) in 425 

order to be within the framework of the linear approximation for which simple analytical 426 

solutions exist (Kinsman, 1965). The objective is to define the values of N which lead to a 427 

reasonable compromise between the computation cost (consideration encouraging to lower 428 

N) and the precision of the dispersion properties (consideration encouraging to increase N).  429 

We use a domain with a flat bottom at 50 m depth, a periodic condition in the direction 430 

normal to wave propagation. The horizontal resolution is 5m and 20 vertical levels are used. 431 

The waves are generated at the entrance of the domain, while the fields are at rest at the 432 

initial state. The opposite boundary is closed but the dimension in the direction of 433 

propagation is large enough, so that the waves do not have time to reflect on it before the 434 

end of the simulation (10 minutes). This first numerical experiment is carried out with r = 1. 435 

The open boundary conditions are derived from Marsaleix et al (2006). As 436 

recommended by Blayo and Debreu (2005), an outgoing field is defined as the difference 437 

between the total field and the incoming field. We thus define anomalies of currents, sea 438 

surface height and non-hydrostatic pressure, �m = � − �
, �m = � − �
 ,	  m =  −  
 where 439 

�
 , �
 ,  
 are prescribed by the analytical solution of the short wave linear theory. We then 440 

assume that the incoming short waves do not reflect at the coast because of dissipation and 441 

that waves propagating offshore are at lower frequencies (they may consist of infra-gravity 442 

waves if the conditions of their generations are met (Bertin et al, 2018)). The radiative 443 

conditions,	�m = ±��m/o  and p ′ p9⁄ ± op ′ pr⁄ = 0, are therefore applied using the long 444 

wave phase speed o = <�ℎ. 445 
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The simulation is analyzed in order to extract the modelled wavelength and to 446 

compare it with that predicted by the theoretical relation dispersion of the incompressible 447 

linear theory (25). The modelled wavelength is diagnosed from the distance separating two 448 

successive identical values of the surface level in the direction of propagation. The grid 449 

points chosen for the calculation of this diagnosis are located beyond a distance of 625m 450 

from the open boundary and, moreover, the diagnosis is only calculated once the transient 451 

regime is reached (i.e. once the wave front has passed these points). A time average of the 452 

values obtained is finally calculated. A set of simulations is done to estimate the precision on 453 

(25) as a function of N (ranging from 2 to 20) and of the wave period. The smallest period 454 

considered here is 6 seconds, associated with a wavelength of 56m for h=50m, represented 455 

by  11 grid points given the horizontal resolution of 5m. This minimum value is considered as 456 

a reasonable threshold with respect to the capacity of the C-grid to represent the small 457 

wavelengths. The maximum period considered is 14 s which is associated with a wavelength 458 

of approximately 250 m. Periods greater than 14s are not considered because their 459 

wavelengths, much larger than the depths envisaged, render them slightly non-hydrostatic 460 

and therefore not interesting from the point of view of the authors. 461 



462 

Figure 4: Relative error on the wavelength463 

theory and L* is either deduced from 464 

or from the ACM linear theory (figures c and d)465 

of -3%. Each curve corresponds466 

(red). The black curve (figure a) corresponds to a period of 6s and467 

c), or h= 10m (figures b and d) 468 

 469 

 470 

Figure 4 shows the relative error on the wavelength,471 

L is given by the incompressible 472 

or from the ACM linear theory473 

from the previous section, the errors are stronger when the 474 

Relative error on the wavelength (i∗ − i)/i  where L is given by the incompressibl

is either deduced from simulations with 20 vertical levels and dx=

theory (figures c and d). The horizontal dashed line indicates a relative error 

Each curve corresponds to a period: 14s (magenta), 12s (cyan), 10s (blue), 8s (green),

The black curve (figure a) corresponds to a period of 6s and dx=2.5m. h=50m (figures a and 

 

the relative error on the wavelength, (i∗ − i)/i , where the “true” wavelength 

the incompressible linear theory (25) and i∗ is either deduced from the model 

theory (24) with r=1 . Errors decrease when N increases. As expected 

previous section, the errors are stronger when the bottom depth is important.
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where L is given by the incompressible linear 

dx=5m (figures a and b) 

line indicates a relative error 

14s (magenta), 12s (cyan), 10s (blue), 8s (green), 6s 

h=50m (figures a and 

the “true” wavelength 

deduced from the model 

increases. As expected 

depth is important. This 
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could be an issue near the model open boundaries where the most important depths are 475 

normally expected. To our knowledge, near shore modelling studies mostly focus on areas 476 

where bathymetry does not exceed a few tens of meters. We thus assume that 50m could 477 

be a plausible upper limit for realistic models of the near shore zone (at least for the time 478 

being). In the following, the case h = 50m is the subject of greater attention. 479 

The model errors are generally similar to those predicted by the ACM linear theory 480 

(Figure 4a and Figure 4c). A notable difference is that errors tend to zero when N increases 481 

in the case of the theory but not in the case of the model. This is explained by additional 482 

sources of error, of numerical origin, in the case of the model. These numerical errors are 483 

more important for small periods. For example, for a period of 6s, the residual error for large 484 

values of N is around 3% for h = 50m and around 2% for h = 10m (Figure 4a and Figure 4b). 485 

The agreement between the model and the ACM linear theory is less good for h = 10m, 486 

especially for a period of 6s (Figure 4b and Figure 4d). The relative predominance of 487 

numerical errors is here related to the decrease of the wavelength caused by the decrease 488 

of h. For a period of 6s and h=10m, the wavelength is indeed around 48m, i.e. less than 10 489 

grid points while the wavelength is around 56m i.e. more than 11 points when h = 50m. 490 

Actually, when h decreases, causing the wavelength to decrease, the resolution of the 491 

horizontal grid eventually becomes insufficient to represent the shortest waves, unless wave 492 

breaking occurs before this critical situation. 493 

Model errors are also sensitive to vertical resolution. The accuracy of the vertical 494 

profile of q and current depends on the number of vertical levels. The shortest wavelengths 495 

are particularly sensitive to this error because the vertical profile of q is more non-linear and 496 

is established on a smaller depth. Figure 5 shows that for the 6s period, the relative error is 497 

much smaller with 80 levels than with 10 or 20. Using more vertical levels reduces the 498 

residual error (but does not completely eliminate it). The error levels obtained with 40 levels 499 

or 80 levels are however equivalent. For larger periods (results not shown), the sensitivity of 500 

the error to the vertical resolution is smaller, plausibly because the vertical profile of the 501 

fields, whose characteristic scale of decay is related to the wavelength, is less sheared.  502 



503 

Figure 5: relative error on the wavelength504 

dx = 5m. The horizontal dashed 505 

curve corresponds to a different number o506 

(magenta), 40 regular levels (dashed 507 

near the surface (green), 10 regular levels (red).508 

 509 

The “minimum” error level, around 1.5% 510 

the time-stepping method itself and no longer depends on the non511 

aspect of the error can be examined in the hydrostatic model by re512 

assumptions we made in section513 

(3) the surface elevation is given by:514 

 515 

: relative error on the wavelength (vertical axis) as a function of N (horizontal axis)

dashed black line indicates a relative error of -1.5%. The period is 6s. Each 

curve corresponds to a different number of vertical levels. From top to bottom: 80 regular levels 

regular levels (dashed bold black line), 20 regular levels (blue), 10 levels tightened 

regular levels (red). 

ror level, around 1.5% in Figure 5 (case 80 levels, N=20

stepping method itself and no longer depends on the non-hydrostatic aspects. This 

aspect of the error can be examined in the hydrostatic model by re-invoking the simple 

assumptions we made in section 2.1. Combining the equation (1) (now without term 

(3) the surface elevation is given by: 
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(horizontal axis). h=50m. 

1.5%. The period is 6s. Each 

f vertical levels. From top to bottom: 80 regular levels 

20 regular levels (blue), 10 levels tightened 

N=20), is attributable to 

hydrostatic aspects. This 

invoking the simple 

without term q) and 
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���
��� = o� ���

���  (30) 516 

 517 

Given the numerical schemes used by our model, the error is respectively of the order of 518 

���
��

���
��� ≈ ���

�� _�η  and o� ���
��

���
��� ≈ o� ���

�� ��η  for the left- and right-hand sides of (30). These 519 

errors are estimated from the first terms of a Taylor expansion (APPENDIX C). The 520 

compensation of temporal and spatial discretization errors is a characteristic of this type of 521 

discrete equation (Lemarié et al, 2015, page 127 paragraph 2). Here we see that the two 522 

above errors are compensated when the time step is at its theoretical maximum, i.e.  523 

�9 = �r/o (with o = _/�). When the time step is significantly smaller (consequence of the 524 

increase of N) the time-dependent error becomes negligible and the error is reduced to the 525 

error of the right-hand side,	o� ���
��

���
���, also equivalent to −o� ���

�� �� ���
���, and then the 526 

discretization  of the (30) equation tends to behave like (APPENDIX C): 527 

 528 

���
��� ≈ o� ���

��� − o� ���
�� �� ���

��� +⋯   (31) 529 

 530 

so that the modelled phase speed approaches ou1 − ���
�� �� ≈ o �1 − ���

�� ���. The relative 531 

error on the phase speed is therefore of the order of 
���
�� �� = (�v/w)�

��   where n is the number 532 

of grid points per wavelength. For the shortest wavelengths considered (for which n is 533 

around 10), the relative error on c is therefore of the order of 1.5%. Given that the period is 534 

imposed by the forcing, this level of error is therefore the one  expected for the modelled 535 

wavelength and, in fact, it corresponds fairly well to the residual error for N=20 and 80 levels 536 

(see Fig. 5). 537 

In summary, the accuracy of the dispersion properties increases significantly with N 538 

until ACM-related errors become small compared to the other error sources mainly the 539 

vertical resolution and the order of precision of the numerical schemes used to calculate 540 
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spatial and temporal derivatives. The determination of N would lead to choosing N around 14 541 

in the case of the experiment considered. Another way to choose N is to define an 542 

"acceptable" precision level on the dispersion properties, depending on the period of the 543 

simulated waves. For example, a relative error of 3% is obtained for N>7 for a period of 8s, 544 

N> 5 for a period of 10s, etc… 545 

 546 

4.2 Improved accuracy (apart from increasing N) 547 

 548 

Distribution of vertical levels 549 

 550 

The previous paragraph shows that the accuracy decreases appreciably with the 551 

wave period. At the shortest periods, accuracy is more sensitive to vertical resolution. 552 

Increasing the number of vertical levels is an obvious but expensive way to reduce this 553 

second source of error. Modifying the vertical distribution of levels without changing their 554 

number is an alternative that allows a significant improvement in accuracy at small periods. 555 

In the case of the 6s period, Figure 5 shows that 10 irregularly distributed levels (see Table 556 

1) provide a much higher accuracy than 10 equidistant levels, and makes it comparable to 557 

the precision obtained with 20 equidistant levels. The vertical distribution proposed here is 558 

such that the accuracy is also improved or maintained for the other periods considered 559 

(results not shown). 560 

 561 

levels Relative thickness �� ℎ⁄  

10 0.03852 

9 0.04623 

8 0.05547 

7 0.06657 

6 0.07988 



26 

5 0.09586 

4 0.11503 

3 0.13803 

2 0.16564 

1 0.19877 

Table 1: Thickness of the ten layers (1 corresponds to the bottom) as a fraction of the water depth. 562 
 563 

It should be noted that, in a realistic domain, the generalized sigma coordinate makes it 564 

possible to adapt the vertical distribution to the bathymetry. For example, in areas where 565 

bathymetry is low relative to wave wavelength, the vertical profile of current and pressure is 566 

less sheared and a more regular distribution of the levels is preferable to the irregular 567 

distribution of Table 1. Given the positive influence of increasing vertical resolution on 568 

accuracy, the increase in vertical resolution that results from the decrease in bathymetry in 569 

the sigma formulation leads to a better representation of dispersion properties when 570 

approaching the coast. 571 

 572 

Influence of horizontal resolution 573 

 574 

Increasing the horizontal resolution (without changing the other parameters, 575 

especially N) leads logically to decrease the level of error, especially at short periods. 576 

Significantly increasing the horizontal resolution has a real but limited impact on the 577 

accuracy because of other sources of error such as the lack of vertical resolution. The period 578 

6s is more critical than the other periods tested because, as noted above, the number of grid 579 

points per wavelength is particularly low. Doubling the resolution allows about 22 grid points 580 

per wavelength (for h=50m). Fig. 4 shows that a relative error <3% is obtained with N> 10 for 581 

a horizontal resolution of 2.5m, whereas this same level of error requires N> 14 for a 582 

horizontal resolution of 5m.  583 

 584 



Tuning the non hydrostatic pressure gradient585 

 586 

A modification of the pressure gradient scheme is now proposed to use modera587 

values while maintaining an acceptable level of accuracy on dispersion properties. We 588 

consider values of N around 5. The proposed modification is suggested by the observation 589 

that the error on the wavelength is590 

to the fact that the modelled phase speed is systematically lower than the theoretical phase 591 

speed. In other words, the non592 

This conjecture can be interpreted as an overestimation593 

the pressure gradient in agreement with the conclusions drawn from the analytical solution of 594 

the linearized ACM equations (595 

moderating the non hydrostatic press596 

slightly less than 1 (see the non597 

(8)).  598 

599 
Figure 6: Relative error on the wavelength as a function of r600 

h=50m. N = 5. Horizontal black lines indicate a relative error of + or 601 

to a period: 14s (magenta), 12s (cyan), 10s (blue), 8s (green), 6s (red). The dashed vertical line 602 

corresponds to r = 0.98 (a) and r=0.9845 (b)603 

 604 

 605 

Tuning the non hydrostatic pressure gradient 

A modification of the pressure gradient scheme is now proposed to use modera

values while maintaining an acceptable level of accuracy on dispersion properties. We 

around 5. The proposed modification is suggested by the observation 

that the error on the wavelength is systematically negative (Figs 4 and 5). 

phase speed is systematically lower than the theoretical phase 

speed. In other words, the non-hydrostatic effect excessively decreases the phase speed. 

This conjecture can be interpreted as an overestimation of the non-hydrostatic component of 

in agreement with the conclusions drawn from the analytical solution of 

linearized ACM equations (section 3, Figure 1). The proposed improvement consists in 

moderating the non hydrostatic pressure gradient by multiplying the latter by a constant 

(see the non-hydrostatic pressure gradient terms in 

elative error on the wavelength as a function of r. Model (a) and ACM linear the

h=50m. N = 5. Horizontal black lines indicate a relative error of + or - 1%. Each curve corresponds 

to a period: 14s (magenta), 12s (cyan), 10s (blue), 8s (green), 6s (red). The dashed vertical line 

(a) and r=0.9845 (b) for which all relative errors are between +/
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A modification of the pressure gradient scheme is now proposed to use moderate N 

values while maintaining an acceptable level of accuracy on dispersion properties. We 

around 5. The proposed modification is suggested by the observation 

). This is equivalent 

phase speed is systematically lower than the theoretical phase 

hydrostatic effect excessively decreases the phase speed. 

hydrostatic component of 

in agreement with the conclusions drawn from the analytical solution of 

. The proposed improvement consists in 

ure gradient by multiplying the latter by a constant  

 equations (7) and 

. Model (a) and ACM linear theory (b). 

1%. Each curve corresponds 

to a period: 14s (magenta), 12s (cyan), 10s (blue), 8s (green), 6s (red). The dashed vertical line 

which all relative errors are between +/- 1% 

r
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Fig. 6a, obtained with N=5 (dt = 0.032s), shows that the precision is improved when r 606 

decreases to a certain level below which the sign of the error is reversed (becoming positive) 607 

and the error increases again. As expected from the ACM linear theory, the value of r that 608 

exactly cancels the error is not the same depending on the period. It is around r=0.982 for 609 

the 6s period and smaller for the other periods. The general behaviour is nevertheless quite 610 

similar for all the periods and one can identify a unique value of r which makes it possible to 611 

reduce the error below 1% for all the periods (Figure 6a, r=0.98), which corresponds to a 612 

very significant reduction of the error, especially for small periods (error of 8% and 5% for 613 

periods of 8s and 6s respectively, with r=1). The general behaviour of the model is in good 614 

agreement with the analytical solution (Figure 6b). However, since the model has other 615 

sources of errors than those of the theoretical model, Figures 6a and 6b are not strictly the 616 

same and the best compromise for the value of r would be slightly larger according to (24), 617 

around 0.984 (Figure 6b). Although the theoretical model could certainly be used for a 618 

default setting of r, Figure 6a shows that errors can be further reduced with an empirical 619 

setting. This numerical estimate of the best compromise on r is therefore used in the 620 

following.  621 

As pointed out previously, a realistic numerical domain is characterized by variable 622 

bathymetry. As 50m should be an upper limit of a near shore zone model in our future 623 

applications, we now verify that the value r=0.98, which reduces the error below 1% for all 624 

periods when h=50m, remains relevant for lower values of the water depth. These tests are 625 

done keeping the same time step (dt=0.032s) and N=5. Figure 7, obtained for h=20m, shows 626 

a precision greater than the simulation with h=50m, under the combined effect of the 627 

increase of the vertical resolution (the same number of vertical levels distributed over a 628 

shallower water column) and also the decrease in the non-hydrostatic effect caused by the 629 

decrease in the ratio between the horizontal scale and the vertical scale. If Fig. 7 suggests 630 

that the best value of r would be around 0.978 (the minimum relative error is indeed close to 631 

this value for most of the periods considered), the proposed value of 0.98 for h=50m remains 632 



relevant for shallower depths because it reduces the relative error associated with the 633 

different periods between -0.25% and 0%.634 

635 

Figure 7: as Figure  6a but h=20m.636 

0.25%. The dotted vertical line corresponds to r = 0.98 for which all relative errors are between 637 

0.25% and 0%. 638 

 639 

 640 

Note finally that the choice of the 50m value as the ma641 

is somehow arbitrary. There are certainly other ways of defining the 642 

shore zone, such as the depth at which the waves are modified by the seabed. In this case, 643 

a maximum value based on the relative d644 

relevant for shallower depths because it reduces the relative error associated with the 

0.25% and 0%.  

but h=20m. The 2 horizontal black lines indicate a relative error of + or 

0.25%. The dotted vertical line corresponds to r = 0.98 for which all relative errors are between 

Note finally that the choice of the 50m value as the maximum value of the bathymetry 

arbitrary. There are certainly other ways of defining the offshore limit of the near 

zone, such as the depth at which the waves are modified by the seabed. In this case, 

a maximum value based on the relative depth, kh, may be preferable. 

29 

relevant for shallower depths because it reduces the relative error associated with the 

 

The 2 horizontal black lines indicate a relative error of + or - 

0.25%. The dotted vertical line corresponds to r = 0.98 for which all relative errors are between -

ximum value of the bathymetry 

offshore limit of the near 

zone, such as the depth at which the waves are modified by the seabed. In this case, 
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that this parameter can be used to correct errors beyond the single error caused by the ACM 646 

method. The errors associated with the vertical dis647 

can therefore be compensated by this method. We thus examine the possible undesirable 648 

consequences of this compensating effect on other impor649 

especially since, according to the theoreti650 

current and the relation of dispersion is not obtained strictly with the same value of 651 

(28) and (29)). Recall also that t652 

interest, since the intensity of the current near the bottom is crucial for the determination of 653 

the bottom friction, the resuspension of sediments near th654 

(among others). Figure 8a shows that for the period 6s, 655 

the current more accurate than with 656 

vertical shear), the value r=0.986657 

profile predicted by the linear 658 

made for the period 10s (Figure 8659 

reduce the error on the dispersion relation and the current is660 

which shows that the values of r 661 
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Figure 8: Standard deviation of the horizontal c664 

depth (m) calculated over the last 4 simu665 

The ability to strongly reduce, or even cancel, the error via the r

that this parameter can be used to correct errors beyond the single error caused by the ACM 

method. The errors associated with the vertical discretization or the time

can therefore be compensated by this method. We thus examine the possible undesirable 

consequences of this compensating effect on other important properties of wave physics 

especially since, according to the theoretical model, the cancellation of the errors on the 

current and the relation of dispersion is not obtained strictly with the same value of 

Recall also that the shape of the vertical profile of the current is of particular 

ce the intensity of the current near the bottom is crucial for the determination of 

the bottom friction, the resuspension of sediments near the bottom, the transport of sand

shows that for the period 6s, r=0.98 leads to a vertical

the current more accurate than with r=1  (the latter nevertheless correctly reproduces the 

r=0.986 being the one that would lead to a profile closest to the 

profile predicted by the linear non-hydrostatic incompressible theory. A similar conclusion is 

Figure 8b) for r=0.976. The fact that a single value of 

reduce the error on the dispersion relation and the current is finally consistent with Figure 3

which shows that the values of r cancelling these two types of error are actually very close.

: Standard deviation of the horizontal component of the current (m / s)

depth (m) calculated over the last 4 simulated periods at a distance of 625m (125 poi
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r parameter means 

that this parameter can be used to correct errors beyond the single error caused by the ACM 

or the time-stepping scheme 

can therefore be compensated by this method. We thus examine the possible undesirable 

tant properties of wave physics 

cal model, the cancellation of the errors on the 

current and the relation of dispersion is not obtained strictly with the same value of r (e.g. 
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The fact that a single value of r can both 

finally consistent with Figure 3 

these two types of error are actually very close. 

 

omponent of the current (m / s) as a function of the 

at a distance of 625m (125 points) from the 
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incoming boundary. The period is 6s (a) or 10s (b). h=50m, 20 vertical levels, dx = 5m, N = 5, r = 1 666 

(red line), r = 0.98 (black dotted line), theoretical profile from the incompressible linear theory 667 

(continuous black line). For the sake of clarity the profiles corresponding to r = 0.986 (period 6s) and 668 

to to r = 0.976 (periode 10s) are not shown because they merge with the theoretical profiles. 669 

 670 

 671 

4.3 Test case with bi-periodic domain 672 

 673 

We are now replacing open and closed boundary conditions at both ends of the 674 

domain in the propagation direction by periodic conditions. The interest of this bi-periodic 675 

domain is that it avoids reflections at the boundaries that could degrade the results. The 676 

simulations can therefore be long, which is of interest for testing the stability of calculations 677 

in the long term. The depth is 50m. The domain has 510 points in the direction of 678 

propagation corresponding to a whole number of wavelengths, here 17, for a wavelength of 679 

150m, a theoretical period close to 10s and a phase speed close to 15m/s. The fields are 680 

initialized from the linear theory. The amplitude of the surface elevation is small (1 mm) to 681 

remain within the framework of the linear theory. Nonlinear dissipation forces such as friction 682 

(using a quadratic parameterization) or breaking are therefore negligible. In this particular 683 

case, the Laplacian temporal filter derived from Marsaleix et al. (2012), used in the equations 684 

for u, v, q to suppress the numerical mode, is the main source of dissipation. The following 685 

test quantifies its adverse effect on the long-term physical mode. Figure 9 shows the 686 

amplitude of the surface elevation at different times. Given the value of the phase speed, a 687 

distance of the order of 10km (cross shore size of realistic domains that we plan to use with 688 

this model) is covered in about ten minutes. Figure 9 shows that the attenuation is negligible 689 

over such a short time duration. An attenuation of 10% would require at least 6 hours, during 690 

which the waves would travel a distance of about 300 km. In our future realistic applications, 691 

the open boundary condition will not be located so far from the coast. The cross-shore 692 

domain dimension should be at least an order of magnitude lower, so this numerical 693 



attenuation should be less than 1%, 694 

induced by bottom friction, turbulence or wave breaking.695 

 696 

697 

Figure 9: Surface elevation (m)698 

curve), after 10mn of simulation (black dotte699 

h=50m, dx = 5m, 20 vertical levels, N = 5, r = 0.98. The 2 horizontal black dotted lines indicate an 700 

attenuation of the initial amplitude of 10%701 

 702 

 703 

4.4 The case of a linear slope beach704 

 705 

should be less than 1%, in other words small compared to the 

bottom friction, turbulence or wave breaking. 

: Surface elevation (m) as a function of time (s) at the beginning of the simulation (red 

curve), after 10mn of simulation (black dotted curve), after 6 hours of simulation (blue curve). 

h=50m, dx = 5m, 20 vertical levels, N = 5, r = 0.98. The 2 horizontal black dotted lines indicate an 

attenuation of the initial amplitude of 10% 

The case of a linear slope beach 
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the expected erosion 

 

as a function of time (s) at the beginning of the simulation (red 

d curve), after 6 hours of simulation (blue curve). 

h=50m, dx = 5m, 20 vertical levels, N = 5, r = 0.98. The 2 horizontal black dotted lines indicate an 
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The Hamilton and Ebersole laboratory experiment (Hamilton and Ebersole 2001 706 

hereafter HE01, Svendsen et al 2003) focuses on the propagation of waves over a uniform 707 

linear slope beach, their breaking, and the alongshore current establishment. This case test 708 

is of particular interest to us to assess the performances of the model on the important 709 

question of the parametrization of wave breaking. Incoming waves are monochromatic, with 710 

a period of 2.5s (TEST 6N in HE01). The amplitude of the excited waves at the open 711 

boundary is adjusted to obtain a wave height corresponding to the conditions of TEST 6N, 712 

namely 0.19m at the most offshore measurement points  (see the observation at 3 meters 713 

from the incoming boundary on Fig. 10). The direction of propagation is 10° from the 714 

direction normal to the beach. A description of the basin and its bathymetry is given in 715 

Svendsen et al. (2003) (see also Fig. 10). The particularity of the basin lies in its pumping 716 

and recirculation system made of 20 pumps that allow having periodic conditions on the 717 

lateral boundaries. In our simulation, incoming waves are specified from the linear theory at 718 

the offshore boundary. Periodic boundary conditions are applied at the lateral boundaries of 719 

the model. The dimension of the domain in the direction parallel to the beach is consistent 720 

with the condition of periodicity and the wave propagation direction of 10° in the deep part of 721 

the basin. The horizontal resolution is 0.1m and the grid has 10 vertical levels. The 722 

dimension in the cross-shore direction is 18m and the deepest bathymetry, offshore, is 723 

0.66m. The maximum wavelength, in the deep part of the basin, is of the order of 6m. A 724 

steady state is reached after about 150s. The results presented are obtained at the end of a 725 

simulation of 500s. The roughness of the bottom corresponding to this experiment is a priori 726 

not mentioned by its authors. A roughness length of 3 × 10�z{ was empirically fixed in our 727 

model in order to obtain a satisfactory agreement with the vertical profile of the measured 728 

alongshore current. 729 

The basin dimensions are small compared to a real case. If the ratio of the horizontal scale 730 

on vertical scale is used to deduce the characteristics that this experiment would have with 731 

dimensions 50 times larger, close to the dimensions of the test cases presented in the 732 

previous section, we obtain a horizontal resolution of 5m, a maximum depth of 30m, a 733 
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maximum wavelength of the order of 300m and a period of 125s. We are thus in conditions 734 

for which the problems of accuracy examined in the preceding sections are minor and make 735 

it possible to use the ACM method with a small value of N and a coefficient of reduction of 736 

the gradient of q close to one. In practice we use N=4, r=1 (as mentioned previously, we 737 

actually chose this test case for the wave breaking issue rather than the non-hydrostatic 738 

specificities discussed in the previous test case).  739 

Wave breaking is parameterized through the horizontal diffusion of the momentum 740 

(13). The determination of the mixing coefficient, 01, is an important aspect of this 741 

parameterization. Before going into the details of its calculation, we examine the order of 742 

magnitude necessary for the decay of the waves inside the breaking zone. To do this, we 743 

consider an energy balance between the gradient of the potential energy flux 
�(=	�	�)

��   and 744 

dissipation due to horizontal diffusion −01 �������  (for the sake of clarity we limit ourselves to 745 

unidirectional propagation along the Ox axis). We hypothesize that within the wave breaking 746 

zone the wave height is proportional to the water depth (Miche, 1944): 747 

 748 

|
� = }  (32) 749 

 750 

where H is the wave height. We consider here that the parameter } is a constant of the order 751 

of 0.8 (it can nevertheless be noted that the expression of } an be more sophisticated, as in 752 

Guérin et al. 2018). For convenience (and considering that shallow depths, where breaking 753 

mostly occurs, allow this approximation) the hypothesis of hydrostatic equilibrium is made in 754 

the following reasoning (although the simulations presented are still non-hydrostatic). We 755 

thus consider that the current and the surface level are connected to each other according to 756 

� = =
# η where o = <�ℎ. It is finally assumed that the fields have a sinusoidal behaviour and 757 

that the wave amplitude �8 satisfies (32) (ie 
��~� = }). Averaging over a period of waves, the 758 

gradient of the potential energy flux is (APPENDIX D): 759 
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 760 

 761 

�(=��)
�� = �e/�}� e

��ℎ�/� ��
��  (33) 762 

 763 

and dissipation due to horizontal mixing is 764 

 765 

�1 = −01 �
� �L=��# ��   (34) 766 

 767 

The equilibrium of (33) and (34) leads to an estimation of the average of the mixing 768 

coefficient over a period of waves: 769 

 770 

< 01 >= e
��e/�ℎ�/� ��

�� ��v��   (35) 771 

 772 

The latter increases with the slope of the bathymetry and vanishes when the thickness of the 773 

water column is zero. The expression (35) is only an intermediate step towards a more 774 

complete formulation taking into account a triggering criterion based on the analysis of the 775 

instantaneous modelled fields. But before addressing this aspect, a preliminary experiment 776 

is carried out to test the relevance of the order of magnitude given by (35). Practically (35) is 777 

used as the value of the horizontal diffusion coefficient in (13) inside the wave breaking 778 

zone. The latter is arbitrarily defined from a threshold on bathymetry (h<0.28m) deduced from 779 

observations of wave heights (HE01). In the pre-breaking zone (h> 0.28m) 	01 = 0. Figure 10 780 

shows the simulated wave height and mean elevation, and the corresponding observations 781 

of HE01. As the laboratory experiment, the simulation lasts 500s. The surface height is 782 

averaged over the last 50 seconds of the simulation. The wave height is calculated from the 783 

difference between the maximum and minimum values of the surface level over the last 50 784 

seconds of simulation. The agreement is satisfactory. The wave breaking trigger point is 785 
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unsurprisingly well positioned since it is imposed by the criterion h<0.28m. The wave height 786 

is slightly overestimated in the breaking zone but the slope of decrease is parallel to that of 787 

the theoretical decay 
��~� = } = 0.8 (dotted line in Fig. 10). It should be noted that several 788 

simulations were performed by increasing or decreasing slightly the value of < 01 >  and 789 

that Figure 10 corresponds to a 5% increase in the value predicted by (35). 790 

 791 

 792 

Figure 10.  Top: Bottom depth (m). Middle: mean surface levels (m). Solid line: simulation. Squares: 793 

longshore-averaged observations from HE01. Bottom: wave height (m). Solid line: simulation. 794 

Squares: longshore-averaged observations from HE01. Dashed line: 0.8h. Horizontal axis: cross-795 

shore distance from incoming boundary in meters. 796 

 797 
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 798 

Breaking criterion 799 

 800 

Practically (35) is not really appropriate because it requires to arbitrarily specify the 801 

location of the onset of breaking. In realistic case, the breaking point of the breaking wave 802 

varies over time, in particular according to the characteristics of the waves and more 803 

generally according to the surrounding hydrodynamic conditions. An extension of (35) taking 804 

into account the instantaneous fields is therefore proposed: 805 

 806 

01 =< 01 > '1   (36) 807 

 808 

Where 01 is the instantaneous coefficient, < 01 > is the average coefficient (35) and '1 is a 809 

function that triggers the wave breaking according to the instantaneous fields. The average 810 

of '1 over a period of wave is expected to be close to 1 so that the viscosity is on average 811 

close to < 01 >. One consequence of this property is that 01 can be momentarily very high if 812 

'1  is negligible over a large fraction of the wave period (so that the average of 01 stays close 813 

to < 01 >). Many authors use the ratio of the wave height to the water depth (the }   constant 814 

(32)) as breaking criterion (Rusu and Soares, 2012). Others use criteria based on the 815 

horizontal gradient of the modelled fields (Lynett, 2006). For example, Zijlema et al (2011) 816 

propose to formulate eddy viscosity from Prandtl's length and a turbulence equilibrium 817 

hypothesis which in practice links eddy viscosity to the horizontal gradient of velocities (see 818 

their equation 12). Roeber and Cheung (2012) also use the velocity gradient (see their 819 

equation 70) but in an approach that is more akin to a criterion on the Froude number, with 820 

<�ℎ as an approximation of the phase speed. These authors emphasize that this criterion 821 

has the particularity to be more influential in areas where the slope of the waves is important 822 

in contrast to the � ℎ⁄  criterion which favours the wave crests. The criterion on the gradient 823 

is therefore in principle influencing a larger proportion of the breaking zone. From the point of 824 
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view of (36), an approach of this type should lead '1 to act on a larger time interval and thus 825 

limit the maximum values of 01. On the other hand, a criterion on the wave crest should lead 826 

'1 to be small over a large fraction of the wave period, with the aforementioned consequence 827 

of momentarily strong 01 values. This consideration may be of numerical importance as 828 

there is a stability criterion which limits the eddy viscosity value for a given time step (Zijlema 829 

et al, 2011). In the particular case of this experiment, we find that a wave breaking criterion 830 

based on � ℎ⁄    can cause the eddy viscosity to momentarily exceed the maximum value 831 

allowed by the CFL criterion (ie 01 > 01+:� = �
�
���
�� ). One possibility of overcoming this 832 

problem is either to reduce the time step of the model, or to use a time splitting technique 833 

with a smaller time step for the calculation of the wave breaking without impacting the time 834 

step of the other equations of the model. From a numerical point of view, the approach 835 

proposed by Roeber and Cheung (2012) is interesting because their parameterization of the 836 

wave breaking should act on a longer duration, limiting the maximum values of the breaking 837 

viscosity. We choose this approach, mainly for the aforementioned numerical issues, but we 838 

propose to add a modification to that method in order to extend the influence of the breaking 839 

criterion to an even greater proportion of the breaking zone. This is arguably questionable 840 

from the point of view of the realism of the process (Kennedy et al, 2000) but it is an 841 

interesting option considering the numerical aspects mentioned above. More specifically, our 842 

objective is to avoid reducing the time step because of a too restrictive stability condition 843 

related to the wave breaking scheme. 844 

The triggering criterion for wave breaking is inspired from Roeber and Cheung (2012) 845 

but is modified to be active both on the wave crest and between crests. This criterion 846 

considers both velocities and their horizontal gradient. The velocity gradient is scaled by the 847 

wavenumber so that the two quantities have the same order of magnitude. A wave breaking 848 

criterion is then given by the ratio of the sum of these fields to the hydrostatic phase speed 849 

(for simplicity the following formula is given in the case of unidirectional propagation): 850 

  851 
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'1 = o� ����G�������@ ��=� �
w/�

  (37) 852 

 853 

Where ��  is the surface current and k is the wavenumber fixed a priori according to the 854 

peak period prescribed at the open boundary. The constant o� is determined empirically: 855 

ideally, its role is to allow the average value of '1 to be of the order of unity over a period of 856 

waves (so that the eddy viscosity is on average close to (35)). It may be noted that in the 857 

idealized framework of the linear theory (where the current would be of the form �8cos	(_9 +858 

�r)) the term in the numerator of (37) would simply be �8, independent of time, and, in a 859 

breaking situation characterized by a current of an order of magnitude comparable to that of 860 

the phase speed, the constant o� would simply be of the order of (35). The exponent, n, is 861 

used to adjust the selectivity of the criterion. It is in particular chosen so that '1 tends more 862 

rapidly towards 0 upstream of the breaking zone. The simulations presented in the following 863 

use n=2. 864 

 865 

 866 
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 867 

Figure 11. As Figure 10 but eddy viscosity calculated with (36) and (37). Top: mean surface level 868 

(m). Bottom: wave height (m). Dashed line: 0.8h. 869 

 870 

 871 

Figure 11 corresponds to an eddy viscosity calculated with (36) and (37) instead of (35) with 872 

the arbitrary hypothesis on the depth of the breaking onset (the other parameters being 873 

identical to those of the previous simulation). It is comparable to Fig. 10. The main difference 874 

is in the behaviour within the breaking zone where the curves are a little less linear in the 875 

case of Fig. 11, as a consequence of the non-linear character of (36) and (37). Although the 876 

simulation is slightly less close to the observation in the case of Fig. 11, we prefer to use 877 

(36) and (37), whose formulation is more general rather than (35) which suffers from its 878 

arbitrary definition of the trigger point of breaking. 879 
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 880 

Taking into account the breaking in the turbulent closure scheme 881 

 882 

The turbulence scheme used here is the k-epsilon scheme (Rodi, 1987). A wave-883 

related turbulence generation term may be taken into account when the circulation model is 884 

coupled to a phase-averaged wave model (Michaud et al, 2012). In the present case, this 885 

term is not taken into account because the explicit modelling of the waves leads naturally to 886 

a significant production of turbulent kinetic energy (TKE) through the vertical shear of the 887 

current. The relevance of adding an additional production term to represent the assumed 888 

increase in turbulence in the breaking zone is an open question (Feddersen and Trowbridge, 889 

2005) and is therefore examined here. The HE01 experience provides the opportunity to 890 

examine this point by providing measurements of the residual onshore current at different 891 

depths and at different distances from the edge of the basin. Here, an additional production 892 

term, O
1, representing a fraction of the kinetic energy lost by the current via the horizontal 893 

mixing associated with the breaking (ie (36), (37)) , is introduced into the TKE equation of 894 

the k-eps scheme: 895 

 896 

O
1 = o�01 �������� + ������� + ������� + ��������  (38) 897 

 898 

Where o� is a constant between 0 and 1. Equation (38) implies that a fraction of the breaking 899 

energy feeds the vertical mixing. The simulated alongshore residual current is obtained by 900 

averaging the alongshore current during the last 50 seconds of the simulation. Figure 12 901 

shows the comparison with the observed current from HE01. Note that the vertical axis has 902 

been normalized so that the figure is easily comparable to that of Svendsen et al. 2003 (see 903 

their figure 11). Two simulations are made, one with o� = 0  the other with o� = 0.01. The two 904 

simulations generally give rather satisfactory results with the exception of the current at 905 

x=7.9m. Looking more closely at Fig. 12, we notice that the simulation taking into account 906 



O
1 (red lines) gives a better agreement with the observations. The simulation without907 

(o� = 0, green lines) shows indeed a current with a greater vertical gradient than that of the 908 

observation, in particular at the points located in the shallowest depths. Increasing the 909 

vertical mixing coefficient associated with910 

zone. We therefore retain at this stage that this approach can be used to improve turbu911 

in the wave breaking zone. However, in the state of our knowledge, the setting of912 

arbitrary and would need to be estimated on other experiments, including in situ data such 913 

as current profiles or more direct observations of turbu914 

915 

Figure 12. Vertical profile of the measured mean916 

without the term O
1 (o� = 0, green lines), simulated with the term917 

Vertical axis: normalized depth 
�
�918 

 919 

4.5 The case of a barred beach with rip currents 920 

(red lines) gives a better agreement with the observations. The simulation without

, green lines) shows indeed a current with a greater vertical gradient than that of the 

t the points located in the shallowest depths. Increasing the 

vertical mixing coefficient associated with O
1 reduces the current shear in the breaking 

zone. We therefore retain at this stage that this approach can be used to improve turbu

in the wave breaking zone. However, in the state of our knowledge, the setting of

arbitrary and would need to be estimated on other experiments, including in situ data such 

as current profiles or more direct observations of turbulence (Costa et al. 2017).

 

profile of the measured mean alongshore current (black squares), simulated 

, green lines), simulated with the termO
1, o�
�G�
�G� . Horizontal axis: m/s. 

The case of a barred beach with rip currents  
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(red lines) gives a better agreement with the observations. The simulation without O
1  

, green lines) shows indeed a current with a greater vertical gradient than that of the 

t the points located in the shallowest depths. Increasing the 

reduces the current shear in the breaking 

zone. We therefore retain at this stage that this approach can be used to improve turbulence 

in the wave breaking zone. However, in the state of our knowledge, the setting of o� is 

arbitrary and would need to be estimated on other experiments, including in situ data such 

lence (Costa et al. 2017). 

alongshore current (black squares), simulated 

� = 0.01 (red lines). 
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 921 

The interaction of waves and rip currents is an example of the complexity of possible 922 

interactions between current and waves (Weir et al, 2011). The model is now applied to a 923 

laboratory experiment describing the propagation of monochromatic waves over a beach 924 

with a sandy bar and channels inducing rip currents (Haller et al, 2002, Haas and Svendsen, 925 

2002). This experiment has already been simulated with hydrostatic circulation models 926 

coupled with a phase-averaged wave model (Haas and Warner, 2009, Haas et al, 2003, 927 

Michaud et al., 2012, Bruneau 2009). Like these previous authors, we are interested here in 928 

TEST B of Haller et al. (2002). The basin and its bathymetry are described in detail in the 929 

aforementioned articles. The dimensions of the basin are approximately 17m (cross-shore 930 

direction) by 18m (alongshore direction). The cross-shore slope is 1/30. A bar, located a few 931 

meters from the coast, is cut by 2 channels. Ideally, the two channels should have an 932 

identical shape and the bathymetry of the entire basin should respect an alongshore 933 

symmetry: the central bar is twice as long as the two half-bars touching the side walls and 934 

outside the bar the alongshore gradient is supposed to be nil. However, as pointed out by 935 

Haas et al. (2003), an important feature of this bathymetry is that it actually has irregularities 936 

compared to its idealized design, resulting in dissymmetry of the flow and increasing 937 

instability of the currents. The two rip currents that form at the exit of the channels are for 938 

example clearly different in their form and their intensity, and their respective temporal 939 

variations seem rather decoupled. A bathymetry interpolated from a survey of the wave 940 

basin is used here to better respect the real conditions of the experiment. The horizontal 941 

resolution is 0.06m and the vertical grid has 10 sigma levels. The time step is 1.1 × 10�� 942 

seconds. Monochromatic waves of period 1s propagate in the direction perpendicular to the 943 

coast (Fig. 13). The amplitude of the excited waves at the open boundary is adjusted to 944 

obtain a wave height corresponding to the conditions of TEST B, namely about 4.1 cm at the 945 

most offshore measurement points  (see Fig. 14 around x=8m). Their wavelength at the 946 

entrance of the domain (where the depth is about 0.38m) is about 1.4m (Fig. 13) in good 947 

agreement with the linear non hydrostatic wave theory. It may be noted that the hydrostatic 948 



approximation under the same conditions would lead to a wavelength of about 1.9m, ie an 949 

overestimation of about 35%. 950 

951 

ame conditions would lead to a wavelength of about 1.9m, ie an 
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ame conditions would lead to a wavelength of about 1.9m, ie an 
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Figure 13. Surface elevation (cm) after 1 minute of simulation. black rectangles: position of bars. 952 

Short black line with label: scale of the wavelength at the entrance of the basin. Horizontal axis: 953 

cross-shore distance (m) from the wave generator. Vertical axis: alongshore distance (m)  954 

 955 

 956 

Consistently with Haas and Svendsen (2002) and Haas et al. (2003), the simulation lasts 30 957 

minutes to highlight the observed temporal variations of rip currents. The wave height is 958 

obtained from the difference between the minimum and maximum of the surface level 959 

obtained over time intervals of 1 second. An average wave height is then calculated by 960 

averaging these values obtained every second over the simulation except the first minute to 961 

avoid the spin-up phase.  Table 2 summarizes the characteristics of the numerical grid and 962 

the calculation time. The latter can be roughly extrapolated to more realistic applications 963 

considering that the scale ratio between this simulation and that of a realistic case (with for 964 

example dx=3m) is about 50, in other words an area of about 1km x 1km and a simulation 965 

duration of about 1 day. 966 

 967 

Number of grid points 300 x 284 x 10 

Horizontal resolution 0.06m 

Horizontal size of the domain 18m x 17m 

Parallel calculation 72 cores 

Duration of the simulation 30 minutes 

Number of iterations 1 600 000 

Computing time 10h 

Table 2: grid specificities and computing  time on the OCCIGEN supercomputer administered by 968 

CINES (https://www.cines.fr) 969 

 970 



The wave height and mean surface height calculated by the model are compared to 971 

the observations of the TEST B case (Fig972 

height first increases slowly towards the coast, the973 

arrive above the bar (Figure 14974 

bar crossed, the wave height is much lower and relatively constant (975 

 976 

977 

Figure 14. Left: Mean wave height (cm) 978 

elevation (cm) depending on the cross979 

bar). In blue: in the channel axis (y = 13.6 m).980 

 981 

A second breaking zone is highlighted ne982 

agreement with the description of the process given in Haller et al. (2002). In the channel 983 

axis, the wave height increases before the channel, as shown in 984 

of the blocking by the opposite rip current985 

depth-averaged current, that is very similar to the circulation calculated with the phase986 

averaged modelling presented by Haas et al 2003 (their figure 5) and Haas and Warner 987 

2009 (their figure 7).  988 

 989 

The wave height and mean surface height calculated by the model are compared to 

the observations of the TEST B case (Figures 6 and 16 of Haller et al, 2002). The wave 

height first increases slowly towards the coast, then increases sharply when the waves

Figure 14). The breaking conditions are quickly reached and once the 

bar crossed, the wave height is much lower and relatively constant (Figures 13 and 14

. Left: Mean wave height (cm) as a function of cross-shore distance. Right: Average surface 

elevation (cm) depending on the cross-shore distance. In red: in the center of the basin (y = 9 m, with 

bar). In blue: in the channel axis (y = 13.6 m). 

A second breaking zone is highlighted near the coast. This behaviour of the model is in good 

agreement with the description of the process given in Haller et al. (2002). In the channel 

axis, the wave height increases before the channel, as shown in Figures 13 and 14

he opposite rip current. Figure 15 shows the horizontal distribution of the 

averaged current, that is very similar to the circulation calculated with the phase

presented by Haas et al 2003 (their figure 5) and Haas and Warner 
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Figure 15. Depth and time averaged current (m/s) computed by SYMPHONIE. Horizontal axis: 991 

distance (m) cross-shore from the wave generator. Vertical axis: distance (m) alongshore. 992 

 993 

Figure 15 continued: Figure 7 in Haas and Warner (2009). Depth-integrated mean currents. 994 
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 995 

Figure 15 continued: Figure 5 in Haas et al (2003). Time-averaged depth-integrated current from (a) 996 

experimental data, (b) the simulation, and (c) the simulation at the same points as the experimental 997 

data 998 

 999 

 1000 

The rip current slows down the waves, causing the waves to refract toward the centre of the 1001 

channel (Figure 13), in agreement with the visual observation of the laboratory experiment 1002 

reported by Haas et al. (2003), hereafter H03, (see their section 6). However, the rip current 1003 

does not lead to a wave breaking more important than the one above the bar. The wave 1004 

height actually decreases more slowly in the channel than above the bar, so that in the last 1005 

meters before the coast the waves are higher in the channel axis than behind the bar (Figure 1006 

14). The mean surface level increases at the coast, inducing a change in the average 1007 

position of the water line allowed by the wetting-drying scheme of the model. The mean 1008 

surface level at the coast is markedly different in the channel axis and in front of the bar, in 1009 



agreement with the observation (1010 

difference is associated with a longshore pressure gradient that drives the flow to the 1011 

channels. Laboratory experiments show th1012 

by large temporal variations. The authors of these experiments emphasize the impossibility 1013 

of reproducing twice the same series of measurements, even if the experimental conditions 1014 

are a priori unchanged. An exact agreement with the model is therefore not sought. 1015 

Nevertheless, we expect from the model that it gives the correct orders of magnitude of the 1016 

rip currents and their variability. 1017 

averaged over the vertical and over a wave period in the two channels. Given the above 1018 

limitations, the agreement with the observations presented in H03 (see Figure 11.a in H03) 1019 

is good. The rip current at y=4.6m1020 

than the rip current at y=13.6m1021 

around 20 cm/s. The amplitude and time scale of its variability are also close to the 1022 

behaviour described in H03. 1023 

1024 

Figure 16. Cross-shore depth-averaged1025 

x=10.8 m as a function of time (s). Periods shorter than 1s are filtered. Negative values in the 1026 

direction of the wave generator. y = 13.6m (black line), y = 4.6m (red line).1027 

 1028 

with the observation (Figure 14). As Haas and Svendsen (2002) point out, this 

difference is associated with a longshore pressure gradient that drives the flow to the 

Laboratory experiments show that rip currents are unstable and are characterized 

by large temporal variations. The authors of these experiments emphasize the impossibility 

of reproducing twice the same series of measurements, even if the experimental conditions 

An exact agreement with the model is therefore not sought. 

Nevertheless, we expect from the model that it gives the correct orders of magnitude of the 

and their variability. Figure 16 shows the temporal evolution of the current 

he vertical and over a wave period in the two channels. Given the above 

limitations, the agreement with the observations presented in H03 (see Figure 11.a in H03) 

y=4.6m is a little overestimated but, as in H03, it is mostly low

y=13.6m. The latter has the good order of magnitude, with maximum 

around 20 cm/s. The amplitude and time scale of its variability are also close to the 

averaged phase-averaged current (cm / s) in the two channels at 

x=10.8 m as a function of time (s). Periods shorter than 1s are filtered. Negative values in the 

direction of the wave generator. y = 13.6m (black line), y = 4.6m (red line). 
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The occurrence of the rip current is of the order of 200 seconds without being really regular. 1029 

The variability of the rip current is of the order of a few centimetres per second, with a 1030 

maximum standard deviation around 6cm/s in the centre of the channel at y=13.5m and 1031 

x=11.5m (Fig.17). 1032 



1033 

Figure 17. Standard deviation of the 1034 

 1035 

 

. Standard deviation of the cross-shore depth-averaged current (m/s) 
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The vertical structure of the time1037 

has similarities with the phase1038 

11) with a maximum intensity current around 0.2m/s between x=11m and x=1039 

point of maximum intensity (x=1040 

except near the bottom where the current decreases strongly, in good agreement 1041 

observation (Haas and Svendsen 2002, their figures 17, 18, 19). At the exit of the channel1042 

(offshore direction), the current decreases significantly.1043 

larger and close to the bottom at x=1044 

Fig.18), in good agreement with the observations (Haas and Svendsen 2002, their figures 13 1045 

and 14). 1046 

1047 

Figure 18.  time-averaged cross1048 

direction (decreasing x). 1049 

 1050 
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5 Conclusions 1052 
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The vertical structure of the time-averaged cross-shore current in the rip channel (Fig.18

the phase-averaged modelling of Haas and Warner 

intensity current around 0.2m/s between x=11m and x=

point of maximum intensity (x=11.5m), the current is fairly homogeneous on the vertical 

except near the bottom where the current decreases strongly, in good agreement 

observation (Haas and Svendsen 2002, their figures 17, 18, 19). At the exit of the channel

, the current decreases significantly. The vertical gradient also becomes 

er and close to the bottom at x=9m the current is even reversed 

, in good agreement with the observations (Haas and Svendsen 2002, their figures 13 
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A phase-resolved wave model is derived from an ocean circulation model with the 1054 

aim of performing simulations of current-wave interaction in nearshore areas. The model is 1055 

evaluated on the fundamental aspects of wave dynamics, namely mainly the dispersion 1056 

properties, the transformation of wave characteristics by bathymetry (shoaling, wave-1057 

breaking), the influence of waves on low frequency fields such as the mean surface levels 1058 

and rip currents. 1059 

With the exception of the post-breaking zone that can be processed in some models 1060 

by a hydrostatic approach, the phase-resolved wave modelling requires a non-hydrostatic 1061 

model. As the representation of the non-hydrostatic problem in all its complexity seems to be 1062 

inevitably very expensive to date (Klingbeil et al, 2018), a scheme allowing a reasonable 1063 

compromise between, on the one hand the extra cost of the computation, and on the other 1064 

hand an acceptable loss of accuracy of non-hydrostatic properties of waves, has been 1065 

introduced into the circulation model. It is shown that relative errors of less than a few % (on 1066 

the dispersion relation and the vertical current profile) can be obtained with non-hydrostatic 1067 

simulations costing 5 to 6 times more than a hydrostatic model calculated under the same 1068 

conditions. The non-hydrostatic additional cost remains obviously high but low enough to 1069 

consider simulations of realist events such as storms on very large areas and it is anyway 1070 

worth noting that wave-current effect modelling based on a hydrostatic circulation model 1071 

normally couple the latter with a phase-averaged wave model whose cost is possibly not 1072 

negligible.  1073 

The non-hydrostatic method implemented in the circulation model is derived from the 1074 

method proposed by Lee et al. (2006). In practice, the classical Poisson problem is 1075 

transformed into a pressure propagation equation. The resolution is iterative, local, and does 1076 

not need to solve a system of linear equations. An essential aspect of this method is to 1077 

properly control the various parameters related to the iterative aspect of the problem. The 1078 

equation of pressure propagation depends on a constant (the latter being comparable to a 1079 

propagation velocity) which determines the speed of the adjustment of the non-hydrostatic 1080 

pressure to a change of the hydrostatic terms in the momentum equations. The precision of 1081 
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the non-hydrostatic behaviour depends on the fact that this adjustment is faster than the 1082 

variation of the other fields. A meticulous adjustment of the time step of the model is in 1083 

practice necessary, taking into account various parameters, including the wave propagation 1084 

speed and a possible tuning consisting in reducing the non-hydrostatic pressure gradient. So 1085 

far the reduction factor is a constant finding of a compromise in a set of possible values 1086 

taking into account a range of periods and depths. Future development will adapt this tuning 1087 

to the wave peak period and bathymetry using the analytical reduction factor solution that 1088 

this study established from the linearized ACM equations.  1089 

The model is tested on idealized simulations and laboratory experiments. The ability 1090 

of the non-hydrostatic method to accurately represent the dispersion properties of surface 1091 

waves is first demonstrated in the context of the linear theory. Hamilton and Ebersole (2001) 1092 

laboratory experiment is used to evaluate the model on the issue of wave height 1093 

amplification associated with beach slope as well as wave breaking. The parameterization of 1094 

the wave-breaking is based on momentum horizontal diffusion, trigger conditions being 1095 

related to a Froude number. The tuning of the horizontal viscosity is consistent with 1096 

considerations on the mechanical energy balance. The reasoning can be extended to the 1097 

possible production of turbulent kinetic energy in the turbulent closure scheme, leading in 1098 

practice to the increase in vertical turbulent viscosity.  If the vertical profile of the residual 1099 

alongshore current can apparently be slightly improved, on the other hand, the fraction of the 1100 

kinetic energy lost by the breaking wave, which can in this way be injected into the vertical 1101 

turbulence, remains uncertain for the authors and requires, obviously, to be better 1102 

understood. Along these lines, a part of the wave spectrum will still be missing in our future 1103 

realistic applications because of the limited grid resolution (the smallest periods being 1104 

concerned) with, as a result, a possible underestimation of the bottom stress in shallow 1105 

areas that should be taken into account. 1106 

Finally, the Haller et al. (2002) laboratory experiment, with its bar and its two 1107 

channels, makes it possible to evaluate the model on the rip current problem. The model 1108 

correctly reproduces rips currents and their high temporal variability. The feedback of the rip 1109 
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currents on the waves, in terms of wave amplification and refraction, is well represented. The 1110 

onset of wave breaking is also well simulated, either above the bar or in the channel axis. 1111 

This paper does not consider some 3D aspects as the effect of tracers on the 1112 

pressure gradient and turbulence, which will be taken into account in future applications of 1113 

this model. This also includes sediments that may be of great importance for modelling of rip 1114 

currents as shown by Ma et al, 2014. These authors show that a wave-resolving non 1115 

hydrostatic model is an efficient approach for the problem of resuspension of sediments by 1116 

waves, and the possible feedback introduced by the modification of the equation of state by 1117 

sediments, which can have a significant influence on the pressure gradient and the level of 1118 

turbulence. In practice our wave model will be coupled with the MUSTANG sediment model 1119 

(Le Hir et al, 2011) 1120 

The next step is now to implement our model on realistic beaches, where we will 1121 

confront the results with in situ data. Infragravity waves and the risk of submersion are 1122 

possible applications. Some developments are still needed to provide a realistic wave 1123 

spectrum to the boundary conditions of the phase-resolved wave model. The phase-1124 

averaged model, which can be applied over large domains at a reasonable cost, appears to 1125 

be a good candidate for providing the boundary conditions to the phase-resolved model. The 1126 

phase-averaged wave model can also provide an estimate of the missing part of the wave 1127 

spectrum in the deterministic model, helping the former to improve bottom turbulence in 1128 

shallow areas. Finally, wave growth by local wind action will eventually be considered in the 1129 

perspective of large areas (Deigaard and Nielsen, 2018). 1130 

   1131 

APPENDIX A 1132 

 1133 

The discrete version of 
��	
��� at the left-hand side of (4) is given by the left-side of: 1134 

 1135 

	(�G��)G	(����)��	(�)
��� = ��	

��� + ���
��

��	
��� +⋯  A1 1136 
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 1137 

The right-hand side of A1 is given by a Taylor development, 
���
��

��	
���  being the leading term of 1138 

the errors made by the numerical scheme. Assuming a sinusoidal shape  (
��	
��� ≈ �� , k  the 1139 

wave number) leads to (5). 1140 

 1141 

 1142 

APPENDIX B: time stepping scheme  1143 

 1144 

The equations are calculated with a forward-backward time stepping scheme. The 1145 

alternation of the fields along the time axis is presented in Figure 19. The height of the 1146 

surface at time t, ��, is calculated first, knowing  ���� and velocities at time t-½. Equation (9) 1147 

gives  � knowing  ���,   ���, and hydrostatic tendencies at time t-1. Note that the vertical 1148 

laplacian of q is computed with an implicit centric scheme of the type 
�
�
��	���
��� +

�
�
��	�
���   so as not 1149 

to limit the time step when the vertical mesh becomes very small (which becomes the case 1150 

in sigma coordinates when the bathymetry tends to zero). The vertical velocity at time t-½, 1151 

used for the advection terms of the equations for u and v, is computed from u and v at time t-1152 

½. Finally, the velocities at time t + ½ are calculated from the velocities, the sea surface 1153 

height and the non hydrostatic pressure of the previous times. Vertical turbulent diffusion 1154 

terms are calculated with an implicit scheme. 1155 

 1156 

 1157 

Figure 19: chronology of the variables of the model. At the beginning of each iterative cycle, the 1158 

fields at time t-½ and time t are known. 1159 

 1160 

 1161 

APPENDIX C 1162 
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 1163 

The discrete version of the left-hand side of (30) is given by the left-side of: 1164 

 1165 

�(�G��)G�(����)���(�)
��� = �(�)(9) + ���

�� �(�)(9) + ⋯ 
 

C1
 

1166 

 1167 

The right-hand side of C1 is given by a Taylor development, exponents in brackets indicating 1168 

the order of the derivatives, 
���
�� �(�)(9) being the leading term of the errors made by the 1169 

numerical scheme. Assuming a sinusoidal shape  (�(�)(9) ≈ _��(9),  _ the wave frequency) 1170 

leads to 
���
�� �(�)(9) ≈ ���

�� _��(9). Similar reasoning can be done on the right-hand side of 1171 

(30). The leading error term of the corresponding numerical scheme is , o� ���
��

���
���, equivalent 1172 

(if a sinusoidal shape is assumed, k the wavenumber) to o� ���
�� ��η  and  −o� ���

�� �� ���
���. Then 1173 

reformulate (30) using the first two terms of the Taylor developments leads to (31). 1174 

 1175 

 1176 

APPENDIX D  1177 

 1178 

The potential energy flux is � = ���  with � = ��/o. A sinusoidal form sin� is assumed 1179 

leading to � = �� �
# �8���b�Ψ . A wave period averaging gives � = �� �

�# �8� . Within the wave 1180 

breaking zone we assume 
��~� = }. Using o = <�ℎ  leads to � = �

��e/�}�ℎe/�. The horizontal 1181 

gradient is: 1182 

 1183 

��
�� = e

���e/�}�ℎ�/� ��
�� D1 1184 

 1185 
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Consider a constant diffusion coefficient < 01 >. The dissipation term due to horizontal 1186 

diffusion is �1 = −< 01 > ������� . Assuming a constant wavenumber leads to 
��
�� = ��8o��Ψ  1187 

and �1 = −< 01 > ���8�o���Ψ.  A wave period averaging gives 1188 

 �1 = −< 01 > ���8� �
� = −< 01 > �� �

� �=�~# �� . Using 
��~� = }  leads to: 1189 

 1190 

�1 = −< 01 > �
� �L=��# �� D2 1191 

 1192 

Using � = �
# = 2�/(o�) (T the wave period), the equilibrium of (D1) and (D2) leads to (35) 1193 

 1194 

 1195 
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