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#### Abstract

We establish the uniform convergence of the control polygons generated by repeated degree elevation of $q$-Bézier curves (i.e., polynomial curves represented in the $q$ Bernstein bases of increasing degrees) on $[0,1], q>1$, to a piecewise linear curve with vertices on the original curve. A similar result is proved for $q<1$, but surprisingly the limit vertices are not on the original curve, but on the $q^{-1}$-Bézier curve with control polygon taken in the reverse order. We introduce a $q$-deformation (quantum Lorentz degree) of the classical notion of Lorentz degree for polynomials and we study its properties. As an application of our convergence results, we introduce a notion of $q$-positivity which guarantees that the $q$-Lorentz degree is finite. We also obtain upper bounds for the quantum Lorentz degrees. Finally, as a by-product we provide a generalization to polynomials positive on $q$-lattices of the univariate Pólya theorem concerning polynomials positive on the non-negative axis.
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## 1. Introduction

In 1915 Bernstein observed that a real polynomial $P$ having no zeros in an interval $[a, b]$ admits a representation of the form

$$
P(x)=\sum_{k=0}^{N} a_{k}(x-a)^{k}(b-x)^{N-k}
$$

with all $a_{k}$ non-negative or all $a_{k}$ non-positive [5]. The smallest integer $N$ ensuring such a representation is called the Lorentz degree of the polynomial $P$ on the interval $[a, b]$ and is denoted by $L_{[a, b]}(P)$. The Lorentz degree of polynomials has been the subject of many studies $[1,9,10,11]$. Several improvements of Markov inequalities for polynomials or their derivatives with moderate Lorentz degrees are given in [30, 12].

Bernstein's theorem can be interpreted in terms of degree elevation of Bézier curves in the following sense: A polynomial $P$ of degree at most $n$ with Bézier coefficients

[^0]$p_{0}, p_{1}, \ldots, p_{n}$ relative to $(a, b)$ can also be viewed as a polynomial of degree at most $n+1$ with new Bézier coefficients $r_{0}, r_{1}, \ldots, r_{N+1}$, i.e.,
\[

$$
\begin{equation*}
P(x)=\sum_{k=0}^{n} p_{k} B_{k}^{n}(x)=\sum_{k=0}^{n+1} r_{k} B_{k}^{n+1}(x), \quad x \in[a, b], \tag{1}
\end{equation*}
$$

\]

where the Bernstein basis is defined by

$$
\begin{equation*}
B_{k}^{n}(x)=\binom{n}{k} \frac{(x-a)^{k}(b-x)^{n-k}}{(b-a)^{n}}, \quad k=0,1, \ldots, n \tag{2}
\end{equation*}
$$

and where $r_{0}=p_{0}, r_{n+1}=p_{n}$ and

$$
\begin{equation*}
r_{i}=\frac{n+1-i}{n+1} p_{i}+\frac{i}{n+1} p_{i-1}, i=1, \ldots, n . \tag{3}
\end{equation*}
$$

The process of iterating formula (3) to express a given polynomial $P$ in Bernstein bases of higher degrees is called degree elevation. It is well known that the piecewise linear interpolant to the Bézier coefficients generated by degree elevation converges uniformly to $P$ on $[a, b]$ [29]. Thus, in particular, if $P$ is positive on $[a, b]$, after sufficiently many degree elevation steps, the Bézier coefficients are all non-negative. This observation coincides with Bernstein's theorem.

It has been shown, for instance in [3], that Bernstein's theorem is equivalent to the celebrated univariate Pólya theorem on positive polynomials [26]. This theorem states that for any polynomial $P$ positive on the interval $[0, \infty[$, there exists an integer $N$ such that the coefficients in the monomial basis of the polynomial $(1+x)^{N} P(x)$ are nonnegative. An equivalence between the multivariate Pólya theorem and a generalization of Bernstein's theorem to multivariate Bézier patches is established in [8, 21].

The main goal of this work is to generalize the Bernstein and Pólya theorems to the realm of quantum calculus. Our guiding strategy is to study the convergence of degree elevation of $q$-Bézier curves (i.e., polynomial curves represented in the $q$-Bernstein bases of increasing degrees) on the interval $[0,1]$.

After a brief review of the main quantum tools in Section 2, in Section 3 we show that, unlike the classical case, for $q>1$, the piecewise linear interpolants of the degree elevated $q$-Bézier coefficients of $P$ converge uniformly to a piecewise linear function whose vertices are the values of $P$ on the closure $\overline{\mathscr{A}_{q}}$ of the $q$-lattice $\mathscr{A}_{q}=\left\{q^{-j}, j \in \mathbb{N}\right\}$. A similar result is established for $q<1$, but surprisingly the vertices of the piecewise linear limit are not values of $P$ but rather values of the polynomial whose $q^{-1}$-Bézier coefficients are the $q$-Bézier coefficients of $P$ taken in the reverse order. The $q$-degree elevation algorithm naturally induces the notion of the $q$-Lorentz degree of a given polynomial which is a quantum deformation of its classical Lorentz degree. As an application of the convergence results mentioned above we introduce a notion of $q$ positivity involving the $q$-lattice $\overline{\mathscr{A}}_{\max \left(q, q^{-1}\right)}$ which guarantees that a given polynomial has a finite $q$-Lorentz degree, i.e., its $q$-Bézier coefficients of some degree relative to $(0,1)$ are all non-negative. This result is a $q$-version of the Bernstein theorem.

In Section 4, we study various properties of the quantum Lorentz degrees. We first show that, for $q>1$, the $q$-Lorentz degree of a polynomial is bounded above by the sum of the $q$-Lorentz degrees of its factors. This property fails to be true when $q<1$. We also compare different quantum Lorentz degrees. As a result, the classical Lorentz degree of a polynomial is always greater than (resp., less than) or equal to its $q$-Lorentz degree for any $q>1$ (resp., for any $q<1$ ). Moreover, we generalize a result of Pólya
and Szegö [27] by showing that, when $q>1$, the $q$-Lorentz degrees of a polynomial with no zeros in a specific disc coincides with its exact degree.

In Section 5, we give upper bounds for the quantum Lorentz degrees, while in Section 6 we generalize the famous Pólya theorem to polynomials positive on the lattice $\mathscr{A}_{q^{-1}}(q>1)$. Embedding the quantum world in the larger mixed quantum-discrete world, corresponding to the ( $q, h$ )-Bézier curves introduced in [15], enables us to extend the notion of quantum Lorentz degree in Section 7. Nevertheless, since on any admissible interval $(q, h)$-degree elevation coincides with $q$-degree elevation on $[0,1]$, to some extent this extension is not a real generalization. However, this larger framework gives us an opportunity to elaborate a different approach to $q$-degree elevation convergence more in the spirit of geometric design. This approach leads to another extension of the Bernstein theorem which we compare with the one we previously investigated. We conclude in Section 8 with a brief summary of our work along with some comments it inspires, and with an open problem for future research.

## 2. Quantum tools

We provide here a short review of the $q$-calculus. More details can be found in [17].
We begin with some notation. Let $q$ be a positive number. For any real number $a$, the $q$-Pochhammer symbols are defined by setting

$$
(a ; q)_{0}=1,(a ; q)_{n}:=\prod_{k=0}^{n-1}\left(1-a q^{k}\right)
$$

Using this notation, the $q$-binomial coefficients are defined by setting

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}=\frac{(q ; q)_{n}}{(q ; q)_{k}(q ; q)_{n-k}}=\frac{[n]_{q}!}{[k]_{q}![n-k]_{q}!}
$$

where

$$
[k]_{q}!=[1]_{q}[2]_{q} \ldots[k]_{q}, \quad[0]_{q}!=1
$$

and $[k]_{q}$ refers to the $q$-integers defined by

$$
[k]_{q}=1+q+\ldots+q^{k-1}=\left\{\begin{array}{ll}
\frac{q^{k}-1}{q-1} & \text { if } q \neq 1 \\
k & \text { if } q=1
\end{array} .\right.
$$

The $q$-binomial coefficients satisfy the recurrence

$$
\left[\begin{array}{l}
n  \tag{4}\\
k
\end{array}\right]_{q}=\left[\begin{array}{l}
n-1 \\
k-1
\end{array}\right]_{q}+q^{k}\left[\begin{array}{c}
n-1 \\
k
\end{array}\right]_{q}, \quad 0 \leq k \leq n .
$$

As is usual with ordinary binomial coefficients, it is convenient to introduce the convention that $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}=0$ whenever $k<0$ or $k>n$.

For any real numbers $a$ and $b$, we define $(b-a)_{q}^{n}$ by

$$
(b-a)_{q}^{n}=(b-a)(b-q a) \ldots\left(b-q^{n-1} a\right) .
$$

Given real numbers $a, b$ such that $b \notin\left\{a, q a, \ldots, q^{n-1} a\right\}$, the degree $n q$-Bernstein basis relative to $(a, b)$ is the sequence of polynomials $B_{k}^{n}(\cdot,(a, b) ; q), k=0,1, \ldots, n$, defined by

$$
B_{k}^{n}(x,(a, b) ; q)=\left[\begin{array}{l}
n  \tag{5}\\
k
\end{array}\right]_{q} \frac{(x-a)_{q}^{k}(b-x)_{q}^{n-k}}{(b-a)_{q}^{n}}, \quad x \in \mathbb{R}
$$

This basis is normalized, in the sense that, see [31],

$$
\begin{equation*}
\sum_{k=0}^{n} B_{k}^{n}(.,(a, b) ; q)=\mathbb{I}, \tag{6}
\end{equation*}
$$

where $\mathbb{I}$ denotes the constant function $\mathbb{I}(x)=1$ for all $x$. Concerning the $q$-Bernstein bases relative to $(0,1)$, see also $[23,24,16,22,25]^{1}$.

The notion of $q$-blossoming introduced in [31] is a generalization of the classical notion of blossoming to the $q$-calculus. This generalization is achieved by maintaining the symmetry and the multi-affinity of the classical notion while modifying the diagonal property. More precisely,

Definition 1. Let $\mathbb{P}_{n}$ denote the space of polynomials of degree $n$. Given $P \in \mathbb{P}_{n}$, the unique multi-affine symmetric function $p(. ; q)$ of $n$ variables that satisfies $p(x, q x, \ldots$, $\left.q^{N-1} x ; q\right)=P(x)$ for any $x \in \mathbb{R}$ is called the $q$-blossom of $P$.

When the polynomial $P$ is expressed in the monomial basis as $P(x)=\sum_{k=0}^{n} a_{k} x^{k}$, the $q$-blossom of $P$ is given explicitly by

$$
\begin{equation*}
p\left(u_{1}, u_{2}, \ldots, u_{n} ; q\right)=\sum_{k=0}^{n} a_{k} \frac{\sigma_{k}\left(u_{1}, u_{2}, \ldots, u_{n}\right)}{\sigma_{k}\left(1, q, \ldots, q^{n-1}\right)}, \quad u_{1}, u_{2}, \ldots, u_{n} \in \mathbb{R} . \tag{7}
\end{equation*}
$$

where $\sigma_{k}$ denotes the $k$ th elementary symmetric function in $n$ variables, that is,

$$
\sigma_{k}\left(u_{1}, \ldots, u_{n}\right)=\sum_{1 \leq i_{1}<i_{2}<\ldots<i_{k} \leq n} u_{i_{1}} u_{i_{2}} \ldots u_{i_{k}} .
$$

Notice that [31]

$$
\sigma_{k}\left(1, q, q^{2}, \ldots, q^{n-1}\right)=q^{k(k-1) / 2}\left[\begin{array}{l}
n  \tag{8}\\
k
\end{array}\right]_{q}, \quad 0 \leq k \leq n .
$$

When a polynomial $P$ is expressed in the $q$-Bernstein basis as

$$
P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(a, b) ; q),
$$

the coefficients $p_{k}, k=0, \ldots, n$, called the $q$-Bézier coefficients of $P$ relative to $(a, b)$, are given by [31]

$$
\begin{equation*}
p_{k}=p\left(a q^{k}, a q^{k+1}, \ldots, a q^{n-1}, b, b q, \ldots, b q^{k-1} ; q\right) \tag{9}
\end{equation*}
$$

where $p(\cdot ; q)$ is the $q$-blossom of the polynomial $P$.
A polynomial $P$ of degree at most $n$ with $q$-Bézier coefficients $p_{0}, p_{1}, \ldots, p_{n}$ relative to ( $a, b$ ) can also be viewed as a polynomial of degree at most $n+1$ with (provided that we also have $b \neq a q^{n}$ ) $q$-Bézier coefficients $r_{0}, r_{1} \ldots, r_{n+1}$, relative to $(a, b)$, where $r_{0}=p_{0}, r_{n+1}=p_{n}$ and [14]

$$
\begin{equation*}
r_{i}=\frac{[n+1-i]_{q}}{[n+1]_{q}} p_{i}+q^{n+1-i} \frac{[i]_{q}}{[n+1]_{q}} p_{i-1}, i=1, \ldots, n . \tag{10}
\end{equation*}
$$

Iterating formula (10) to express the polynomial $P$ in $q$-Bernstein bases of higher degrees is called $q$-degree elevation $[1,15]$. Observe that (10) depends only on $q$, not on $a, b$.

[^1]Remark 1. When $q=1$, the $q$-Berntein basis (5) coincides with the classical Bernstein basis (2), the $q$-blossom (7) of a polynomial $P \in \mathbb{P}_{n}$ coincides with its classical blossom giving $P$ by restriction to the diagonal of $\mathbb{R}^{n}$, and the $q$-degree elevation formula (10) is the ordinary degree elevation formula recalled in (3).

## 3. Quantum degree elevation and quantum Lorentz degree

The question addressed in this section is the possible convergence of infinite iteration of the $q$-degree elevation described in (10), when $q$ is a positive number such that $q \neq 1$. This convergence will enable us to derive a $q$-version of Bernstein's theorem.

## 3.1. q-Bézier coefficients through degree elevation

In this subsection we fix a positive number $q \neq 1$. In the lemma below we examine a situation where the $q$-Bézier coefficients have a specific interpretation which will be essential in the study of convergence.

Lemma 1. For any non-zero $a \in \mathbb{R}$, the expansion of any polynomial $P \in \mathbb{P}_{n}$ in the $q$-Bernstein basis relative to $\left(a, a q^{n}\right)$ is given by

$$
P=\sum_{k=0}^{n} P\left(a q^{k}\right) B_{k}^{n}\left(\cdot,\left(a, a q^{n}\right) ; q\right)
$$

Proof. Let $p(. ; q)$ denote the $q$-blossom of the polynomial $P=\sum_{k=0}^{n} p_{k} B_{k}^{n}\left(.,\left(a, a q^{n}\right) ; q\right)$. Applying (9) with $b=a q^{n}$ yields

$$
p_{k}=p\left(a q^{k}, \ldots, a q^{n-1}, a q^{n}, a q^{n+1}, \ldots, a q^{n+k-1} ; q\right)=P\left(a q^{k}\right) .
$$

Remark 2. Clearly, Lemma 1 means that, when $a \neq 0$, the $q$-Bernstein basis relative to ( $a, a q^{n}$ ) coincides with the Lagrange basis associated with the sequence $a q^{j}, j=$ $0, \ldots, n$. This fact was already observed in [25, Section 6, Item 3], where it was derived from the expressions (5) for the $q$-Bernstein bases.

With any sequence $\mathbf{p}:=\left(p_{0}, \ldots, p_{n}\right)$ of real numbers, let us associate the following family of parameterized polynomials by setting:

$$
\begin{equation*}
\mathscr{P}(. ; \mathbf{p} ; \omega)=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(\omega, 1) ; q), \quad \omega \notin\left\{q^{-j} \mid j=0, \ldots, n-1\right\} . \tag{11}
\end{equation*}
$$

Applying degree elevation to this family, we can state:
Proposition 1. For each $\mathbf{p}:=\left(p_{0}, \ldots, p_{n}\right)$, and each $\omega \notin\left\{q^{-j} \mid j=0, \ldots, N-1\right\}$, where $N \geq n$, relative to $(\omega, 1)$ the $q$-Bézier coefficients of the polynomial $\mathscr{P}(. ; \mathbf{p} ; \omega)$ considered as a polynomial of degree at most $N$, are the values of the polynomial $\mathscr{P}\left(. ; \mathbf{p} ; q^{-N}\right)$ at the points $q^{k-N}, k=0, \ldots, N$, i.e.,

$$
\begin{equation*}
\mathscr{P}(. ; \mathbf{p} ; \omega)=\sum_{k=0}^{N} \mathscr{P}\left(q^{k-N} ; \mathbf{p} ; q^{-N}\right) B_{k}^{N}(.,(\omega, 1) ; q) \tag{12}
\end{equation*}
$$



Figure 1: The initial (black) $q$-control polygon of a cubic $q$-Bézier curve on $[0,1]$ (green curve) defined by the sequence $\mathbf{p}=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$, elevated to degree $N$ (red polygon). The (blue) curve is the cubic $q$-Bézier curve on the interval $\left[q^{-N}, 1\right]$ generated by $\mathscr{P}\left(. ; \mathbf{p} ; q^{-N}\right)$. Left: $N=6$. Right: $N=100$. Top: $q=1.2$. Bottom: $q=2.4$.

Proof. As already observed, the degree elevation formula (10) is independent of the real numbers $a$ and $b$. Accordingly, the $q$-Bézier coefficients relative to $(\omega, 1)$ of the polynomial $\mathscr{P}(. ; \mathbf{p} ; \omega)$ considered as a polynomial of degree at most $N$, are also independent of $\omega$. For $\omega=q^{-N}$, Lemma 1 tells us that the $q$-Bézier-coefficients are equal to

$$
\mathscr{P}\left(q^{k-N} ; \mathbf{p} ; q^{-N}\right), \quad k=0, \ldots, N
$$

Whence the expansion (12).

### 3.2. Convergence: the case $q>1$

From Proposition 1 we can derive:
Theorem 1. Suppose that $q>1$. Let $P \in \mathbb{P}_{n}$ be expanded in the $q$-Bernstein basis relative to $(0,1)$ of degree $N \geq n$, as

$$
P=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(.,(0,1) ; q), \quad N \geq n .
$$

Then

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \max _{j=0,1, \ldots, N}\left|P\left(q^{j-N}\right)-p_{j}^{N}\right|=0 \tag{13}
\end{equation*}
$$

Proof. Let $p_{0}, \ldots, p_{n}$ denote the initial $q$-Bézier coefficients of $P$ relative to $(0,1)$, i.e., $P=\sum_{k=0}^{N} p_{k} B_{k}^{n}(\cdot,(0,1) ; q)$. Setting $\mathbf{p}=\left(p_{0}, \ldots, p_{n}\right)$, we have $P=\mathscr{P}(. ; \mathbf{p} ; 0)$. According to Proposition 1, we know that

$$
p_{k}^{N}=\mathscr{P}\left(q^{k-N} ; \mathbf{p} ; q^{-N}\right) \quad \text { for any } N \geq n \text { and for } k=0, \ldots, N .
$$

From the expression (5) for the $q$-Bernstein bases, it is easily seen that, for each $k=0, \ldots, n$, the function $B_{k}^{n}(\cdot,(\omega, 1) ; q)$ converges to $B_{k}^{n}(\cdot,(0,1) ; q)$ when $\omega \rightarrow 0$, uniformly on the interval $[0,1]$. Since

$$
P-\mathscr{P}(\cdot ; \mathbf{p} ; \omega)=\sum_{k=0}^{n} p_{k}\left[B_{k}^{n}(\cdot,(0,1) ; q)-B_{k}^{n}(\cdot,(\omega, 1) ; q)\right],
$$

the function $\mathscr{P}(. ; \mathbf{p} ; \omega)$ converges to $P$ when $\omega \rightarrow 0$, uniformly on $[0,1]$. In particular

$$
\begin{array}{r}
\max _{j=0,1, \ldots, N}\left|P\left(q^{j-N}\right)-p_{j}^{N}\right|=\max _{j=0,1, \ldots, N}\left|P\left(q^{j-N}\right)-\mathscr{P}\left(q^{j-N} ; \mathbf{p} ; q^{-N}\right)\right|  \tag{14}\\
\leq\left\|P-\mathscr{P}\left(\cdot ; \mathbf{p} ; q^{-N}\right)\right\|_{\infty}
\end{array}
$$

where $\|\cdot\|_{\infty}$ stands for the uniform norm on the interval $[0,1]$.
Let us interpret Theorem 1 in terms of uniform convergence on $[0,1]$ by introducing parameterisations. For each $N \geq n$, let $\mathbb{L}_{N} ;[0,1] \rightarrow \mathbb{R}$ be defined as follows:

$$
\mathbb{L}_{N}\left(q^{i-N}\right):=p_{i}^{N} \text { for } i=0, \ldots, N
$$

$\mathbb{L}_{N}$ is constant on $\left[0, q^{-N}\right]$ and affine on $\left[q^{i-N}, q^{i+1-N}\right]$ for $i=0, \ldots, N-1$.
It is easily checked that on $[0,1]$ the sequence $\left(\mathbb{L}_{N}\right)_{N \geq n}$ converges uniformly to the piecewise linear function $\mathbb{L}$ defined by

$$
\mathbb{L}(0):=P(0), \quad \mathbb{L} \text { is affine on }\left[q^{-j-1}, q^{-j}\right] \text { and } \mathbb{L}\left(q^{-j}\right):=P\left(q^{-j}\right) \text { for all } j \geq 0
$$

The previous results are illustrated in Figure 1, where $\mathbf{p}=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$ is now a sequence of points in $\mathbb{R}^{2}$, representing the initial (black) $q$-control polygon of the planar parametric cubic curve (green curve) defined by

$$
P(x)=\sum_{k=0}^{3} B_{k}^{3}(x,(0,1) ; q) p_{k}=\sum_{i=0}^{N} B_{i}^{N}(x,(0,1) ; q) p_{i}^{N}, \quad x \in[0,1] .
$$

For short, we refer to this curve as a q-Bézier curve. The (red) polygon with vertices the $p_{i}^{N}, i=0, \ldots, N$, is the final control polygon of the same $q$-Bézier curve, generated by $(N-3)$ degree elevation steps. The left picture corresponds to $N=6$, and the right one to $N=100$. The blue curve is defined by

$$
\mathscr{P}\left(x ; \mathbf{p} ; q^{-N}\right)=\sum_{k=0}^{3} B_{k}^{3}\left(x,\left(q^{-N}, 1\right) ; q\right) p_{k}=\sum_{i=0}^{N} B_{i}^{N}\left(x,\left(q^{-N}, 1\right) ; q\right) p_{i}^{N}, \quad x \in\left[q^{-N}, 1\right] .
$$

Observe that, as stated in Proposition 1, the vertices of the red polygon are located on the blue curve. As would be expected from the uniform convergence on $[0,1]$ of $\mathscr{P}\left(. ; \mathbf{p} ; q^{-N}\right)$ to $P$, on the right picture the blue and green curves are no longer distinguishable. The illustrations are obtained with $q=1.2$ (top) and $q=2.4$ (bottom).

### 3.3. Convergence: the case $q<1$

There is a major difference between the cases $q<1$ and $q>1$, namely that

$$
\lim _{N \rightarrow+\infty} q^{-N}=0 \quad \text { if } q>1, \quad \lim _{N \rightarrow+\infty} q^{-N}=+\infty \quad \text { if } q<1
$$



Figure 2: The initial (black) control polygon of a cubic $q$-Bézier curve (green curve) defined by the sequence $\mathbf{p}=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$, elevated to degree $N$ (red polygon). The pink curve is the cubic $q^{-1}$-Bézier curve with control polygon defined by $\widetilde{\mathbf{p}}:=\left(p_{3}, p_{2}, p_{1}, p_{0}\right)$. The blue curve is the cubic $q^{-1}$-Bézier curve on the interval $\left[q^{N}, 1\right]$ generated by $\mathscr{P}\left(. ; \widetilde{\mathbf{p}} ; q^{N}\right)$. Left: $N=6$. Right: $N=30$. Top: $q=0.8$. Bottom: $q=0.4$.

This difference explains why the arguments developed in the previous subsection are no longer applicable when $q<1$. For any positive $q$ and $a=q^{-n}$, Lemma 1 says that the points

$$
P\left(q^{-n}\right), P\left(q^{-n+1}\right), \ldots, P\left(q^{-1}\right), P(1),
$$

are the $q$-Bézier points of $P$ relative to $\left(q^{-n}, 1\right)$. Lemma 1 also shows that, taken in the reverse order, these points are the $q^{-1}$-Bézier points of $P$ relative to $\left(1, q^{-n}\right)$. Thus when $q<1$, considering the reverse order is quite normal. This observation makes it natural to introduce, for any positive $q$, and any integer $n \geq 0$, the linear map $T_{q}^{n}: \mathbb{P}_{n} \rightarrow$ $\mathbb{P}_{n}$ defined as follows:

$$
\text { if } P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(0,1) ; q) \text { then } T_{q}^{n}(P):=\sum_{k=0}^{n} p_{n-k} B_{k}^{n}\left(\cdot,(0,1) ; \frac{1}{q}\right)
$$

Lemma 2. If $\widetilde{P}:=T_{q}^{n}(P)$, then for any $N \geq n$ we have $\widetilde{P}=T_{q}^{N}(P)$.
Proof. It is sufficient to prove that $\widetilde{P}:=T_{q}^{n+1}(P)$. Let us write $P$ as

$$
P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(.,(0,1) ; q)=\sum_{i=0}^{n+1} r_{i} B_{i}^{n+1}(.,(0,1) ; q)
$$

where the sequence $\left(r_{0}, \ldots, \ldots, r_{n+1}\right)$ is derived from the sequence $\left(p_{0}, \ldots, p_{n}\right)$ through the $q$-degree elevation formulas (10). Taking account of the obvious relation

$$
[i]_{\frac{1}{q}}=[i]_{q} \frac{1}{q^{i-1}}, \quad i \geq 1
$$

it is easily checked that the sequence $\left(r_{n+1}, r_{n}, \ldots, r_{0}\right)$ is derived from the sequence $\left(p_{n}, p_{n-1}, \ldots, p_{0}\right)$ through the degree elevation formulas generated by replacing $q$ by $\frac{1}{q}$ in (10).

For any polynomial $P$, the previous lemma gives sense to the notation $T_{q}(P)$ defined as $T_{q}^{N}(P)$ for any $N$ greater than or equal to the exact degree of $P$. Note that if $q=1$, then $T_{1}(P)(x)=P(1-x)$ for all $x$.

Theorem 2. Let $q<1$ and let $P \in \mathbb{P}_{n}$ be expanded in the $q$-Bernstein basis relative to $(0,1)$ of degree $N \geq n$, as

$$
P=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(\cdot,(0,1) ; q), \quad N \geq n .
$$

Then

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \max _{j=0,1, \ldots, N}\left|T_{q}(P)\left(q^{j}\right)-p_{j}^{N}\right|=0 . \tag{15}
\end{equation*}
$$

Proof. We can apply Theorem 1 to the pair $\left(\widetilde{P}, q^{-1}\right)$, with $\widetilde{P}:=T_{q}(P)=T_{q}^{n}(P)$. From Lemma 2, we know that

$$
\widetilde{P}=\sum_{k=0}^{N} p_{N-k}^{N} B_{k}^{N}\left(.,(0,1) ; q^{-1}\right), \quad N \geq n
$$

From (13) we can thus deduce that

$$
\lim _{N \rightarrow+\infty} \max _{j=0,1, \ldots, N}\left|\widetilde{P}\left(\left(q^{-1}\right)^{j-N}\right)-p_{N-j}^{N}\right|=0
$$

which is the same as (15).
As previously, we can interpret Theorem 2 in terms of uniform convergence on $[0,1]$. For each $N \geq n$, let $\widetilde{\mathbb{L}}_{N} ;[0,1] \rightarrow \mathbb{R}$ be defined as follows:

$$
\widetilde{\mathbb{L}}_{N}\left(q^{i}\right):=p_{i}^{N} \text { for } i=0, \ldots, N,
$$

$\widetilde{\mathbb{L}}_{N}$ is constant on $\left[0, q^{N}\right]$ and affine on $\left[q^{i+1}, q^{i}\right]$ for $i=N-1, \ldots, 0$.
Then the sequence $\left(\mathbb{L}_{N}\right)_{N>n}$ converges uniformly on $[0,1]$ to the piecewise linear function $\widetilde{\mathbb{L}}$ defined by

$$
\widetilde{\mathbb{L}}(0):=P(1), \quad \widetilde{\mathbb{L}} \text { is affine on }\left[q^{j+1}, q^{j}\right] \text { and } \widetilde{\mathbb{L}}\left(q^{j}\right):=T_{q}(P)\left(q^{j}\right) \text { for all } j \geq 0 .
$$

This convergence is illustrated in Figure 2 using planar curves, with successively $q=$ 0.8 (top) and $q=0.4$ (bottom). In this case we show the $q$-Bézier curve generated by the cubic polynomial function with initial $q$-control polygon defined by $\mathbf{p}=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$ (green curve), along with the $q^{-1}$-Bézier curve with initial $q^{-1}$-control polygon defined by $\widetilde{\mathbf{p}}=\left(p_{3}, p_{2}, p_{1}, p_{0}\right)$ (pink curve). The vertices of the final $q$-control polygon are located on the blue curve (visible only for $N=6$ ) defined on $\left[q^{N}, 1\right]$ by the function $\mathscr{P}\left(. ; \widetilde{\mathbf{p}} ; q^{N}\right)$.

## 3.4. $q$-Lorentz degree and $q$-positivity

Throughout this subsection we consider a fixed polynomial $P$ of exact degree $n$, expanded as

$$
P=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(.,(0,1) ; q), \quad N \geq n
$$

Definition 2. For any positive $q$, the $q$-Lorentz degree of $P$, denoted as $L_{q}(P)$, is defined by

$$
\begin{equation*}
L_{q}(P):=\inf \left\{N \geq n \mid p_{k}^{N} \geq 0 \text { for } k=0, \ldots, N\right\} \tag{16}
\end{equation*}
$$

From the previous definition, $L_{q}(P)=+\infty$ means that, for any $N \geq n$, there exists at least one integer $k \in\{0,1, \ldots, N\}$ such that $p_{k}^{N}<0$. From Lemma 2 we can state that:

$$
\begin{equation*}
L_{q}(P)=L_{q^{-1}}\left(T_{q}(P)\right) \quad \text { for each positive } q \tag{17}
\end{equation*}
$$

The 1-Lorentz degree $L_{1}(P)$ is the classical Lorentz degree of $P$, also denoted by $L_{[0,1]}(P)$. From Bernstein's theorem we know that the positivity of $P$ on $[0,1]$ is sufficient to ensure that $L_{[0,1]}(P)<+\infty$. Let us now consider the case $q \neq 1$. To establish a similar sufficient condition, we denote by $\mathscr{A}_{q}$ and $\mathscr{B}_{q}$ the $q$-lattices defined by

$$
\mathscr{A}_{q}:=\left\{q^{-j}, j \in \mathbb{N}\right\}, \quad \mathscr{B}_{q}:=\left\{q^{j}, j \in \mathbb{N}\right\}=\mathscr{A}_{q^{-1}}
$$

We also consider the closures $\overline{\mathscr{A}_{q}}=\mathscr{A}_{q} \cup\{0\} \subset[0,1]$ (when $q>1$ ), and $\overline{\mathscr{B}_{q}}=\mathscr{B}_{q} \cup$ $\{0\} \subset[0,1]($ when $q<1)$.
Definition 3. Given a positive number $q \neq 1$, the polynomial $P$ is said to be $q$-positive

- when $P$ is positive on the $q$-lattice $\overline{\mathscr{A}_{q}}$ if $q>1$;
- when the polynomial $T_{q}(P)$ is positive on the $q$-lattice $\overline{\mathscr{B}_{q}}$ if $q<1$, i.e., when $T_{q}(P)$ is $q^{-1}$-positive.

With this definition, the following direct consequence of Theorems 1 and 2 can be seen as a generalization of Bernstein's theorem.

Theorem 3. Given a positive number $q \neq 1$, the following three properties are equivalent:
(i) the polynomial $P$ is $q$-positive;
(ii) $P(0)>0, P(1)>0$, and the $q$-Lorentz degree of $P$ is finite;
(iii) for $N$ sufficiently large, all $q$-Bézier coefficients $p_{k}^{N}, k=0, \ldots, N$, are positive.

Proof. It is sufficient to prove this theorem for $q>1$. Assume that (i) holds. Then the minimum of $P$ on the compact set $\overline{\mathscr{A}}_{q}$ is positive. From (13) we can conclude that (iii) is satisfied. Conversely, if (iii) is satisfied, select an integer $N^{*} \geq n$ such that all $q$-Bézier coefficients $p_{k}^{N^{*}}, k=0, \ldots, N^{*}$, are positive, and let $p^{*}$ denote the positive number

$$
p^{*}:=\min \left\{p_{k}^{N^{*}} \mid k=0, \ldots, N^{*}\right\}
$$

Applying the $q$-degree elevation formulas (10), we can deduce that

$$
\min \left\{p_{k}^{N} \mid k=0, \ldots, N\right\} \geq p^{*}>0 \quad \text { for each } N \geq N^{*}
$$

Accordingly, thanks to (13) one can find an integer $\widetilde{N}^{*} \geq N^{*}$ such that

$$
\min \left\{P\left(q^{-j}\right) \mid j=0, \ldots, N\right\}>0 \quad \text { for each } N \geq \widetilde{N}^{*}
$$

Along with the fact that $P(0)>0$, this means that $P$ is $q$-positive.
The implication (iii) $\Rightarrow$ (ii) being trivial, it only remains to show that (ii) $\Rightarrow$ (iii). Suppose that (ii) is satisfied and let $N$ denote the integer $L_{q}(P)$. From (ii) we know that the extreme $q$-Bézier coefficients $p_{0}^{N}, p_{N}^{N}$ are positive and that $p_{1}^{N}, \ldots, p_{N-1}^{N}$ are nonnegative. Suppose that at least one of them is zero. Then we can consider two integers $i \geq 0, r \geq 1$, such that

$$
p_{i}^{N}>0, \quad p_{i+1}^{N}=p_{i+2}^{N}=\cdots=p_{i+r}^{N}=0, \quad p_{i+r+1}^{N}>0
$$

The $q$-degree elevation formulas (10) imply that

$$
p_{i}^{N+1}, p_{i+1}^{N+1}>0, \quad p_{i+2}^{N+1}=\cdots=p_{i+r}^{N+1}=0, \quad p_{i+r+1}^{N+1}, p_{i+r+2}^{N+1}>0
$$

Therefore the maximum number of consecutive $q$-Bézier coefficients of $P$ that are zero diminishes whenever we apply one step of $q$-degree elevation. Accordingly, we can find $\bar{N} \geq N$ such that all $q$-Bézier coefficients $p_{k}^{\bar{N}}, k=0, \ldots, \bar{N}$, are positive. Hence (iii) is satisfied.

Remark 3. Observe that, when $q \neq 1$, the distance between any two consecutive points in the lattice involved in the $q$-positivity is bounded above by $|q-1|$. Therefore, this distance goes to 0 when $q$ gets closer and closer to 1 . Accordingly, the 1-positivity of a polynomial $P$, in the sense of the limit of the $q$-positivity when $q \neq 1$ tends to 1 , should be understood as the positivity of $P$ on $[0,1]$. From this point of view, Theorem 3 definitely provides us with a generalisation of Bernstein's theorem on $[0,1]$, namely: for any positive $q$, if the polynomial $P$ is $q$-positive, then $P$ admits a representation of the form

$$
P(x)=\sum_{k=0}^{N} a_{k} x^{k}(1-x)(1-q x) \ldots\left(1-q^{n-k-1} x\right), \quad \text { with } a_{k} \geq 0 \text { for } k=0, \ldots, N
$$

## 4. Properties of quantum Lorentz degrees

In the present section we establish some properties concerning the $q$-Lorentz degrees. These properties have in common to be somehow attached to a nice interpretation of $q$-Bézier coefficients established in the first subsection.

## 4.1. q-Bézier coefficients as divided differences

Throughout the present subsection, $q$ is a fixed positive number. All results developed in the present section rely on an elementary tool that we describe now.

A non-negative integer $N$ being given, denote by $\Theta_{N}: \mathbb{P}_{N} \rightarrow \mathbb{P}_{N}$ the linear involution defined by

$$
\Theta_{N}(P)(y):=y^{N} P(1 / y) \quad \text { for all } y \neq 0, \quad P \in \mathbb{P}_{N}
$$

Notice that in the monomial basis $P$ and $\Theta_{N}(P)$ have the same coefficients, but taken in reverse orders. Consider the basis $\left(Q_{0}, \ldots, Q_{N}\right)$ of $\mathbb{P}_{N}$ defined by

$$
Q_{k}(x):=x^{N-k}(1-x)_{q}^{k}, \quad x \in \mathbb{R}, \quad k=0, \ldots, N
$$

and denote by $\left(P_{0}, \ldots, P_{N}\right)$ its image under $\Theta_{N}$. Clearly, for all $y \in \mathbb{R}$,

$$
\begin{equation*}
P_{k}(y):=\Theta_{N}\left(Q_{k}\right)(y)=(y-1)_{q}^{k}=(y-1)(y-q) \ldots\left(y-q^{k-1}\right), \quad k=0, \ldots, N \tag{18}
\end{equation*}
$$

In other words, under the linear map $\Theta_{N}$, the basis $\left(Q_{0}, \ldots, Q_{N}\right)$ is transformed into the Newton basis attached to the sequence $\left(1, q, \ldots, q^{N-1}\right)$. As is well known, expansions in this Newton basis are obtained via divided differences [7, 13]

$$
P=\sum_{k=0}^{N}\left(\left[1, q, \ldots, q^{k}\right] P\right) P_{k} \quad \text { for all } P \in \mathbb{P}_{N}
$$

where, for any real numbers $x_{1}, \ldots, x_{n}$ and any function $F$ defined on an interval containing these real numbers, $\left[x_{1}, \ldots, x_{n}\right] F$ refers to the divided difference of $F$ based on $x_{1}, \ldots, x_{n}$. Accordingly, the link between the $q$-Bernstein basis relative to $(0,1)$ and the Newton basis $\left(P_{0}, \ldots, P_{N}\right)$ readily follows from (18) and from the equality

$$
B_{N-k}^{N}(\cdot,(0,1) ; q)=\left[\begin{array}{c}
N  \tag{19}\\
k
\end{array}\right]_{q} Q_{k}, \quad k=0, \ldots, N
$$

which leads to the crucial property stated in the following proposition:
Proposition 2. Let a polynomial $P \in \mathbb{P}_{N}$ be expressed in the $q$-Bernstein basis relative to $(0,1)$ as

$$
P=\sum_{k=0}^{N} p_{k} B_{k}^{N}(.,(0,1) ; q) .
$$

The $q$-Bézier coefficients of $P$ relative to $(0,1)$ are given by

$$
p_{N-k}\left[\begin{array}{l}
N  \tag{20}\\
k
\end{array}\right]_{q}=\left[1, q, \ldots, q^{k}\right] \Theta_{N}(P), \quad k=0,1, \ldots, N
$$

The previous proposition has been established strictly in view of developing the properties of $q$-Lorentz degrees. Nonetheless, we would like to indicate some observations that can be readily derived from Proposition 2.
Corollary 1. The q-binomial coefficients $\left[\begin{array}{l}N \\ k\end{array}\right]_{q}$ can be expressed as follows:

$$
\left[\begin{array}{c}
N  \tag{21}\\
k
\end{array}\right]_{q}=\left[1, q, \ldots, q^{k}\right] R_{N}=\left[1, q, \ldots, q^{N-k}\right] R_{N}, \quad k=0, \ldots, N,
$$

where $R_{N}$ denotes the monomial $R_{N}(y)=y^{N}$.
Proof. Observe that $R_{N}:=\Theta_{N}(\mathbb{I})$. Accordingly, (21) is obtained by applying (20) with $P=\mathbb{I}$.

Remark 4. Formula (21) extends the classical equality $\binom{N}{k}=\frac{P^{(k)}(1)}{k!}$ obtained with $q=1$. With the help of (21) we can now rewrite the relations (20) as ratios of divided differences:

$$
\begin{equation*}
p_{N-k}=\frac{\left[1, q, \ldots, q^{k}\right] \Theta_{N}(P)}{\left[1, q, \ldots, q^{k}\right] R_{N}}, \quad k=0,1, \ldots, N . \tag{22}
\end{equation*}
$$

Furthermore, with the interpretation (21), observe that the recurrence relation (4) can be viewed as the effect of the Leibniz formula for divided differences:

$$
\begin{aligned}
{\left[1, q, \ldots, q^{k}\right] R_{N+1} } & =\left[1, q, \ldots, q^{k}\right]\left(R_{N} R_{1}\right)=\sum_{i=0}^{k}\left(\left[1, q, \ldots, q^{i}\right] R_{N}\right)\left(\left[q^{i}, \ldots, q^{k}\right] R_{1}\right) \\
& =\left[1, q, \ldots, q^{k-1}\right] R_{N}+\left(\left[1, q, \ldots, q^{k}\right] R_{N}\right) R_{1}\left(q^{k}\right) .
\end{aligned}
$$

The sequence of linear maps $\Theta_{n}, n \geq 0$, preserves the algebra structure of polynomials in the obvious sense that, for any non-negative integers $M, N$,

$$
\begin{equation*}
\Theta_{M+N}(P Q)=\Theta_{M}(P) \Theta_{N}(Q) \quad \text { for all } P \in \mathbb{P}_{M}, Q \in \mathbb{P}_{N} \tag{23}
\end{equation*}
$$

As an obvious special case of (23), considering $P \in \mathbb{P}_{n}$ as an element of $\mathbb{P}_{n+r}$ for some $r \geq 1$, we obtain with the notation introduced in Corollary 1:

$$
\begin{equation*}
\Theta_{n+r}(P)=\Theta_{n}(P) \Theta_{r}(\mathbb{I})=\Theta_{n}(P) R_{r}, \quad \text { for any } P \in \mathbb{P}_{n}, \text { and any } r \geq 0 \tag{24}
\end{equation*}
$$

Accordingly, (20) provides us with explicit expressions for the final $q$-Bézier coefficients of a polynomial after any number of $q$-degree elevation steps in terms of its initial $q$-Bézier coefficients.

Corollary 2. Let $P \in \mathbb{P}_{n}$ be expanded as

$$
P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(.,(0,1) ; q)=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(.,(0,1) ; q), \quad \text { with } N \geq n
$$

Then, the final $q$-Bézier coefficients $p_{0}^{N}, \ldots, p_{N}^{N}$ are obtained as convex combinations of the initial $q$-Bézier coefficients $p_{0}, \ldots, p_{n}$, as follows:

$$
p_{N-i}^{N}=\sum_{k=0}^{i} \frac{q^{k(N-n-i+k)}\left[\begin{array}{c}
n  \tag{25}\\
k
\end{array}\right]_{q}\left[\begin{array}{c}
N-n \\
i-k
\end{array}\right]_{q}}{\left[\begin{array}{c}
N \\
i
\end{array}\right]_{q}} p_{n-k}, \quad i=0, \ldots, N .
$$

Proof. Set $Q:=\Theta_{n}(P)$. Using (24) and (20), along with the Leibniz formula, we can successively write

$$
\begin{aligned}
p_{N-i}^{N}\left[\begin{array}{c}
N \\
i
\end{array}\right]_{q} & =\left[1, q, \ldots, q^{i}\right]\left(Q R_{N-n}\right)=\sum_{k=0}^{i}\left(\left[1, q, \ldots, q^{k}\right] Q\right)\left(\left[q^{k}, q^{k+1}, \ldots, q^{i}\right] R_{N-n}\right) \\
& =\sum_{k=0}^{i}\left(p_{n-k}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}\right)\left(\left[q^{k}, q^{k+1}, \ldots, q^{i}\right] R_{N-n}\right) .
\end{aligned}
$$

Taking account of the following equality, valid for all non-negative integers $\ell, s, m$,

$$
\left[q^{\ell}, q^{\ell+1}, \ldots, q^{\ell+s}\right] R_{m}=q^{\ell(m-s)}\left[\begin{array}{c}
m \\
s
\end{array}\right]_{q}
$$

this yields formula (25).
When $N=n+1$, relation (25) coincides with (10).

## 4.2. $q$-Lorentz degree of a product

We now have at our disposal efficient tools to develop the properties of quantum Lorentz degrees. In particular, the essential observation (23) will help answer the natural question: how does the $q$-Lorentz degree behave with respect to the product of polynomials? With this problem in view, we start with the following lemma.

Lemma 3. For any $q>1$ and for any non-negative integers $M, N, k, \ell$, such that $0 \leq k \leq$ $M, 0 \leq \ell \leq N$, all the $q$-Bézier coefficients of the product $B_{k}^{M}(\cdot,(0,1) ; q) B_{\ell}^{N}(.,(0,1) ; q)$, in the degree $(M+N) q$-Bernstein basis relative to $(0,1)$ are non-negative.

Proof. Let $k, \ell$ be any two integers such that $0 \leq k \leq M, 0 \leq \ell \leq N$. Without loss of generality we can assume that $k \geq \ell$.

Via (23), (18), and (19) we obtain

$$
\Theta_{M+N}\left(B_{M-k}^{M}(\cdot,(0,1) ; q) B_{N-\ell}^{N}(\cdot,(0,1) ; q)\right)=\left[\begin{array}{c}
M \\
k
\end{array}\right]_{q}\left[\begin{array}{c}
N \\
\ell
\end{array}\right]_{q} P_{k} P_{\ell} .
$$

Accordingly, on account of (20), proving the claim consists in proving that all the divided differences

$$
\left[1, q, \ldots, q^{i}\right]\left(P_{k} P_{\ell}\right), \quad i=0, \ldots, N+M
$$

are non-negative. Now the Leibniz formula for divided differences yields:

$$
\begin{equation*}
\left[1, q, \ldots, q^{i}\right]\left(P_{k} P_{\ell}\right)=\sum_{j=0}^{i}\left(\left[1, q, \ldots, q^{j}\right] P_{k}\right)\left(\left[q^{j}, \ldots, q^{i}\right] P_{\ell}\right) \tag{26}
\end{equation*}
$$

Since $1, q, \ldots, q^{k-1}$ are the zeros of the degree $k$ polynomial $P_{k}$, we have

$$
\left[1, q, \ldots, q^{j}\right] P_{k}=\delta_{k, j}, \quad j \geq 0 .
$$

Therefore, (26) reduces to

$$
\left[1, q, \ldots, q^{i}\right]\left(P_{k} P_{\ell}\right)= \begin{cases}{\left[q^{k}, \ldots, q^{i}\right] P_{\ell}} & \text { for } k \leq i \leq k+\ell  \tag{27}\\ 0 & \text { otherwise }\end{cases}
$$

Moreover, for any $i$ such that $k \leq i \leq k+\ell$, there exists a real number $\eta_{k, i} \in\left[q^{k}, q^{i}\right]$ such that

$$
\begin{equation*}
\left[q^{k}, q^{k+1}, \ldots, q^{i}\right] P_{\ell}=\frac{P_{\ell}^{(i-k)}\left(\eta_{k, i}\right)}{(i-k)!} \tag{28}
\end{equation*}
$$

The expression for $P_{\ell}$ makes it clear that, for $j \leq \ell$, all its derivatives $P_{\ell}{ }^{(j)}, j \leq \ell$, are positive on the interval $] q^{\ell-1},+\infty[$. Our assumption that $k \geq \ell$ thus ensures that all the quantities in (28), $k \leq i \leq k+\ell$, are positive.

Lemma 3 enables us to prove the following result.
Theorem 4. Given any $q>1$ and any polynomials $Q, R$, we have

$$
\begin{equation*}
L_{q}(Q R) \leq L_{q}(Q)+L_{q}(R) \tag{29}
\end{equation*}
$$

Proof. The claimed relation (29) is trivially satisfied when its right-hand side is infinite. We thus suppose that $L_{q}(Q)=M$ and $L_{q}(R)=N$. Then

$$
Q=\sum_{k=0}^{M} q_{k} B_{k}^{M}(\cdot,(0,1) ; q), \quad R=\sum_{\ell=0}^{N} r_{\ell} B_{\ell}^{N}(\cdot,(0,1) ; q)
$$

where $q_{k}, k=1, \ldots, M$, and $r_{\ell}, \ell=1, \ldots, N$, are non-negative real numbers. Hence,

$$
Q R=\sum_{\substack{0 \leq k \leq M \\ 0 \leq \leq \leq N}} q_{k} r_{\ell} B_{k}^{M}(\cdot,(0,1) ; q) B_{\ell}^{N}(.,(0,1) ; q) .
$$

Lemma 3 ensures that the expansion of $Q R$ in the degree $(M+N) q$-Bernstein basis relative to $(0,1)$ has only non-negative coefficients. This concludes the proof.

Remark 5. We would like to draw the reader's attention to the fact that formula (29) is not valid for $q<1$. This is due to Lemma 3 itself not being valid for $q<1$. Indeed, in the proof of Lemma 3, for $q<1$ everything remains valid up to formula (28), except that we now have to write $\eta_{k, i} \in\left[q^{i}, q^{k}\right]$. Take $i=k+\ell-1$. Then we are dealing with the derivative of order $(\ell-1)$ of the polynomial $P_{\ell}$. Supposing that $\ell \geq 2$, this derivative is a linear combination with positive integer coefficients of the degree one polynomials $y-q^{j}, j=0, \ldots, \ell-1$. The assumption $k \geq \ell$ used in the proof of Lemma 3 implies that $P_{\ell}^{(i-k)}\left(\eta_{k, i}\right)=P_{\ell}^{(\ell-1)}\left(\eta_{k, i}\right)$ is negative. Accordingly, the $q$-Bézier coefficient of index $i$ of the product $B_{M-k}^{M}(\cdot,(0,1) ; q) B_{N-\ell}^{N}(\cdot,(0,1) ; q)$ considered as a polynomial of degree $(M+N)$ is negative. In other words, when $q<1$ we have

$$
\begin{aligned}
L_{q}\left(B_{M-k}^{M}(.,(0,1) ; q) B_{N-\ell}^{N}(.,(0,1) ; q)\right) & >M+N \\
& =L_{q}\left(B_{M-k}^{M}(.,(0,1) ; q)\right)+L_{Q}\left(B_{N-\ell}^{N}(.,(0,1) ; q)\right)
\end{aligned}
$$

which contradicts (29).

### 4.3. Comparison of quantum Lorentz degrees

A polynomial $P$ is allocated infinitely many different quantum Lorentz degrees, namely, all (possibly infinite) quantities $L_{q}(P), q>0, q \neq 1$. For the same polynomial, can we compare different quantum Lorentz degrees? The following result will answer this question.

Proposition 3. Fix $q \geq 1$. Then, for any positive $\bar{q}$ and for any non-negative integer $N$, the following properties are equivalent:
(i) for each $k=0,1, \ldots, N$, all $\bar{q}$-Bézier coefficients of $B_{k}^{N}(.,(0,1) ; q)$ are positive;
(ii) $\bar{q}>q^{N-1}$.

Proof. On account of the obvious equalities

$$
B_{N}^{N}(.,(0,1) ; q)=B_{N}^{N}(\cdot,(0,1) ; \bar{q}) \quad \text { and } \quad B_{N-1}^{N}(\cdot,(0,1) ; q)=\frac{[N]_{q}}{[N]_{\bar{q}}} B_{N-1}^{N}(.,(0,1) ; \bar{q})
$$

in (i) it is sufficient to consider only the basis functions $B_{N-k}^{N}(\cdot,(0,1) ; q), k=2, \ldots, N$. Applying (18) and (19), Proposition 2 states that

$$
B_{N-k}^{N}(\cdot,(0,1) ; q)=\sum_{i=1}^{k} \frac{\left[\begin{array}{c}
N \\
k
\end{array}\right]_{q}}{\left[\begin{array}{c}
N \\
i
\end{array}\right]_{\bar{q}}}\left(\left[1, \bar{q}, \ldots, \bar{q}^{i}\right] P_{k}\right) B_{N-i}^{N}(\cdot,(0,1) ; \bar{q}), \quad k=2, \ldots, N,
$$

where the polynomial $P_{k}$ is defined in (18). The Leibniz rule shows that

$$
\left[1, \bar{q}, \ldots, \bar{q}^{i}\right] P_{k}=\left[\bar{q}, \bar{q}^{2}, \ldots, \bar{q}^{i}\right] P_{k}^{*}, \quad \text { for } k=2, \ldots, N \text { and } i=1, \ldots, k
$$

where $P_{k}^{*}(y)=(y-q)\left(y-q^{2}\right) \ldots\left(y-q^{k-1}\right)$. Suppose that condition (i) holds. This implies in particular that

$$
[\bar{q}] P_{k}^{*}=P_{k}^{*}(\bar{q})>0, \quad \text { for } \quad k=2, \ldots, N
$$

that is,

$$
\bar{q}-q>0, \quad(\bar{q}-q)\left(\bar{q}-q^{2}\right)>0, \quad \ldots, \quad(\bar{q}-q)\left(\bar{q}-q^{2}\right) \ldots\left(\bar{q}-\bar{q}^{N-1}\right)>0
$$

Condition (ii) is therefore satisfied. Conversely, suppose that (ii) holds. For $2 \leq k \leq N$ and $1 \leq i \leq k$, there exists $\xi_{k, i-1} \in\left[\bar{q}, \bar{q}^{i}\right]$ such that

$$
\begin{equation*}
\left[\bar{q}, \bar{q}^{2}, \ldots, \bar{q}^{i}\right] P_{k}^{*}=\frac{P_{k}^{*(i-1)}\left(\xi_{k, i-1}\right)}{(i-1)!} \tag{30}
\end{equation*}
$$

Since $\bar{q}>q^{N-1}$, all the derivatives involved in (30) are positive on the interval $[\bar{q},+\infty[$. This proves (i).

The first immediate consequence of Proposition 3 is stated next.
Corollary 3. Let $P:=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(0,1) ; q)$ have non-negative $q$-Bézier coefficients $p_{0}, \ldots, p_{n}$ for some $q \geq 1$. Then, for any $\bar{q} \geq q^{n-1}$, the $\bar{q}$-Bézier coefficients of $P$ relative to $(0,1)$ are non-negative.

Proof. Proposition 3 implies that, for $\bar{q} \geq q^{n-1}$ and for $k=0, \ldots, n$, the $q$-Bernstein basis function $B_{k}^{n}(\cdot,(0,1) ; q)$ is expanded in the $\bar{q}$-Bernstein basis $B_{j}^{n}(.,(0,1) ; \bar{q}), j=$ $0, \ldots, n$, with non-negative coefficients. Since $p_{0}, \ldots, p_{n}$ are non-negative, the equality $P:=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(0,1) ; q)$ shows that $P$ in turn is expanded with non-negative coefficients in the basis $B_{j}^{n}(\cdot,(0,1) ; \bar{q}), j=0, \ldots, n$.

We can apply the previous corollary to compare the $q$-Lorentz degree with another quantum Lorentz degree.

Corollary 4. Any polynomial P satisfies

$$
\begin{equation*}
L_{\bar{q}}(P) \leq L_{q}(P) \quad \text { for any } \bar{q} \geq q^{L_{q}(P)-1} \tag{31}
\end{equation*}
$$

Proof. Apply Corollary 3 with $n:=L_{q}(P)$ when $L_{q}(P)<+\infty$.
As a special case of (31) we obtain the following striking formula:

$$
\begin{equation*}
L_{q_{q}(P)-1} \leq L_{q}(P) \quad \text { for every polynomial } P \tag{32}
\end{equation*}
$$

Finally, Proposition 3 leads to the following comparison between the classical Lorentz degree and its quantum counterparts.

Theorem 5. Let $q, \bar{q}$ be two real numbers such that $0<\bar{q}<1<q$. Then for any polynomial $P$

$$
\begin{equation*}
L_{q}(P) \leq L_{[0,1]}(P) \leq L_{\bar{q}}(P) . \tag{33}
\end{equation*}
$$

Proof. The left inequality is obtained by first exchanging the roles of $q$ and $\bar{q}$ and then taking $\bar{q}=1$ in relation (31).

Let us now prove the right inequality. Here we shall make use of total positivity. First recall that a basis $\left(V_{0}, \ldots, V_{N}\right)$ of $\mathbb{P}_{N}$ is said to be totally positive on $[0,1]$ if, for any sequence of points $0 \leq x_{0}<x_{1}<\cdots<x_{N} \leq 1$, the collocation matrix $\left(V_{j}\left(x_{i}\right)\right)_{0 \leq i, j \leq N}$ is totally positive, i.e., all its minors are non-negative. Among all bases of $\mathbb{P}_{N}$ which are both normalized and totally positive on $[0,1]$, the classical Bernstein basis is the optimal one, in the sense that, for any other basis $\left(V_{0}, \ldots, V_{N}\right)$ of $\mathbb{P}_{N}$ which is normalized and totally positive on $[0,1]$, there exists a corner-cutting algorithm transforming the coordinates of any $P \in \mathbb{P}_{N}$ in the basis $\left(V_{0}, \ldots, V_{N}\right)$ into the Bézier coefficients of $P$ relative to $(0,1)$. For more details on this subject see [19] and also [6]. Since $\bar{q}<1$, the $\bar{q}$-Bernstein basis relative to $(0,1)$ too is normalized and totally positive on $[0,1]$
[16]. Given a polynomial $P$ such that $L_{\bar{q}}(P)<+\infty$, take $N=L_{\bar{q}}(P)$. Consider the two expansions

$$
P=\sum_{k=0}^{N} \bar{p}_{k}^{N} B_{k}^{N}(.,(0,1) ; \bar{q})=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(.,(0,1) ; 1)
$$

All the $\bar{q}$-Bézier coefficients $\bar{p}_{k}^{N}, k=0, \ldots, N$, are non-negative. Since the Bézier coefficients $p_{k}^{N}, k=0, \ldots, N$, are generated from the $\bar{q}$-Bézier coefficients $\bar{p}_{k}^{N}$ by corner cutting, they must themselves be non-negative. Accordingly, $N \geq L_{[0,1]}(P)$, which proves the right-hand side of the inequality (33).

### 4.4. Degree and $q$-Lorentz degree

In [27], Pólya and Szegö show that: if a polynomial has no zeros in the closed disc centered at $z=1 / 2$ and with radius $1 / 2$, its classical Lorentz degree coincides with its degree. The left inequality in (33) proves that this property remains valid for the $q$-Lorentz degree when $q>1$. As a matter of fact, Theorem 6 below shows that we can even reduce the size of the disc.

Theorem 6. Let a polynomial $P$ satisfy $P(0)>0, P(1)>0$. Suppose that there exists a real number $q>1$ such that $P$ has no zero in a closed disc $\mathbb{D}_{q}$ with center $1 /(1+q)$ and radius $1 /(1+q)$, i.e.,

$$
\mathbb{D}_{q}=\left\{\left.z \in \mathbb{C}| | z-\frac{1}{1+q} \right\rvert\, \leq \frac{1}{1+q}\right\} .
$$

Then the $q$-Lorentz degree of $P$ coincides with the exact degree of $P$.
Proof. Let $n$ be the exact degree of $P$, and let $p_{0}, \ldots, p_{n}$ be the $q$-Bézier coefficients of $P$ relative to $(0,1)$. Since $P(0)>0$ and $P(1)>0$, we need to consider only the nonextreme coefficients $p_{1}, \ldots, p_{n-1}$. The result is thus trivially true for $n \leq 1$. Moreover, since $P(0)>0$ and $P(1)>0$, the number of zeros of $P$ in the open interval $] 0,1[$, counting multiplicities, is even. Since, in addition, $P$ has no zero in the disc $\mathbb{D}_{q}$, all these zeros are located in the open interval $] 2 /(1+q), 1[$. Accordingly, we can decompose $P$ as

$$
P=P_{1} P_{2} \ldots P_{m},
$$

where, for each $k=1,2, \ldots, m, P_{k}$ is

- either a polynomial of exact degree 1 with no zeros in the interval $[0,1]$;
- or a polynomial of exact degree 2 with no real zeros;
- or a polynomial of exact degree 2 with two zeros in the interval $] 2 /(1+q), 1[$.

Moreover, without loss of generality, we can assume that each polynomial $P_{k}$ satisfies $P_{k}(0)>0$ and $P_{k}(1)>0$. In the first case, we automatically have $L_{q}\left(P_{k}\right)=1$.

It is actually sufficient to prove the claim when $n=2$. Indeed, if this is proved, then, according to Theorem 4, we will have

$$
L_{q}(P) \leq \sum_{k=1}^{m} L_{q}\left(P_{k}\right)=n
$$

since, for each $k=1, \ldots, m, L_{q}\left(P_{k}\right)$ will coincide with the exact degree of $P_{k}$.
Let us thus assume that $n=2$. First consider the case where $P$ has non-real zeros, i.e.,

$$
P(x)=A\left(x-z_{1}\right)\left(x-\bar{z}_{1}\right)=A\left(x^{2}-2 \alpha x+\left(\alpha^{2}+\beta^{2}\right)\right),
$$

where $z_{1}=\alpha+i \beta, \alpha, \beta \in \mathbb{R}, \beta \neq 0$. Since $P(0)>0$, the constant $A$ is positive. According to (9) and (7), the $q$-Bézier coefficient $p_{1}$ is defined by

$$
p_{1}=p(0,1 ; q)=A\left(\frac{-2 \alpha}{1+q}+\left(\alpha^{2}+\beta^{2}\right)\right)=A\left[\left|z_{1}-\frac{1}{1+q}\right|^{2}-\left(\frac{1}{1+q}\right)^{2}\right] .
$$

Accordingly, the assumption that $z_{1} \notin \mathbb{D}_{q}$ implies that $p_{1}>0$, and therefore $L_{q}(P)=2$.
We now assume that the two zeros $x_{1}^{*}, x_{2}^{*}$ belong to the interval $] 2 /(1+q), 1[$.

$$
P(x)=A\left(x-x_{1}^{*}\right)\left(x-x_{2}^{*}\right), \quad \text { with } A>0,
$$

the positivity of $A$ resulting again from $P(0)>0$. By (9) and (7), the second $q$-Bézier coefficient $p_{1}$ is given by

$$
\begin{equation*}
p_{1}=A\left(x_{1}^{*} x_{2}^{*}-\frac{x_{1}^{*}+x_{2}^{*}}{1+q}\right)=r\left(x_{1}^{*}, x_{2}^{*}\right), \tag{34}
\end{equation*}
$$

where $r$ is the classical blossom of the quadratic polynomial $R$ defined by

$$
R(x)=x^{2}-\frac{2 x}{1+q}, \quad x \in \mathbb{R}
$$

The classical Bézier coefficients $\left(r_{0}, r_{1}, r_{2}\right)$ of $R$ relative to $(2 /(1+q), 1)$ are

$$
r_{0}=R\left(\frac{2}{1+q}\right)=0, r_{1}=r\left(\frac{2}{1+q}, 1\right)=\frac{q-1}{(1+q)^{2}} \geq 0, r_{2}=R(1)=\frac{q-1}{1+q} \geq 0 .
$$

For any $u_{1}, u_{2} \in[2 /(1+q), 1]$, the real number $r\left(u_{1}, u_{2}\right)$ is a convex combination of the non-negative numbers $r_{0}, r_{1}, r_{2}$, and therefore $r\left(u_{1}, u_{2}\right) \geq 0$. In particular, from (34), we can assert that $p_{1} \geq 0$. This shows that $L_{q}(P)=2$, and the proof is complete.

Remark 6. Under the assumptions of Theorem 6, the polynomial $P$ satisfies $P(0)>0$ ), $P(1)>0$, and, as a consequence of Theorem 6, $L_{q}(P)<+\infty$. In other words, $P$ satisfies conditon (ii) of Theorem 3. The equivalence (i) $\Leftrightarrow$ (ii) guarantees that $P$ is $q$-positive. This fact is actually visible at first sight: since the only possible real zeros of $P$ are located in the open interval $] 2 /(1+q), 1[, P$ is indeed positive on $[0,1] \backslash] 2 /(1+q), 1[$, and therefore on the whole lattice $\overline{\mathscr{A}}_{q}$ since $1 / q<2 /(1+q)$.

## 5. Upper bounds for quantum Lorentz degrees

Given a polynomial $P \in \mathbb{P}_{n}$ positive on $[0,1]$, with Bézier coefficients $p_{0}^{\star}, \ldots, p_{n}^{\star}$ relative to $(0,1)$, it is well known that its classical Lorentz degree admits the following upper bound, see [28]:

$$
\begin{equation*}
L_{[0,1]}(P) \leq\left\lceil\binom{ n}{2} \frac{M^{\star}}{\lambda^{\star}}\right\rceil, \tag{35}
\end{equation*}
$$

where $\lambda^{\star}$ is the minimum of $P$ on $[0,1], M^{\star}:=\max _{i=0}^{n}\left|p_{i}^{\star}\right|$, and where $\lceil$.$\rceil stands for$ the ceiling function. We want to establish a similar bound for the $q$-Lorentz degrees. Again, without loss of generality we can assume that $q>1$ is fixed. Indeed, for $q<1$, through (17) an upper bound for $L_{q^{-1}}(T(P))$ will provide an upper bound for $L_{q}(P)$.

### 5.1. A general upper bound

To establish an upper bound for the quantum Lorenz degree of $q$-positive polynomials, we need the following lemma.

Lemma 4. For any non-negative integers $n, k, j, N$, such that $k \leq n \leq N$ and $0 \leq j \leq N$, and any $q>1$,

$$
\begin{equation*}
\left(q^{-N} ; q\right)_{n} B_{k}^{n}\left(q^{j-N},\left(q^{-N}, 1\right) ; q\right) \leq B_{k}^{n}\left(q^{j-N},(0,1) ; q\right) \tag{36}
\end{equation*}
$$

Proof. Observing that $\left(1-q^{-N}\right)_{q}^{n}=\left(q^{-N} ; q\right)_{n}$ and that, for all integers considered, we have $\left(1-q^{j-N}\right)_{q}^{n-k} \geq 0$, the inequalities (36) are direct consequences of the following ones:

$$
q^{(j-N) k} \geq\left(q^{j-N}-q^{-N}\right)_{q}^{k} .
$$

Theorem 7. Given $q>1$, let $P$ be a $q$-positive polynomial of degree $n$, and let $p_{0}, p_{1}$, $\ldots, p_{n}$, be its $q$-Bézier coefficients relative to $(0,1)$. Then

$$
\begin{equation*}
L_{q}(P) \leq\left\lceil\frac{\ln \left(M[n]_{q}\right)-\ln \lambda}{\ln q}\right\rceil \tag{37}
\end{equation*}
$$

where $\lambda$ is the infimum of $P$ on $\overline{\mathscr{A}}_{q}$ and $M:=\max _{i=0}^{n}\left|p_{i}\right|$.
Proof. The infimum $\lambda$ is a minimum and therefore $\lambda>0$. Set $\mathbf{p}:=\left(p_{0}, \ldots, p_{n}\right)$. For any $\omega \notin\left\{q^{-j} \mid j=0, \ldots, n-1\right\}$ and any $x \in \mathbb{R}$,

$$
(\omega ; q)_{n} \mathscr{P}(x ; \mathbf{p} ; \omega)=P(x)-\sum_{k=0}^{n} p_{k}\left[B_{k}^{n}(x,(0,1) ; q)-(\omega ; q)_{n} B_{k}^{n}(x,(\omega, 1) ; q)\right],
$$

where $\mathscr{P}(. ; \mathbf{p} ; \omega)$ is the function defined in (11). For $x \in \overline{\mathscr{A}}_{q}$ this implies

$$
(\omega ; q)_{n} \mathscr{P}(x ; \mathbf{p} ; \omega) \geq \lambda-M \sum_{k=0}^{n}\left|B_{k}^{n}(x,(0,1) ; q)-(\omega ; q)_{n} B_{k}^{n}(x,(\omega, 1) ; q)\right|
$$

In the previous relation, take $\omega=q^{-N}$ and $x=q^{j-N}$, for some $N \geq n$ and some nonnegative $j \leq N$. On account of Lemma 4, we can then drop the absolute values within the sum, which then allows us to split the sum into two sums. This yields:

$$
\begin{array}{rl}
\left(q^{-N} ; q\right)_{n} & \mathscr{P}\left(q^{j-N} ; \mathbf{p} ; q^{-N}\right) \\
& \geq \lambda-M\left(\sum_{k=0}^{n} B_{k}^{n}\left(q^{j-N},(0,1) ; q\right)-\sum_{k=0}^{n}\left(q^{-N} ; q\right)_{n} B_{k}^{n}\left(q^{j-N},\left(q^{-N}, 1\right) ; q\right)\right) \\
& =\lambda-M+M\left(q^{-N} ; q\right)_{n} \tag{38}
\end{array}
$$

Applying the inequality (see [28])

$$
\prod_{j=1}^{n}\left(1-x_{j}\right) \geq 1-\sum_{j=1}^{n} x_{j} \quad \text { for all } x_{1}, \ldots, x_{n} \in[0,1]
$$

we can see that $\left(q^{-N} ; q\right)_{n} \geq 1-[n]_{q} q^{-N}$. Accordingly,

$$
\lambda-M+M\left(q^{-N} ; q\right)_{n} \geq \lambda-M[n]_{q} q^{-N} .
$$

Take $N$ such that $q^{N} \geq M[n]_{q} / \lambda$, or equivalently, take $N \geq\left(\ln M[n]_{q}-\ln \lambda\right) / \ln q$. Then (38) shows that for any such value of $N$,

$$
\mathscr{P}\left(q^{j-N} ; \mathbf{p} ; q^{-N}\right) \geq 0, \quad 0 \leq j \leq N .
$$

Using Proposition 1, this proves (37).
In case $P$ is positive on $[0,1]$ we can improve the upper bound as follows:
Corollary 5. Let $P \in \mathbb{P}_{n}$ be positive on $[0,1]$. Then,

$$
\begin{equation*}
L_{q}(P) \leq\left\lceil\min \left(\frac{\ln \left(M[n]_{q}\right)-\ln \lambda}{\ln q},\binom{n}{2} \frac{M^{\star}}{\lambda^{\star}}\right)\right\rceil \tag{39}
\end{equation*}
$$

where $M^{\star}, \lambda^{\star}$ have the same meaning as in (35).
Observe that the numbers $M, \lambda$ depend on $q$, and that $\lim _{q \rightarrow 1^{+}} M=M^{\star}, \lim _{q \rightarrow 1^{+}} \lambda=$ $\lambda^{\star}, \lim _{q \rightarrow 1^{+}}[n]_{q}=n$. Accordingly,

$$
\lim _{q \rightarrow 1^{+}}\left(\frac{\ln \left(M[n]_{q}\right)-\ln \lambda}{\ln q}\right)=+\infty
$$

which means that, for $q$ sufficiently close to 1 , the upper bounds in (39) and (35) coincide.

### 5.2. Improved upper bound for quadratic polynomials

For the sake of simplicity we will focus on quadratic polynomials positive on the interval $[0,1]$. Taking account of Theorem 6, we can establish a new upper bound, specific to quadratic polynomials.

Theorem 8. Let $P$ be a quadratic polynomial positive on $[0,1]$, with

$$
\begin{equation*}
P(x)=x^{2}+a x+b, \quad x \in \mathbb{R} . \tag{40}
\end{equation*}
$$

If the zeros of P are outside the disc $\mathbb{D}_{q}$, then $L_{q}(P)=2$. Otherwise

$$
\begin{equation*}
L_{q}(P) \leq\left\lceil\frac{\ln (1+\xi(q-1))}{\ln q}\right\rceil \tag{41}
\end{equation*}
$$

where $\xi$ is the positive zero of the quadratic polynomial

$$
\begin{equation*}
Q(x):=\left(4 b-a^{2}\right) x^{2}-(4 b-2 a(1+a)) x-(1+a)^{2} . \tag{42}
\end{equation*}
$$

Proof. That $L_{q}(P)=2$ when the zeros of $P$ are outside the disc $\mathbb{D}_{q}$ is a consequence of Theorem 6. Let us assume that $P$ has one zero inside $\mathbb{D}_{q}$. Since $P$ is positive in $[0,1]$, this zero is necessarily a non-real complex number, so $\Delta:=a^{2}-4 b<0$, and both zeros of $P$ are in $\mathbb{D}_{q}$. According to (7) and (8), the $q$-Bézier coefficients of $P$, viewed as a polynomial of degree $N$, are given by (see (9))

$$
p_{k}^{N}=\frac{\left[\begin{array}{c}
k  \tag{43}\\
2
\end{array}\right]_{q}}{\left[\begin{array}{c}
N \\
2
\end{array}\right]_{q}}+a \frac{\left[\begin{array}{c}
k \\
1
\end{array}\right]_{q}}{\left[\begin{array}{c}
N \\
1
\end{array}\right]_{q}}+b, \quad k=0,1, \ldots, N .
$$

Thus

$$
\begin{equation*}
[N]_{q}[N-1]_{q} p_{k}^{N}=[k]_{q}[k-1]_{q}+a[k]_{q}[N-1]_{q}+b[N]_{q}[N-1]_{q}, \quad k=0,1, \ldots, N . \tag{44}
\end{equation*}
$$

Using the fact that $[k-1]_{q}=q^{-1}\left([k]_{q}-1\right)$ for all $k \geq 1$, the previous relation can be written as:

$$
\begin{align*}
q[N]_{q}[N-1]_{q} p_{k}^{N} & =[k]_{q}^{2}+\left(a[N]_{q}-a-1\right)[k]_{q}+b\left([N]_{q}^{2}-[N]_{q}\right),  \tag{45}\\
& =f_{N}\left([k]_{q}\right), \quad k=0,1, \ldots, N,
\end{align*}
$$

where $f_{N}$ denotes the quadratic function

$$
f_{N}(x)=x^{2}+\left(a[N]_{q}-a-1\right) x+b\left([N]_{q}^{2}-[N]_{q}\right), \quad x \in \mathbb{R}
$$

The minimum of $f_{N}$ is reached at

$$
x_{N}=\frac{1+a-a[N]_{q}}{2}
$$

and this minimum is given by

$$
\begin{equation*}
f_{N}\left(x_{N}\right)=\frac{1}{4} Q\left([N]_{q}\right) \tag{46}
\end{equation*}
$$

where the quadratic polynomial $Q$ is defined in (42). On account of (45), any integer $N \geq 2$ such that $Q\left([N]_{q}\right) \geq 0$ ensures that all $q$-Bézier coefficients $p_{k}^{N}, k=0, \ldots, N$, are non-negative. Now, the polynomial $Q$ has two real roots of opposite strict signs. Let $\xi$ denote the positive root, namely $\xi=2 b-a(1+a)+2 \sqrt{P(0) P(1)}$. We can thus state that

$$
[N]_{q} \geq \xi \quad \Rightarrow \quad p_{k}^{N} \geq 0 \quad \text { for } k=0, \ldots, N
$$

Now (41) follows from this observation.

### 5.3. Illustration

Consider the degree 2 polynomial $P$ given by

$$
\begin{equation*}
P(x)=x^{2}-\frac{2}{3} x+\frac{1+\varepsilon}{9}, \quad \text { for some } \varepsilon>0 \tag{47}
\end{equation*}
$$

The zeros of $P$ are the complex numbers

$$
z_{1}=\frac{1}{3}+i \frac{\sqrt{\varepsilon}}{3}, \quad z_{1}=\frac{1}{3}-i \frac{\sqrt{\varepsilon}}{3} .
$$

Thus $P$ is positive on the interval $[0,1]$. The $q$-Bézier coefficient of $P$ relative to $(0,1)$ are

$$
p_{0}=\frac{1+\varepsilon}{9}, \quad p_{1}=\frac{1+\varepsilon}{9}-\frac{2}{3+3 q}, \quad p_{2}=\frac{4+\varepsilon}{9} .
$$

Accordingly, for $q \geq(5-\varepsilon) /(1+\varepsilon)$, we have $L_{q}(P)=2$. In particular, independent of $\varepsilon, L_{q}(P)=2$ when $q \geq 5$. Note that this can also be viewed as an application of Theorem 6 since the real part of the roots $z_{1}, z_{2}$ satisfies $\frac{1}{3} \geq \frac{2}{q+1}$ if and only if $q \geq 5$. On the other hand, from

$$
\begin{equation*}
\lambda^{\star}:=\min _{x \in[0,1]} P(x)=P\left(\frac{1}{3}\right)=\frac{\varepsilon}{9}, \tag{48}
\end{equation*}
$$



Figure 3: The various bounds for the $q$-Lorentz degree of the polynomial $P_{\varepsilon}$ defined in (47) as functions of $q \in] 1,5]$, with $\varepsilon=1 / 5$ (left), $\varepsilon=1 / 10$ (right). The red graphs correspond to (41). The green graphs illustrate (37) (top) and (39) (bottom).
we can derive that

$$
\begin{equation*}
\lambda:=\min _{x \in \overline{\mathscr{A}}_{q}} P(x)=\min \left[P\left(\frac{1}{q^{j-1}}\right), P\left(\frac{1}{q^{j}}\right)\right] \quad \text { where } \quad j=\left\lceil\frac{\ln 3}{\ln q}\right\rceil . \tag{49}
\end{equation*}
$$

The various bounds obtained for the $q$-Lorentz degree of the poynomial $P$ are illustrated in Figure 2, as functions of $q \in] 1,5]$, for two different values of $\varepsilon, \varepsilon=1 / 5$ (left) and $\varepsilon=1 / 10$ (right). In each picture, the red graph shows the bound obtained in (41). As for the green graphs, they correspond to either (37) (top), or to the bound (39), with the exact value of $\lambda$ calculated via (49) (bottom).

## 6. A quantum Pólya-type theorem

The title of this article announced a generalisation of Pólya's theorem to polynomials positive on $q$-lattices, and this generalisation is the object of the present section.

The famous classical univariate Pólya theorem states that: given a polynomial $P$, positive on the interval $[0,+\infty[$, there exists an integer $M$ such that the coefficients of the polynomial

$$
Q(x)=(1+x)^{M} P(x)
$$

in the monomial basis are non-negative. The most natural extension of this result to the $q$-world might be stated as follows: given a polynomial $P$ positive on the $q$-lattice $\left\{q^{j} \mid j \in \mathbb{Z}\right\}$, with $q>1$, there exists a positive integer $M$ such that the coefficients of
the polynomial

$$
(1+x)_{q}^{M} P(x)=q^{(M-1) M / 2} \prod_{i=0}^{M-1}\left(x+\frac{1}{q^{i}}\right) P(x)
$$

in the monomial basis are non-negative. This result would be true in particular for any polynomial $P$ positive on $] 0,+\infty[$. In other words, if such an extension were true, the infinite sequence $q^{-i}, j \geq 0$, would be Pólya positive in the sense of [3] or equivalently, the infinite sequence of degree one polynomials $\left(x+q^{-i}\right), j \geq 0$, would be strongly positive in the sense of [4]. This property is known to be true if and only if

$$
\sum_{i=0}^{+\infty} \min \left(q^{i}, \frac{1}{q^{i}}\right)=+\infty
$$

which is obviously false for $q \neq 1$.
This is why, prior to extending the Pólya theorem to the $q$-world, we have to rephrase it through the change of variable $y=1+x$. This yields the following statement: Given a polynomial $P$ of exact degree n, positive on the interval $[1,+\infty[$, there exists an integer $M$ such that the coefficients of the polynomial

$$
Q(y)=y^{M} P(y)
$$

in the basis $\left\{1,(y-1),(y-1)^{2}, \ldots,(y-1)^{M+n}\right\}$ are non-negative. This is the version of the Pólya theorem that we generalize to the $q$-world in Theorem 9 below.

Theorem 9. Fix $q>1$ and consider a polynomial $P$ of exact degree $n$ positive on the lattice $\mathscr{B}_{q}=\left\{q^{j}, j \in \mathbb{N}\right\}$. Then there exists a non-negative integer $M$ such that the coefficients in the basis

$$
\begin{equation*}
\left\{1,(x-1)_{q}^{1},(x-1)_{q}^{2}, \ldots,(x-1)_{q}^{M+n}\right\} \tag{50}
\end{equation*}
$$

of the polynomial $Q_{M}(x)=x^{M} P(x)$ are non-negative.
The key-point in the proof of Theorem 9 is the following useful observation which can be derived in a straightforward manner by combining the definition of quantum Lorentz degrees with Proposition 2.
Proposition 4. Given a polynomial $P \in \mathbb{P}_{n}$, and any positive $q$, the following properties are equivalent:
(i) $L_{q}(P)<+\infty$;
(ii) there exists a non-negative integer $M$ such that all the coefficients of the polynomial $\Theta_{M+n}(P)$ in the basis (50) are non-negative.

Proof of Theorem 9: Since $P$ is positive on the lattice $\mathscr{B}_{q}$, the polynomial $\Theta_{n}(P)$ is positive on the lattice $\mathscr{A}_{q}$. Accordingly,

$$
\Theta_{n}(P)(0)=\lim _{j \rightarrow+\infty} \Theta_{n}(P)\left(q^{-j}\right) \geq 0
$$

Since the coefficients of $\Theta_{n}(P)$ in the monomial basis of degree $n$ are those of $P$ taken in the reverse order, $\Theta_{n}(P)(0)$ is the leading coefficient of $P$. Hence $\Theta_{n}(P)(0)$ is not zero since $P$ is of exact degree $n$. Therefore, $\Theta_{n}(P)(0)$ is positive, so the polynomial $\Theta_{n}(P)$ is positive on $\overline{\mathscr{A}}_{q}$, i.e., $\Theta_{n}(P)$ is $q$-positive. From Theorem 3 it follows that $L_{q}(P)<$ $+\infty$. Observing that for each non-negative integer $M$, the polynomial $\Theta_{M+n}\left(\Theta_{n}(P)\right)$ is the polynomial $Q_{M}$ introduced in Theorem 9, the claim follows from Proposition 4.

## 7. Quantum Lorentz degree: possible extension?

As introduced in Definition 2, the notion of $q$-Lorentz degree is inherently connected with the $q$-degree elevation process on $[0,1]$. By contrast, the $q$-lattice which served to analyze the convergence is not intrinsically connected with $q$-degree elevation. Using this lattice is somehow contrary to the usual geometric design treatment of such corner cutting algorithms, whose convergence is generally addressed with the help of a non-nested grid adapted to it, that is, for each level $n \geq 1$, a sequence

$$
\begin{equation*}
0=x_{n, 0}<x_{n, 1}<\cdots<x_{n, n-1}<x_{n, n}=1 \tag{51}
\end{equation*}
$$

from which the sequence of level $(n+1)$ results through the algorithm in question. This, for instance, is the approach for the classical degree elevation algorithm, where $x_{n, k}:=\frac{k}{n}, k=0, \ldots, n$, are the Greville points of degree $n$, i.e., the Bézier coefficients relative to $(0,1)$ of the identity $\Xi(x)=x, x \in \mathbb{R}$. More generally, the grids permitting the convergence analysis of any dimension elevation algorithms - the analogues of degree elevation concerning infinite nested sequences of Chebyshevian spaces - are formed by analogues of the Greville points, see [2]. Note that a similar principle applies to corner cutting subdivision schemes [20].

Here too one would naturally expect to use the $q$-Greville grid, that is, the nonnested grid formed by the $q$-Bézier coefficients of successive degrees of the identity $\Xi$ relative to $(0,1)$. According to (7), (9), and (8), for degree $n$, the $q$-Greville points provide a sequence of the form (51) defined by

$$
\begin{equation*}
\xi_{n, k}=\frac{\sigma_{1}\left(1, q, \ldots, q^{k-1}\right)}{\sigma_{1}\left(1, q, \ldots, q^{n-1}\right)}=\frac{[k]_{q}}{[n]_{q}}, \quad k=0, \ldots, n \tag{52}
\end{equation*}
$$

Surprisingly, we will see that this $q$-Greville grid appears naturally in an alternative analysis of the convergence of $q$-degree elevation on $[0,1]$ generated by embedding the quantum world in the mixed quantum-discrete world, which corresponds to embedding the class of all $q$-Bernstein bases in the larger class of all $(q, h)$-Bernstein bases. This embedding will also enable us to extend the notion of quantum Lorentz degree.

## 7.1. $(q, h)$-Bernstein bases and $(q, h)$-Lorentz degree

Given any positive $q$ and any $h \in \mathbb{R}$, let the function $g$ be defined on $\mathbb{R}$ by $g(x)=$ $q x+h$, and for any non-negative integer $j$ let $g^{[j]}$ be defined by $g g^{[j]}:=\underbrace{g \circ g \circ \cdots \circ g}_{j \text { times }}$, that
is,

$$
g^{[j]}(x)=q^{j} x+[j]_{q} h, \quad x \in \mathbb{R}, \quad j \geq 0 .
$$

For any $a, b$ such that $b \neq g^{[j]}(a), j=0,1, \ldots, n-1$, consider the functions defined on $\mathbb{R}$ by

$$
B_{k}^{n}(x ;(a, b) ; q, h)=\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{\prod_{j=0}^{k-1}\left(x-g^{[j]}(a)\right) \prod_{j=0}^{n-k-1}\left(b-g^{[j]}(x)\right)}{\prod_{j=0}^{n-1}\left(b-g^{[j]}(a)\right)}, \quad k=0,1, \ldots, n .
$$

These functions form a normalized basis for $\mathbb{P}_{n}$, called the $(q, h)$-Bernstein basis relative to $(a, b)$, see [15]. When a polynomial $P \in \mathbb{P}_{n}$ is expressed in this basis as

$$
\begin{equation*}
P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(a, b) ; q, h) \tag{53}
\end{equation*}
$$

its $(q, h)$-Bézier coefficients $p_{k}$ relative to $(a, b)$ are given by

$$
\begin{equation*}
p_{k}=p\left(g^{[k]}(a), \ldots, g^{[n-1]}(a), b, g(b), \ldots, g^{[k-1]}(b) ; q, h\right), \quad k=0, \ldots, n, \tag{54}
\end{equation*}
$$

where $p(. ; q, h)$ is the $(q, h)$-blossom of $P$ defined as follows, see [15]:
Definition 4. Given any $P \in \mathbb{P}_{n}$, any positive $q$, and any $h$, the $(q, h)$-blossom of $P$ is the unique multi-affine symmetric function $p(. ; q, h)$ in $n$ variables, such that

$$
p\left(x, g(x), g^{[2]}(x), \ldots, g^{[n-1]} x ; q, h\right)=P(x), \quad x \in \mathbb{R}
$$

Note that the $q$-Bernstein basis relative to $(a, b)$ is the $(q, 0)$-Bernstein basis relative to $(a, b)$, and for any polynomial $P \in \mathbb{P}_{n}$ the $q$-blossom of $P$ coincides with its $(q, 0)$ blossom.

When $b$ additionally satisfies $b \neq g^{[n]}(a)$, expanding a given polynomial $P \in \mathbb{P}_{n}$ in the corresponding $(q, h)$-Bernstein bases of degrees $n$ and $(n+1)$ relative to $(a, b)$, that is,

$$
P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(a, b) ; q, h)=\sum_{k=0}^{n} r_{k} B_{k}^{n+1}(\cdot,(a, b) ; q, h),
$$

the new $(q, h)$-Bézier coefficients $r_{0}, \ldots, r_{n+1}$ can be computed from the initial ones $p_{0}, \ldots, p_{n}$, via $r_{0}=p_{0}, r_{n+1}=r_{n}$, and [14]:

$$
\begin{equation*}
r_{i}=\frac{[n+1-i]_{q}}{[n+1]_{q}} p_{i}+q^{n+1-i} \frac{[i]_{q}}{[n+1]_{q}} p_{i-1}, \quad i=1, \ldots, n . \tag{55}
\end{equation*}
$$

Supposing that $b \neq g^{[j]}(a)$ for all $j \geq 0$, we can more generally expand $P$ as

$$
P=\sum_{k=0}^{n} p_{k}^{N} B_{k}^{N}(.,(a, b) ; q, h) \quad \text { for all } N \geq n
$$

which enables us to introduce an associated Lorentz degree:
Definition 5. For any positive $q$, any real number $h$, and any $(a, b) \in \mathbb{R}^{2}$ such that $b \neq g^{[j]}(a)$ for all $j \geq 0$, the $(q, h)$-Lorentz degree of $P$, denoted by $L_{(q, h)}^{(a, b)}(P)$, is defined as the (possibly infinite) quantity

$$
\begin{equation*}
L_{(q, h)}^{(a, b)}(P):=\inf \left\{N \geq n \mid p_{k}^{N} \geq 0 \text { for } k=0, \ldots, N\right\} \tag{56}
\end{equation*}
$$

Remark 7. We conclude this subsection with some interesting remarks.
1 - Since relation (55) is independent of $a, b, h$, it coincides with the $q$-degree elevation formula (10). Accordingly, formula (25) also describes the ( $q, h$ )-degree elevation from $\mathbb{P}_{n}$ to $\mathbb{P}_{N}$ relative to any $(a, b)$ such that $b \neq g^{[j]}(a), j=0,1, \ldots, N-1$.
2- Because formula (55) does not depend on $a, b, h$, the $(q, h)$-Lorentz degree $L_{(q, h)}^{(a, b)}(P)$ of a polynomial $P \in \mathbb{P}_{n}$ is not really attached to the polynomial $P$ : it depends only on $q$ and on the sequence $\left(p_{0}, \ldots, p_{n}\right)$ formed by the initial $(q, h)$-Bézier points of $P$ relative to $(a, b)$. We can thus introduce the $q$-Lorentz degree of the sequence $\left(p_{0}, \ldots, p_{n}\right)$ defined as

$$
\mathbf{L}_{q}\left(p_{0}, \ldots, p_{n}\right):=L_{(q, h)}^{(a, b)}(P)
$$

where the polynomial $P$ (depending on $q, h, a, b$ ) is given by (53) for any admissible $h, a, b$, that is, $b \neq g^{[j]}(a)$ for all $j \geq 0$. Of course, in particular we have

$$
\mathbf{L}_{q}\left(p_{0}, \ldots, p_{n}\right):=L_{q}(P), \quad \text { where } P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(0,1) ; q)
$$

Accordingly, the properties of the $q$-Lorentz degree developed in the previous sections can now be stated in terms of $\mathbf{L}_{q}$. To cite only one elementary example, relation (17) can be replaced by

$$
\mathbf{L}_{q}\left(p_{0}, \ldots, p_{n}\right)=\mathbf{L}_{q^{-1}}\left(p_{n}, \ldots, p_{0}\right) \text { for each positive } q \text { and each }\left(p_{0}, \ldots, p_{n}\right) \in \mathbb{R}^{n}
$$

Then whenever $a, b, h$ and $\bar{a}, \bar{b}, \bar{h}$ satisfy the standard conditions, this formula can in turn be written as

$$
L_{(q, h)}^{(a, b)}(P)=L_{\left(q^{-1}, \bar{h}\right)}^{(\bar{a}, \bar{b})}(Q),
$$

where $P$ is defined in (53) and $Q:=\sum_{k=0}^{n} p_{n-k} B_{k}^{n}\left(\cdot,(\bar{a}, \bar{b}) ; q^{-1}, \bar{h}\right)$. These comments explain why it is not really worthwhile investigating more deeply the notion of $(q, h)$ Lorentz degrees.
3- Again due to the fact that $q$-degree elevation depends only on $q$, whatever (admissible) interval $[a, b]$ we are working on, the limit of a given initial $q$-control polygon relative to $(a, b)$ under the infinite degree elevation process is the same: this limit is the piecewise linear polygon whose infinitely many vertices are all located either on the $q$ Bézier curve defined on $[0,1]$ by the initial polygon $(q>1)$ or on the $q^{-1}$-Bézier curve defined on $[0,1]$ by the reverse initial polygon $(q<1)$. However when working on another interval $[a, b]$, the position of the limit vertices is no longer connected with the $q$ - or $q^{-1}$-Bézier curve defined on the interval $[a, b]$ by the initial polygon or its reverse. This phenomenon is clearly illustrated in Figure 4, left, where we compare the degree $N=100$ elevated polygon (red polygon) with the $q$-Bézier curve on $[a, b]$ with $q=1.4$. For $q=0.5$ (right), we show both the $q$-curve and the $q^{-1}$-curve with reverse initial control polygon on $[a, b]$, at least a reasonable part of this curve, for this curve goes very far from the initial polygon. In both cases, the blue curve is the above-mentioned $q$ - or $q^{-1}$-Bézier curve on $[0,1]$ on which the limit vertices are located.
4-The same comments are valid for $(q, h)$ curves when $h \neq 0$, even on the interval $[0,1]$ as illustrated in Figure 5 with $(q, h)=(1.4,0.5)$ (left) and $(q, h)=(2,-2)$ (right). In the left picture we deliberately show the entire green $(q, h)$-Bézier curve for comparison with the right picture in order to show the joint effects of the parameters $q, h$ as investigated in [14].

### 7.2. Convergence of $q$-degree elevation and $q$-Greville points

This subsection presents an alternative approach to the convergence of the $q$-degree elevation algorithm already addressed in Section 3.

We start with the following $(q, h)$-counterpart of Lemma 1 . We assume that the positive number $q$ is fixed.
Lemma 5. For any non-negative $n$, any $a, h \in \mathbb{R}$, with $h \neq(1-q)$ a, the expansion of any polynomial $P \in \mathbb{P}_{n}$ in the $(q, h)$-Bernstein basis relative to $\left(a, g^{[n]}(a)\right)$ is

$$
\begin{equation*}
P=\sum_{k=0}^{n} P\left(g^{[k]}(a)\right) B_{k}^{n}\left(\cdot,\left(a, g^{[n]}(a)\right) ; q, h\right) . \tag{57}
\end{equation*}
$$



Figure 4: Comparison between the (red) $q$-degree elevated limit of the initial (black) $q$-control polygon and the quantum curves on $[3,7]$ generated by either the black polygon or its reverse. Left: $q=1.4$. Right: $q=0.5$. See Remark 7, item 3 .


Figure 5: Comparison between the (red) $(q, h)$-degree elevated limit of the initial (black) ( $q, h$ )-control polygon and the corresponding cubic $(q, h)$-curve on $[0,1]$, with $(q, h)=(1.4,0.5)$ (left); $(q, h)=(2,-2)$ (right).

Proof. The requirement $h \neq(1-q) a$ guarantees that the $(q, h)$-Bernstein basis relative to $\left(a, g^{[n]}(a)\right)$ is meaningful. Setting $\alpha:=g^{[k]}(a)$, we can see that

$$
\left(g^{[k]}(a), \ldots, g^{[n-1]}(a), b, g(b), \ldots, g^{[k-1]}(b)\right)=\left(\alpha, g(\alpha), \ldots, g^{[n-1]}(\alpha)\right)
$$

Therefore by (54) and Definition 4, relative to $\left(a, g^{[n]}(a)\right)$ the $(q, h)$-Bézier coefficient of $P$ of index $k$ is equal to $P(\alpha)$.

Remark 8. Under the same assumptions as in Lemma 5, the expansion (57) means that the $(q, h)$-Bernstein basis relative to $\left(a, g^{[n]}(a)\right)$ is the Lagrange basis associated with the sequence $\left(a, g(a), g^{[2]}(a), \ldots, g^{[n]}(a)\right)$; see [14, Section 4, Item 3]. As a special case we recover the degree $n q$-Greville points (52). Indeed,

$$
\begin{equation*}
\text { for } a=0 \text { and } h=\frac{1}{[n]_{q}}, \quad g^{[k]}(a)=\frac{[k]_{q}}{[n]_{q}}=\xi_{n, k}, \quad k=0, \ldots, n . \tag{58}
\end{equation*}
$$

With any sequence $\mathbf{p}:=\left(p_{0}, \ldots, p_{n}\right)$ of real numbers, let us associate the following family of polynomials with parameter $h$ by setting:

$$
\begin{equation*}
\mathscr{L}(. ; \mathbf{p} ; h)=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(0,1) ; q, h), \quad h \notin\left\{1 /[j]_{q} \mid j=1, \ldots, n-1\right\} . \tag{59}
\end{equation*}
$$

Applying degree elevation to this family, we can state:
Proposition 5. For each $\mathbf{p}:=\left(p_{0}, \ldots, p_{n}\right)$, and each $h \notin\left\{1 /[j]_{q} \mid j=1, \ldots, N-1\right\}$,

$$
\begin{equation*}
\mathscr{L}(. ; \mathbf{p} ; h)=\sum_{k=0}^{N} \mathscr{L}\left(\frac{[k]_{q}}{[N]_{q}} ; \mathbf{p} ; \frac{1}{[N]_{q}}\right) B_{k}^{N}(.,(0,1) ; q, h), \quad \text { for all } N \geq n \tag{60}
\end{equation*}
$$



Figure 6: Initial (black) $q$-control polygon elevated to degree $N=5$ (red polygon), with the green cubic $q$-Bézier curve and the blue cubic $\left(q, \frac{1}{N]_{q}}\right)$-Bézier curve it generates on $[0,1]$. Left: $q=1.5$. Right: $q=0.7$.

Proof. The proof is similar to that of Proposition 1. It is based on Lemma 5, on (58), and on the fact that the $(q, h)$-degree elevation formula (55) depends only on $q$.

Take any $N \geq n$, and any admissible up to some degree $N \geq n, a, b, h$ such that $b \neq$ $g^{[j]}(a), j=0,1, \ldots, N-1$. Then, with $\mathbf{p}=\left(p_{0}, \ldots, p_{n}\right)$, we associate the polynomial $P$ expanded as

$$
\begin{equation*}
P=\sum_{k=0}^{n} p_{k} B_{k}^{n}(\cdot,(a, b) ; q, h)=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(.,(a, b) ; q, h) \text { for } N . \tag{61}
\end{equation*}
$$

From the comments in the previous subsection, along with Propositions 1 and 5, we know that the $q$-Bézier coefficients $p_{k}^{N}$ satisfy

$$
\begin{equation*}
p_{k}^{N}=\mathscr{P}\left(q^{k-N} ; \mathbf{p} ; q^{-N}\right)=\mathscr{L}\left(\frac{[k]_{q}}{[N]_{q}} ; \mathbf{p} ; \frac{1}{[N]_{q}}\right), \quad k=0, \ldots, N . \tag{62}
\end{equation*}
$$

Apply (61) with $(a, b)=(0,1)$ and $h=0$. In that case, $P=\mathscr{P}(. ; \mathbf{p} ; 0)=\mathscr{L}(. ; \mathbf{p} ; 0)$. Let us focus on the right-hand side of (62). It says that after $(N-n)$ degree elevation steps, the vertices of the final $q$-control polygon are located on the $\left(q, \frac{1}{[N]_{q}}\right)$-Bézier curve generated on $[0,1]$ by the initial polygon. With $n=3$ and $N=5$, this feature is illustrated in Figure 6, with $q=1.5$ (left) and $q=0.7$ (right). Note that this phenomenon could as well be illustrated after replacing $q$ by $q^{-1}$ and the initial polygon by its reverse. Furthermore, the right-hand side of (62) also enables us to prove Theorem 10 below via arguments similar to those used for Theorem 1, with $q^{j-N}$ replaced by $\frac{[j]]_{q}}{[N]_{q}}$ and the uniform convergence on $[0,1]$ of the function $\mathscr{P}(. ; \mathbf{p} ; \omega)$ to $P$ when $\omega \rightarrow 0$ by the uniform convergence on $[0,1]$ of the function $\mathscr{L}(. ; \mathbf{p} ; h)$ to $P$ when $h \rightarrow 0$. Last but not least, when $q>1, \lim _{N \rightarrow+\infty} 1 /[N]_{q}=0$. Details are left to the reader.

Theorem 10. Suppose that $q>1$. Let $P \in \mathbb{P}_{n}$ be expanded in the $q$-Bernstein basis relative to $(0,1)$ for any degree $N \geq n$ as $P=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(\cdot,(0,1) ; q)$. Then,

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \max _{j=0,1, \ldots, N}\left|P\left(\frac{[j]_{q}}{[N]_{q}}\right)-p_{j}^{N}\right|=0 \tag{63}
\end{equation*}
$$

For each positive integer $m$, we introduce the set

$$
\mathscr{C}_{q}^{m}:=\bigcup_{N=m}^{\infty}\left\{\frac{[j]_{q}}{[N]_{q}}, j=0,1, \ldots, N\right\} .
$$

We say that a polynomial $P \in \mathbb{P}_{n}$ is " $q$-positive" $(q>1)$ if there exists an integer $m \geq n$ such that $P$ is positive on the compact closure $\overline{\mathscr{C}_{q}^{m}}$. If so, since the infimum of $P$ on $\overline{\mathscr{C}_{q}^{m}}$ is positive, Theorem 10 enables us to state:

Corollary 6. If $q>1$ and if $P \in \mathbb{P}_{n}$ is " $q$-positive", the $q$-Lorentz degree of $P$ is finite.
Defined in terms of the natural grid associated with the $q$-degree elevation algorithm, " $q$-positivity" seems to be the natural sufficient condition ensuring that the $q$ Lorentz degree is finite. Let us now compare this " $q$-positivity" with the previous notion of $q$-positivity introduced in Definition 3 for $q>1$. First observe that for each $j \geq 0$,

$$
\frac{[N-j]_{q}}{[N]_{q}}=q^{-j} \frac{1-q^{j-N}}{1-q^{-N}} \quad \text { for all } N \geq j
$$

It readily follows that $\mathscr{A}_{q} \subset \overline{\mathscr{C}_{q}^{m}}$ for each $m \geq 1$. Accordingly, $q$-positivity is a weaker sufficient condition than " $q$-positivity" for providing a finite $q$-Lorentz degree. The additional greater difficulty to handle the sets $\overline{\mathscr{C}_{q}^{m}}, m \geq 1$, by comparison with $\overline{\mathscr{A}}_{q}$ highly justifies the somewhat artificial use of the $q$-lattice $\overline{\mathscr{A}_{q}}$ for the convergence analysis of $q$-degree elevation. Besides, $q$-lattices are also more standard tools in different mathematical areas, such as the theory of $q$-orthogonal polynomials [18, 32].

Without entering into all the technical details, we now briefly describe the $(q, h)$ approach when $q<1$. Let us call the reader's attention to the following major difference with the previous case:

$$
\begin{equation*}
\text { if } q<1, \quad \text { then } \lim _{N \rightarrow+\infty} \frac{1}{[N]_{q}}=1-q \text {. } \tag{64}
\end{equation*}
$$

For this reason, we will have to consider the uniform convergence on $[0,1]$ of $\mathscr{L}(. ; \mathbf{p} ; h)$ when $h \rightarrow 1-q$ rather than $h \rightarrow 0$. This leads to the following result:
Theorem 11. Suppose that $q<1$. Let $P \in \mathbb{P}_{n}$ be expanded in the $q$-Bernstein basis relative to $(0,1)$ for any degree $N \geq n$ as $P=\sum_{k=0}^{N} p_{k}^{N} B_{k}^{N}(.,(0,1) ; q)$. Then,

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \max _{j=0,1, \ldots, N}\left|T_{q}(P)\left(\frac{[N-j]_{q^{-1}}}{[N]_{q^{-1}}}\right)-p_{j}^{N}\right|=0 \tag{65}
\end{equation*}
$$

Proof. The proof involves two simple relations between $q$ - and $q^{-1}$-binomial coefficients, valid for any positive $q$ and any positive integer $n$ :

$$
\left[\begin{array}{l}
n  \tag{66}\\
k
\end{array}\right]_{q}=q^{k(n-k)}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q^{-1}}, \quad 1-\frac{[k]_{q}}{[N]_{q}}=\frac{[N-k]_{q^{-1}}}{[N]_{q^{-1}}}, \quad k=0, \ldots, n .
$$

Recall from Subsection 3.3 that the polynomial $T_{q}(P)$ satisfies

$$
T_{q}(P)=\sum_{k=0}^{N} p_{N-k}^{N} B_{k}^{N}\left(.,(0,1) ; q^{-1}\right) \quad \text { for each } N \geq n
$$

For $0 \leq k \leq n$, we have

$$
\begin{equation*}
B_{k}^{n}(x,(0,1) ; q, 1-q)=B_{n-k}^{n}\left(1-x,(0,1) ; q^{-1}\right), \quad x \in \mathbb{R} \tag{67}
\end{equation*}
$$

We skip the technical details leading to (67), simply mentioning that the proof uses the first relation in (66). We now assume that $q<1$. It is easily derived from (67) and (64) that, when $N \rightarrow+\infty, \mathscr{L}\left(. ; \mathbf{p} ; \frac{1}{[N]_{q}}\right)$ converges to $T_{q}(P)(1-x)$, uniformly on $[0,1]$. This convergence enables to conclude that

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \max _{j=0,1, \ldots, N}\left|T_{q}(P)\left(1-\frac{[j]_{q}}{[N]_{q}}\right)-p_{j}^{N}\right|=0 \tag{68}
\end{equation*}
$$

which is the same as (65) due to the second formula in (66).

As a by-product, (67) provides us with the following identity, valid for any $\mathbf{p}$ :

$$
T_{q}(\mathscr{P}(. ; \mathbf{p} ; 0))(x)=\mathscr{L}(1-x ; \mathbf{p} ; 1-q), \quad x \in \mathbb{R}
$$

Let us conclude with an obvious consequence of Theorem 11 which could be followed by comments similar to those following Corollary 6.
Corollary 7. If $q<1$ and if $P \in \mathbb{P}_{n}$ is " $q$-positive" in the sense that $T_{q}(P)$ is " $q$ "positive", the $q$-Lorentz degree of $P$ is finite.

## 8. Concluding comments

With each polynomial $P$ we can associate infinitely many (possibly infinite) Lorentz degrees on the interval $[0,1]$, namely, in addition to its classical Lorentz degree $L_{[0,1]}(P)$, each quantum Lorentz degree $L_{q}(P), q>0, q \neq 1$. The convergence analysis of iterated $q$-degree elevation enabled us to provide a sufficient condition ( $q$-positivity) for $L_{q}(P)$ to be finite, which is a natural generalization of Bernstein's theorem. We provided new expressions for the $q$-Bézier coefficients of a polynomial $P$ in terms of divided differences, which was essential both to establish various properties of $q$-Lorentz degrees, and to derive a $q$-version of the univariate Pólya theorem for $q>1$. The notion of $q$ Lorentz degree can be extended to any admissible interval $[a, b]$, even within the larger mixed quantum-discrete framework. Still, the key point remains $q$-degree elevation on $[0,1]$ to which we have to return either to analyze the convergence on such an interval $[a, b]$ or to derive properties of the corresponding $q$ - or $(q, h)$-Lorentz degrees.

The final word about this work could be: the quantum realm never fails to be puzzling. For instance, whatever the positive number $q \neq 1$, the $q$-degree elevation algorithm looks like a perfect shape preserving geometric design algorithm which additionally is independent of the interval. Still, for a fixed $q$-control polygon, the resulting $q$-Bézier curve does depend on the interval. Moreover, the case $q>1$ is known to be of no interest for geometric design, for the initial $q$-control polygon hardly controls anything about the shape of the resulting curve which is not even located in its convex hull. This forces the curve to somehow perform contortions, for it has anyway to pass through all the vertices of the limit of the sequence of control polygons located inside the convex hull in question. This phenomenon can already be guessed for $q=2.4$ in Figure 1, and the phenomenon gets worse and worse as $q$ increases. Intuitively, we would expect the behaviour of the shape preserving case $q<1$ to be more consistent with the classical case $q=1$ relative to $q$-degree elevation, but it is not at all so. Indeed, as visible in Figure 2, when $q<1$ the limit vertices no longer lie in the proximity of the $q$-Bézier curve. The puzzling feature of the quantum world thus transpires: whenever we want to find the $q$-version of a classical property, it is impossible to easily predict if it will work for $q<1$, or $q>1$, or both, or none. To cite only one more example, finite $q$-Lorentz degrees convey some positivity preservation, and it is therefore surprising that the non-shape preserving case $q>1$ achieves better results than the optimal shape preserving case $q=1$, see (33).

Future work will concern quantum Lorentz degree dependent Markov inequalities in the spirit of [30].
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[^1]:    ${ }^{1}$ Lagrange bases with nodes at $\left\{a q^{j}, j=0,1, \ldots, n\right\}$ are special cases of $q$-Bernstein bases. There is also a relationship between $q$-Bernstein bases relative to $(0,1)$ and Newton bases (See Section 4).

