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Determining whether similar valence-induced biases exist 
in reinforcement learning and probabilistic reasoning may 
be crucial to help refine our understanding of adaptive 

and maladaptive decision-making through the lens of a unified 
computational approach. Standard reinforcement learning mod-
els conceive agents as impartial learners: they learn equally well 
from positive and negative outcomes alike1. However, empirical 
studies have recently come to challenge this view by demonstrating 
that human learners, rather than processing information impar-
tially, consistently display a valence-induced bias: when faced 
with uncertain choice options, they tend to disregard bad news 
by integrating worse-than-expected outcomes (negative predic-
tion errors) at a lower rate relative to better-than-expected ones 
(positive prediction errors)2–4. This positivity bias would echo the 
asymmetric processing of self-relevant information in probabilistic 
reasoning, whereby good news on average receives more weight 
than bad news5,6.

A bias for learning preferentially from better-than-expected 
outcomes would reflect a preference for positive events in gen-
eral. However, this prediction is at odds with recent findings. In a 
two-armed bandit task featuring complete feedback information, 
we previously found that participants would learn preferentially 
from better-than-expected obtained outcomes while preferentially 
learning from worse-than-expected forgone outcomes (that is, from 
the outcome associated with the option they had not chosen7). This 
learning asymmetry suggests that what has been previously char-
acterized as a positivity bias may, in fact, be the upshot of a more 
general, and perhaps ubiquitous, choice-confirmation bias, whereby 
human agents preferentially integrate information that confirms 
their previous decision8.

Building on these previous findings, we reasoned that if human 
reinforcement learning is indeed biased in a choice-confirmatory 
manner, learning from action–outcome couplings that were not 
voluntarily chosen by the subject (forced choice) should present 
no bias. To test this hypothesis, we conducted three experiments 
involving instrumental learning and computational model-based 
analyses. Participants were administrated new variants of a prob-
abilistic learning task in which they could freely choose between 
two options, or were ‘forced’ to implement the choice made by a 
computer. In the first experiment, participants were only shown 
the obtained outcome corresponding to their choice (factual learn-
ing). In the second experiment, participants were shown both the 
obtained and the forgone outcome (counterfactual learning). Finally, 
to address a concern raised during the review process, a third exper-
iment was included in which both free- and forced-choice trials 
featured a condition with a random reward schedule (50/50). The 
rationale for implementing this reward schedule was to test whether 
or not the confirmation bias was due to potential sampling differ-
ences between types of trials. Indeed, in the free-choice condition, 
the most rewarding symbol should be increasingly selected as the 
subject learns the structure of the task. Having a random reward 
schedule eliminates the possibility of such unbalanced sampling 
between free- and forced-choice conditions.

We had two key predictions. With regard to factual learning, 
participants should learn better from positive prediction error, but 
they should only do so when free to choose (free-choice trials), 
while showing no effect when forced to match a computer’s choice 
(forced-choice trials). With regard to counterfactual learning from 
forgone outcomes, we expected the opposite pattern: in free-choice 
trials, negative prediction errors should be more likely to be taken 
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into account than positive prediction errors, while we expected 
no bias in forced-choice trials. Put another way, we expected to 
observe a confirmation bias only when outcomes derived from 
self-determined choices. Finally, we predicted that including a ran-
dom reward schedule in both forced- and free-choice conditions 
would not reduce, nor would it negate, the confirmation bias in 
self-determined trials.

To verify our predictions, we fitted subjects’ behavioural data 
with several variants of reinforcement learning model, includ-
ing different learning rates as a function of whether the outcome 
was positive or negative, obtained or forgone, and followed a free 
or forced choice. Learning rate analyses were coupled with model 
comparison analyses aimed at evaluating evidence for the current 
hypothesis (that is, no confirmation bias in observational learning) 
and ruling out alternative interpretations of the results (that is, a 
perseveration bias9).

Another central question regarding the nature of the 
valence-induced bias concerns its relationship with action require-
ments. An influential theory and related previous findings suggest 
that positive outcomes favour the learning of choices involving 
action execution, while negative outcomes favour the learning of 
choices involving action withdrawal10,11. Extending this framework 
to feedback processing, one should expect the positivity bias to dis-
appear, or even reverse, following trials in which a decision is made 
by refraining from action. However, if the positivity bias emerges as 
a consequence of choice confirmation, only making a choice (ver-
sus following an instruction) should matter, irrespective of whether 
this choice is executed through making an action or not. Using a 
modified version of our design, we tested this prediction in a fourth 
experiment that varied the requirements of motor execution by 
including both go and no-go trials. Learning rates were analysed 
as a function of both outcome valence (negative versus positive) 
and the requirement for motor execution in order to implement the 
selected action (key press versus no key press).

Results
Participants performed instrumental learning tasks involving free- 
and forced-choice trials and go or no-go trials (see Methods and 
Supplementary Table 1). The task consisted of cumulating as many 
points as possible by selecting whichever of two symbols was asso-
ciated with the highest probability of reward. Symbols were always 
presented in pairs, which comprised one more rewarding and one 
less rewarding option. In all experiments, each block was associated 
with a specific pair of symbols, meaning that the participant had 
to learn from scratch the reward contingencies at the beginning of 
each block.

In the first three experiments, free-choice trials were interleaved 
with forced-choice trials. In experiment 4, the computer randomly 
preselected a symbol, forcing the participant to match the comput-
er’s choice (Fig. 1a). Experiment 1 featured partial feedback infor-
mation, since only the obtained outcome (that is, the outcome of 
the chosen symbol) was shown (experiment 1 in Fig. 1a; top panel). 
Experiment 2 featured complete feedback information, since both 
the obtained and forgone outcomes (that is, the outcome of the 
unchosen symbols) were shown (experiment 2 in Fig. 1a; bottom 
panel). As for experiment 1, experiment 3 only featured partial 
feedback. In contrast with the other experiments, both free- and 
forced-choice trials of experiment 3 implemented a condition with 
a random reward schedule (50/50) (experiment 3 in Fig. 1a; top 
panel). In experiment 4, action requirements were varied within tri-
als where the choice could either be made by performing an action 
(key press; go trials) or by refraining from acting (no key press; 
no-go trials) (experiment 4 in Fig. 1b). Note that the nature of the 
trial (go or no go) was not manipulated by design but depended 
on the participant’s choice (pressing a key or refraining from  
pressing a key).

Learning performance. To verify that participants understood 
the task correctly, we analysed correct choice rate (that is, the rate 
of choosing the most rewarding symbol) in free-choice trials and 
found it to be significantly higher than the chance level in all four 
experiments (one-sample, two-tailed t-tests against 50%: experi-
ment 1: t(23) = 13.06; P < 0.001; d = 2.67; 95% confidence inter-
val (CI) = 1.8–3.5; experiment 2: t(23) = 24.17; P < 0.001; d = 4.85; 
95% CI = 3.3–6.2; experiment 3 (for the 70/30 condition only): 
t(29) = 10.77; P < 0.001; d = 2; 95% CI = 1.3–2.6; experiment 4 
(for the 70/30 condition only): t(19) = 9.38; P  < 0.001; d = 2.09; 
95% CI = 1.29–2.87). To assess learning dynamics, we also veri-
fied that learning performance was higher in the second half of the 
learning block relative to the first (see Fig. 2a and Supplementary  
Fig. 2 for full learning trajectories). Note that in conditions mixing 
free- and forced-choice trials, a modest boost in performance can 
be observed in free-choice trials (free + forced conditions; Fig. 2a). 
This boost in performance indicates that participants also learned 
from forced-choice trials. This was expected, as in forced-choice 
trials options featured the same outcome contingencies as in 
free-choice trials.
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Fig. 1 | Schematic of the trial procedure and stimuli. a, Schematic of the 
four trial types implemented in experiments 1 and 3 (top) and experiment 
2 (bottom). In free-choice trials (actor), participants could freely choose 
between two options, while in forced-choice trials (observer) participants 
had to match a preselected option, which was indicated by a red square. 
In partial trials, participants were only shown the outcome (+1 or −1) 
associated with the chosen option, while in complete trials participants 
were shown the outcomes associated with both chosen and unchosen 
options. Experiment 1 included a condition with only free-choice trials and 
a condition with intermixed free- and forced-choice trials. Only partial trials 
were used. In experiment 2, free- and forced-choice trials were intermixed 
within two conditions: one with partial trials and one with complete trials, 
where the outcomes of both chosen and unchosen options were shown. 
Experiment 3 featured a condition with a random reward schedule (50/50) 
in both free- and forced-choice trials. b, Schematic of the two conditions 
implemented in experiment 4. Action requirements were varied within 
trials, where the choice of an option could either be made by pressing a 
key (go trials) or by refraining from pressing any key (no-go trials). This 
experiment only featured free-choice trials and partial feedback.
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Switching choice after a negative outcome, and repeating a choice 
after receiving a positive outcome, is a hallmark of feedback-based 
adaptive behaviour. To verify that participants took into account 
both free- and forced-choice outcomes, we analysed the switch rate 
as a function of switches depending on: (1) whether the previous 
obtained outcome was positive or negative; but also (2) whether the 
previous trial was a free- or forced-choice trial (experiments 1–3) 
or a go or no-go trial (experiment 4); as well as on (3) whether the 
forgone outcome was positive or negative (experiment 2 only); and 
on (4) the reward schedule being implemented (50/50 versus 70/30; 
experiment 3 only). Data distribution was assumed to be normal 
but this was not formally tested.

The repeated-measures analyses of variance (ANOVAs) revealed 
a main effect of the obtained outcome on switch choices in all exper-
iments (experiment 1: F(1,23) = 131.47; P < 0.001; η2 = 0.85; 90% 
CI = 0.72–0.89; experiment 2: F(1,23) = 252.34; P < 0.001; η2 = 0.91; 
90% CI = 0.84–0.94; experiment 3: F(1,29) = 161.04; P < 0.001; 
η2 = 0.84; 90% CI = 0.74–0.89; experiment 4: F(1,19) = 42.74; 
P < 0.001; η2 = 0.69; 90% CI = 0.44–0.79). Thus, as expected, par-
ticipants switched options more often after receiving a negative, 
relative to a positive, outcome. This effect was observed after both a 
free- and a forced-choice trial alike, and in both go and no-go trials. 
As expected, we also found a main effect of the forgone outcome in 
experiment 2 (F(1,23) = 364.35; P < 0.001; η2 = 0.94; 90% CI = 0.88–
0.95), with participants switching choices significantly more when 
the outcome associated with the unchosen option was positive, rela-
tive to negative (see Fig. 2b). The interaction effects between the 
forgone outcome and the type of choice (F(1,23) = 22.52; P < 0.001; 

η2 = 0.49; 90% CI = 0.22–0.64) or between the forgone outcome 
and the type of outcome obtained (F(1,23) = 33.27; P < 0.001; 
η2 = 0.59; 90% CI = 0.33–0.71) were all statistically significant, as 
was the three-way interaction effect (F(1,23) = 27.15; P < 0.001; 
η2 = 0.54; 90% CI = 0.27–0.67). In experiment 3, neither the main 
effect of the reward schedule (50/50 versus 70/30; F(1,29) = 0.49; 
P = 0.48; η2 = 0.01; 90% CI = 0–0.15) nor the schedule-by-choice 
(F(1,29) = 2.56; P = 0.12; η2 = 0.08; 90% CI = 0–0.25) or the 
schedule-by-outcome interaction (F(1,29) = 3.71; P = 0.06; η2 = 0.11; 
90% CI = 0.71–0.89) effects were statistically significant. A sig-
nificant three-way interaction effect was found (F(1,29) = 20.81; 
P < 0.001; η2 = 0.41; 90% CI = 0.18–0.57).

In the first three experiments, the main effect of the type of choice 
was significant (experiment 1: F(1,23) = 85,67; P < 0.001; η2 = 0.78; 
90% CI = 0.62–0.85; experiment 2: F(1,23) = 439.65; P < 0.001; 
η2 = 0.95; 90% CI = 0.90–0.96; experiment 3: F(1,29) = 28.41; 
P < 0.001; η2 = 0.49; 90% CI = 0.25–0.63), with participants switch-
ing more often after a forced-choice trial than after a free-choice 
trial. This effect can be accounted for by the fact that the chosen 
symbol was pseudo-randomly selected in forced-choice trials, while 
subjects preferentially chose the correct option in free-choice tri-
als (thus forced-choice trials were more likely to involve incor-
rect choices). In experiments 1 and 2, the outcome-by-choice 
interaction effect was statistically significant (experiment 1: 
F(1,23) = 8,81; P = 0.006; η2 = 0.27; 90% CI = 0.04–0.47; experi-
ment 2: F(1,23) = 33.51; P < 0.001; η2 = 0.59; 90% CI = 0.34–0.71). In 
experiment 4, neither the main effect of the execution mode (key 
press versus no key press: F(1,19) = 0.42; P = 0.52; η2 = 0.02; 90% 
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CI = 0–0.19) nor the valence-by-execution interaction effect was 
significant (F(1,19) = 0.66; P = 0.42; η2 = 0.03; 90% CI = 0–0.22).

Model parameter analyses. To test the influence of outcome 
valence and choice type on learning, we fitted the data with a modi-
fied Rescorla–Wagner model assuming different learning rates 
for positive and negative outcomes (α+ and α−, respectively) and 
for free- and forced-choice trials (experiments 1–3), or for go and 
no-go trials (experiment 4). In experiment 2, different learning rates 
were also assumed for obtained and forgone outcomes (Fig. 3, top 
right), whereas in experiment 3 different learning rates were fit-
ted for the 50/50 and 70/30 reward schedules (Fig. 3, bottom left). 
We refer to these models as full models, because they present the 
highest number of parameters in the considered model space. In 
experiment 1, the resulting learning rates were subjected to a 2 × 2 
repeated-measures ANOVA with outcome valence (positive versus 
negative) and choice type (free versus forced) as within-subject fac-
tors. In experiment 2, learning rates were subjected to a 2 × 2 × 2 
repeated-measures ANOVA with outcome valence (positive ver-
sus negative), choice type (free versus forced) and outcome type 
(obtained versus forgone) as within-subject factors. In experiment 
3, learning rates were subjected to a 2 × 2 × 2 repeated-measures 
ANOVA with outcome valence (positive versus negative), choice 
type (free versus forced) and reward schedule (50/50 versus 70/30) 
as within-subject factors. Finally, in experiment 4, learning rates 
were subjected to a 2 × 2 repeated-measures ANOVA with out-
come valence (positive versus negative) and execution mode (key 
press versus no key press) as within-subject factors (Fig. 3 and 
Supplementary Table 2).

In experiment 1, no main effect was significant (choice type: 
F(1,23) = 1.59; P = 0.21; η2 = 0.06; 90% CI = 0–0.25; outcome 
valence: F(1,23) = 0.25; P = 0.61; η2 = 0.01; 90% CI = 0–0.15). In 
this experiment, the valence-by-choice interaction was significant 
(F(1,23) = 9.11; P = 0.006; η2 = 0.28; 90% CI = 0.05–0.47).

In experiment 2, the main effects of choice (F(1,23) = 10.59; 
P = 0.003; η2 = 0.31; 90% CI = 0.07–0.50) and outcome type 
(F(1,23) = 4.37; P = 0.047; η2 = 0.15; 90% CI = 0–0.36) were sig-
nificant, whereas the main effect of valence was not (F(1,23) = 3.6; 
P = 0.07; η2 = 0.13; 90% CI = 0–0.34). We found a significant 
valence-by-outcome type (F(1,23) = 58.45; P < 0.001; η2 = 0.71; 90% 
CI = 0.51–0.80) and a significant valence-by-choice-by-outcome 
type (F(1,23) = 36.58; P < 0.001; η2 = 0.61; 90% CI = 0.36–0.72) 
interaction in this experiment. Neither the valence-by-choice 
(F(1,23) = 0.05; P = 0.81; η2 = 0.002; 90% CI = 0–0.09) nor the 
choice-by-outcome type (F(1,23) = 0.45; P = 0.50; η2 = 0.02; 90% 
CI = 0–0.17) interaction effects were statistically significant.

In experiment 3, the main effects of valence, choice and reward 
schedule were significant (valence: F(1,29) = 6.06; P = 0.019; 
η2 = 0.17; 90% CI = 0.1–0.36; choice: F(1,29) = 7.25; P = 0.011; 
η2 = 0.20; 90% CI = 0.02–0.38; reward schedule = F(1,29) = 9.87; 
P = 0.003; η2 = 0.25; 90% CI = 0.05–0.43). In this experiment, 
the valence-by-choice (F(1,29) = 7.73; P = 0.009; η2 = 0.21; 90% 
CI = 0.03–0.39) and schedule-by-choice interactions (F(1,29) = 6.18; 
P = 0.018; η2 = 0.17; 90% CI = 0.16–0.36) were also significant. 
Neither the schedule-by-valence (F(1,29) = 0.47; P = 0.49; η2 = 0.01; 
90% CI = 0–0.14) nor the schedule-by-valence-by-choice inter-
actions (F(1,29) = 0.44; P = 0.51; η2 = 0.01; 90% CI = 0–0.14)  
were significant.
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Fig. 3 | Parameter results of the full model from all four experiments. Top left: fitted factual learning rates from free- and forced-choice trials of 
experiment 1 (n = 24). Top middle and top right: fitted factual and counterfactual learning rates from free- and forced-choice trials of experiment 2 
(n = 24). Bottom left and bottom middle: fitted factual learning rates from free- and forced-choice trials, and from 50/50 and 70/30 reward-schedule 
conditions of experiment 3 (n = 30). Bottom right: fitted learning rates from go and no-go trials of experiment 4 (n = 20). Note that only obtained 
outcomes are shown for experiments 1, 3 and 4, whereas both obtained and forgone outcomes are displayed for experiment 2, which allowed for fitting 
counterfactual learning rates. Positive (α+) and negative (α−) learning rates are represented in blue and red, respectively. For each learning rate, individual 
data points are displayed within an area representing their probability density function. Means ± s.e.m. are shown within a box whose height corresponds 
to the 95% CI.
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In experiment 4, only the main effect of outcome valence was 
statistically significant (F(1,19) = 25.54; P < 0.001; η2 = 0.57; 90% 
CI = 0.28–0.70), whereas the main effect of the execution mode was 
not (F(1,19) = 0.04; P = 0.83; η2 = 0.002; 90% CI = 0–0.01]). We found 
no evidence for a statistically significant valence-by-execution inter-
action effect in this experiment (F(1,19) = 0.03; P = 0.85; η2 = 0.001; 
90% CI = 0–0.08).

We performed post-hoc t-tests to further investigate the signifi-
cant valence-by-choice interactions found in the first three experi-
ments. The difference between positive and negative learning rates 
was statistically significant in free-choice trials of experiments 1 and 
2 (obtained outcomes in experiment 1: t(23) = 2.5; P = 0.02; d = 0.5; 
95% CI = 0.09–1.08; obtained outcomes in experiment 2: t(23) = 4.1; 
P < 0.001; d = 0.84; 95% CI = 0.44–1.58; forgone outcomes in 
experiment 2: t(23) = −6.2; P < 0.001; d = 1.4; 95% CI = 1.02–2.49), 
but the difference was not statistically significant in experiment 3 
(50/50 schedule: t(29) = 2.6; P = 0.14; d = 0.47; 95% CI = 0.10–0.94; 
70/30 schedule: t(29) = 2.59; P = 0.14; d = 0.49; 95% CI = 0.16–1.29). 
In forced-choice trials of all three experiments, we found no evi-
dence for a statistically significant difference between positive and 
negative learning rates (obtained in experiment 1: t(23) = −2.0; 
P = 0.055; obtained in experiment 2: t(23) = −1.3; P = 0.20; forgone 
in experiment 2: t(23) = −1.5; P = 0.14; 50/50 schedule in experi-
ment 3: t(29) = −0.14; P = 0.88; 70/30 schedule in experiment 3: 
t(29) = 0.01; P = 0.98; see Fig. 3).

To sum up, we replicated that participants learned preferen-
tially from positive compared with negative prediction errors, 
whereas the opposite was true for forgone outcomes7. We found 
that this learning asymmetry was significant only in free-choice 
trials, and was undetectable when participants were forced to 
match the computer’s decision. Implementing a random reward 
schedule (schedule-by-valence-by-choice interaction in experi-
ment 3) or varying action requirements across go and no-go trials 
(valence-by-execution interaction in experiment 4) had no statisti-
cally discernible effect on the learning asymmetry.

Parsimony-driven parameter reduction. Although we found no 
valence-induced bias in forced-choice learning rates on average, one 
cannot rule out that participants had opposite significant biases (for 
example, some would learn better from positive forced-choice out-
comes, while others would learn better from negative forced-choice 
outcomes). We therefore ran a parsimony-driven parameter 
reduction to assess whether fitting different learning rates in (1) 
forced-choice trials and (2) go and no-go trials better predicted 
participants’ data (see Fig. 4a). The full models (with four or eight 
learning rates, depending on the experiment; see below) were com-
pared with reduced versions including either a valence-induced 
bias only for free-choice outcomes or no bias at all. In experiment 1,  
the full model had four learning rates (two learning rates follow-
ing positive and negative prediction errors (αpositive and αnegative) 
and two learning rates in forced- and free-choice trials (αforced and 
αfree). Similarly, in experiment 4, the model included two learning 
rates following positive and negative prediction errors (αpositive and 
αnegative) and two learning rates in go and no-go trials (αgo and αno go)).  
In experiment 2, the full model had eight learning rates (αpositive, 
αnegative, αforced and αfree for both factual and counterfactual learning). 
Similarly, in experiment 3, there were eight learning rates (αpositive, 
αnegative, αforced and αfree for both 50/50 and 70/30 reward schedules).

We compared the models using a Bayesian model selection 
procedure12 based on the Bayesian information criterion (BIC). 
In all experiments, intermediate models (that is, models including 
valence-induced bias only for free-choice outcomes) were found to 
better account for the data: their average posterior probabilities (PPs) 
were higher than the PPs of the other models in the set (experiment 
1: 2α PP = 0.13 ± 0.004; 3α PP = 0.51 ± 0.009; 4α PP = 0.35 ± 0.008; 
experiment 2: 4α PP = 0.15 ± 0.004; 6α PP = 0.73 ± 0.007; 

8α PP = 0.10 ± 0.003; experiment 3: 6α PP = 0.03 ± 0.001; 
3α PP = 0.90 ± 0.002; 8α PP = 0.06 ± 0.001; experiment 4: 4α 
PP = 0.20 ± 0.006; 2α positive–negative PP = 0.73 ± 0.008; 2α go–
no-go PP = 0.06 ± 0.002; see Fig. 4b).

Consistent with a previous study7, we further found that experi-
ment 2 data were better explained by an even more parsimonious 
model assuming similar positive factual and negative counterfactual 
learning rates αþF ¼ α�C ¼ αconf

� �

I
, and similar negative factual and 

positive counterfactual learning rates α�F ¼ αþC ¼ αdisc
� �

I
. This final 

model thus had three different learning rates: αconf, αdisc and αforced 
(3α PP = 0.92 ± 0.002; 6α PP = 0.07 ± 0.002; see Fig. 5). We refer to 
these learning rates as αconf and αdisc because they embody learn-
ing from confirmatory (positive obtained and negative forgone) 
and disconfirmatory (negative obtained and positive forgone) out-
comes, respectively.

Ruling out the perseveration bias. In previous studies, a height-
ened choice hysteresis (that is, an increased tendency to repeat a 
choice above and beyond outcome-related evidence) has been 
identified as a behavioural hallmark of positivity and confirmatory 
learning biases2,7. However, the same behavioural phenomenon may 
arise in the presence of a learning-independent choice-repetition 
bias (often referred to as perseveration bias13), which is not to be 
confounded with motor inertia (which was avoided in our tasks by 
counterbalancing the spatial position of the cues). Even more con-
cerning, positivity and confirmation biases may spuriously arise 
when fitting multiple learning rates on data presenting a simple 
choice-repetition bias9. To rule out this possibility, we explicitly 
compared models including positivity (experiment 1: αþfree

I
, α�free

I
 

and αforced) and confirmation learning biases (experiment 2: αconf, 
αdisc and αforced) with a model including a perseveration parameter. 
The models with different learning rates (3α) were found to bet-
ter account for the data compared with the perseveration model, 
with a higher average PP (experiment 1: perseveration model 
PP = 0.39 ± 0.008; 3α PP = 0.60 ± 0.008; experiment 2: perseveration 
model PP = 0.10 ± 0.003; 3α PP = 0.89 ± 0.003; experiment 3: per-
severation model PP = 0.41 ± 0.007; 3α PP = 0.59 ± 0.007) (Fig. 6a).

To further quantify the extent to which the observed learning 
biases could be ascribed to the observed choice-repetition bias, we 
simulated the perseveration model (using its best-fitting param-
eters) and fitted the models with multiple learning rates on these 
synthetic data (Fig. 6b). While model parameter analyses confirmed 
that positivity and confirmation biases may spuriously arise from 
data featuring a perseveration bias, the biases retrieved from the 
simulations were nonetheless significantly smaller compared with 
those observed in the participants’ data (experiment 1, comparing 
the bias (that is, αþfree

I
 minus α�free

I
) between participants and the perse-

veration model: t(46) = 2.23; P = 0.03; d = 0.64; 95% CI = 0.05–1.22; 
experiment 2: t(46) = 5.97; P < 0.001; d = 1.77; 95% CI = 1.12–2.47; 
experiment 3: t(58) = 2.08; P = 0.04; d = 0.53; 95% CI = 0.02–1.05).

Parameter adaptation to task contingency. In the first two 
experiments, we manipulated reward contingencies to include 
a low-reward (reward probabilities set to 0.4 and 0.1) and a 
high-reward condition (reward probabilities set to 0.9 and 0.6). 
This manipulation was included to first assess whether learn-
ing rates were adaptively modulated as a function of the amount 
of reward available in the task environment (low versus high), and 
second to test whether this modulation extended to forced-choice 
outcomes. Previous optimality analyses suggested that a positivity 
bias would be advantageous in low-reward conditions, while the 
opposite would be true in high-reward conditions14. In other terms, 
it would be optimal to exhibit a higher learning rate for rare out-
comes (that is, rewards in low-reward conditions and punishments 
in high-reward conditions). In a new computational analysis, we 
fitted different learning rates for high- and low-reward conditions, 
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thus creating new models with six learning rates (3 (learning rate 
types) × 2 (low versus high)). We subjected the resulting parameter 
values to a 3 (learning rate types) × 2 (high- versus low-reward con-
ditions) repeated-measures ANOVA.

As expected, the learning rate type had a significant main effect 
(experiment 1: F(2,46) = 9.63; P < 0.001; η2 = 0.29; 90% CI = 0.10–
0.43; experiment 2: F(2,46) = 36.36; P < 0.001; η2 = 0.61; 90% 
CI = 0.44–0.69) (Fig. 7a). There was no evidence for a statistically 
significant main effect of the condition factor in both experiments 
(experiment 1: F(1,23) = 1.29; P = 0.26; η2 = 0.05; 90% CI = 0–0.23; 
experiment 2: F(1,23) = 0.35; P = 0.55; η2 = 0.01; 90% CI = 0–0.16). 
Regarding the condition-by-type interaction, the effect was equivo-
cal: it was significant in experiment 1, but not significant in experi-
ment 2 (experiment 1: F(2,46) = 11.14; P < 0.001; η2 = 0.32; 90% 
CI = 0.13–0.45; experiment 2: F(2,46) = 0.27; P = 0.76; η2 = 0.01; 90% 
CI = 0–0.06). Given the inconclusive nature of the above effects, 
we further tested learning rate adaptation in our data by turning 
to model comparison. The models with different learning rates for 
high- and low-reward conditions (H&L) were compared with models 
without learning rate modulation (pooled models). In both experi-
ments, we found that the model without contingency-dependent 
learning rates had the highest exceedance probability (experiment 
1: pooled PP = 0.78 ± 0.006; H&L PP = 0.21 ± 0.006; experiment 2: 
pooled PP = 0.95 ± 0.001; H&L PP = 0.04 ± 0.001) (see Fig. 7b).

Finally, using model simulations, we assessed how the observed 
pattern of learning rates compares to other patterns with respect 
to task performance (mean accuracy and variance) across low- and 
high-reward conditions. To do so, we simulated models with differ-
ent learning rate patterns on 1,000 datasets for each participant. We 
set learning rates to be either choice confirmatory (CO), valence 
neutral (NT) or choice disconfirmatory (CD), and the learning 

rate patterns could be different in free-choice and forced-choice 
trials (see Fig. 7c and Supplementary Table 3). Replicating and 
extending the findings of Cazé and van der Meer14, we found the 
choice-confirmatory models to outperform the other models in 
low-reward conditions, and the choice-disconfirmatory models to 
have better performances in the high-reward conditions (Fig. 7c).

When we looked at the general performance across both condi-
tions, we found that the model corresponding to the participants’ 
learning rate patterns (that is, the CO&NT model, whose learning 
rates were choice confirmatory in free choices and valence neutral in 
forced choices, was among the highest-performing models (Fig. 7c)).  
In experiment 1, the CO&NT model had a performance of 83.2%, 
while the CO&CD model had a slightly higher performance of 
84.2%. In experiment 2, the CO&NT model had a performance of 
86.6% while the CO&CD model had a slightly lower performance 
of 85.7%. Therefore, the learning rate patterns found in our partici-
pants can be said to be optimal, or close to optimal, in the set-up 
of our task and within the considered range of model parameters.

Interestingly, the performances of the CO&NT model were 
also quite similar across the high- and low-reward conditions. In 
experiment 1, the difference in performances between high- and 
low-reward conditions was 2% for the CO&NT model and 1.9% 
for the CO&CD model, while this difference was over 3% for the 
other models. In experiment 2, the difference in performances 
was the smallest for the CO&NT model (0.4%; versus 0.8% for the 
CO&CD model and 0.5% for the NT&CO model). Not only was 
the participants’ best-fitting pattern very advantageous in terms of 
accuracy, but it also exhibited highly stable performances across 
low- and high-reward conditions. Performances across both 
conditions were not statistically discernible (paired, two-tailed 
t-tests comparing performances between low- and high-reward 
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environments: experiment 1: t(23) = 0.25; P = 0.80; experiment 2: 
t(23) = −0.027; P = 0.98).

Discussion
While standard accounts of belief (or value) prescribe that an agent 
should learn equally well from positive and negative informa-
tion1,15, previous studies have consistently shown that people exhibit 
valence-induced biases2,6. These biases are traditionally exempli-
fied in the so-called good news/bad news effect, whereby people 
tend to overweight good news relative to bad news when updating 
self-relevant beliefs5. An important moderator of these self-related 
biases would be the extent to which an individual believes they are 
able to control (that is, choose) the dimension concerned. Thus, it has 
been shown that individuals tend to rate themselves as above average 
on positive controllable (but not uncontrollable) traits16. Likewise, 
people self-attribute positive outcomes when the perceived control-
lability of the environment is high17, and enact different behaviours18 
or process behavioural consequences differently19 when these con-
sequences are under their direct control, relative to uncontrollable 
self-relevant outcomes (for example, an asthma attack). In the present 
study, we sought to investigate further the link between outcome pro-
cessing and control (that is, voluntary choice) in four instrumental 
learning experiments comparing trials with and without voluntary 
choices (experiments 1 and 2), featuring factual and counterfactual 
learning (experiment 2), and presenting different reward contingen-
cies (experiment 3) and distinct action requirements (experiment 4).

In the first experiment, learning performance was compared 
between trials in which the subject could either freely choose 
which option to select, or was forced to match a computer’s choice. 
As predicted, we found that participants learned better and faster 
from positive (relative to negative) prediction errors (that is, from 
better-than-expected outcomes). Crucially, this learning asym-
metry (positive > negative prediction errors) was present when 
participants were free to choose between options, but absent (if 
not reversed; negative > positive) when participants were forced to 
match an external choice. In other terms, we observed a positivity 
bias (that is, a learning bias in favour of positively valued outcomes) 
only when learning was driven by self-determined choices.

In the second experiment, we combined free- and forced-choice 
trials with learning from factual (chosen action) or counterfac-
tual (unchosen action) outcomes. Replicating previous results7, we 
observed that prediction error valence biased factual and coun-
terfactual learning in opposite directions: when learning from 
obtained outcomes (chosen action), positive prediction errors were 
preferentially taken into account compared with negative predic-
tion errors. In contrast, when learning from forgone outcomes 
(unchosen action), participants integrated equally well positive and 
negative prediction errors. In other words, only positive outcomes 
that supported the participant’s current choice (positive outcomes 
associated with the chosen option; that is, factual outcomes) were 
preferentially taken into account, whereas positive outcomes that 
contradicted this choice (notably, positive outcomes associated with 
the unchosen option; that is, counterfactual outcomes) were dis-
counted. Experiment 3 further confirmed that this learning asym-
metry was not driven by potential differences in outcome sampling 
between free- and forced-choice trials, as the learning bias was also 
present in the 50/50 condition. Taken together, these findings sug-
gest that the well-documented positivity bias may be a special case 
of a more general choice-confirmation bias, whereby individuals 
tend to overweight positive information when it confirms their pre-
vious choice. In contrast, when no choice is involved, positive and 
negative information are weighted equally (Fig. 8).

Importantly, if learning asymmetry reflects a choice-confirmation 
bias, it should arise from the very first stage of the action process-
ing chain (that is, at the decision stage rather than at the action 
stage). Thus, a pure choice-supportive bias should be oblivious to 
how the choice is implemented (for example, either through per-
forming an action or refraining from acting). In contrast, a cogni-
tive dissonance account would state that making an action is, in 
and of itself, sufficient to induce a learning asymmetry. Indeed, in 
the absence of any previous intention or reason to act, the mere 
fact of producing an action would strongly commit the agent with 
regard to the outcome. This commitment would then be retro-
spectively justified by shaping the individual’s preferences in such 
a way that they align post hoc with subsequent action outcomes 
(post-action dissonance reduction20). Critically, most of the proto-
cols confound choice and action execution, and hence are not well 
suited to disentangling the influence of choice and action execution 
on valence-dependent learning asymmetries. In the fourth experi-
ment, we directly addressed this issue by varying action require-
ments across go and no-go trials. Learning rates were analysed as 
a function of both outcome valence (negative versus positive) and 
execution mode (go versus no go). We replicated learning asym-
metries found in free-choice trials of the first three experiments, 
with positive prediction errors being taken into account more than 
negative prediction errors. We found no credible evidence of a dif-
ference between trials where the response was made by performing 
an action (key press) or by refraining from acting (no key press). 
Both dimensionality reduction and model comparison procedures 
supported these results. Thus, the choice-confirmation bias is truly 
related to choices, rather than to the physical motor events that 
implement those choices.
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In the present study, the asymmetric valuation of gains and losses 
is accounted for by fitting different learning rates for positive and 
negative outcomes. Another way of modelling this asymmetric 
treatment of gains and losses would be to assume that the subjective 
value of a given loss is, in absolute terms, greater than a comparable 
gain (a phenomenon that is commonly referred to as loss aversion). 
To directly test this hypothesis, we defined new models endowed 
with such a subjective loss parameter, and we adapted the structure 
of these models to each of our four experiments. The results fully 
replicated those obtained with asymmetric learning rates for posi-
tive and negative outcomes (Supplementary Methods and Results 
and Supplementary Fig. 3). However, let us note that this subjective 
loss formalism has the limitation that it cannot be straightforwardly 
translated to tasks where the lowest possible outcome is not a loss 
but zero. This is problematic as learning bias has also been found in 
such tasks2.

Previous studies have suggested that learning rate asymmetries 
naturally implicate the development of choice hysteresis, where 
subjects tend to repeat previously rewarded options, despite cur-
rent negative outcomes2. However, the very same choice behaviour 
may, in principle, derive from choice inertia (that is, the tendency to 
repeat a previously enacted choice9,21). To settle this issue, we directly 
compared these two accounts and found that choice hysteresis was 
overall better explained by a choice-confirmation bias in terms of 
both model comparison and parameter retrieval. Thus, in our task, 
we suggest that choice perseveration is better explained as biases in 
learning and updating. However, this does not exclude the possibil-
ity that learning-independent choice perseveration plays a role in 
decision-making; for instance, when the same pairs of cues are pre-
sented at the same spatial position across a higher number of trials.

Interestingly, theoretical simulations have suggested that prefer-
entially learning from positive or negative prediction errors would 
be suboptimal in most circumstances, being only advantageous 
under specific and restrictive conditions (that is, in environments 
with extremely distributed resources). Thus, Cazé and van der Meer 
demonstrated that, in the long run, different learning rate asym-
metries can be advantageous for certain reward contingencies, 
which they referred to as low- and high-reward conditions (that is, 
the reward probabilities associated with the two available options 
are both low, or both high, respectively)14. Consistent with previ-
ous reports, we found no detectable sign of learning rate adaptation 
as a function of the amount of reward available7,22. The absence of 
reward-dependent learning rates, if confirmed, is actually at odds 
with the above-mentioned optimality analysis, positing that it is 
more advantageous to have a lower positive than negative learning 
rate in high-reward conditions.

At first sight, it may be surprising that a biased model best 
accounts for participants’ data in a task where the rewards are 
dependent on participants’ performance. As a matter of fact, con-
firmation bias has been implicated in various suboptimal decisions, 
from wrongful convictions in judicial process23 to academic under-
achievement24 and misinterpretation of scientific evidence25. While 
biased learning may be suboptimal locally or under specific condi-
tions (for example, being overly pessimistic about the consequences 
of other people’s decisions), it could be on average well suited to 
adapting to periodically changing environments. In real-world situ-
ations, both the amount of resources and the causes that bring about 
these resources (such as when one is free to choose versus forced 
to take actions under influence or coercion) may vary from time to 
time. Overweighting positive consequences resulting from voluntary 
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choices, while keeping impartiality when acting under influence, 
might be the most robust pattern to deal with the intrinsic volatility 
of disposable resources (low versus high) as well as the variety of their 
causal sources (internal versus external). Accordingly, we found that 
our best-fitting model (choice confirmatory in free choices; valence 
neutral in forced choices) was not only very advantageous in terms 
of accuracy, but also exhibited the most stable performances across 
low- and high-reward conditions, relative to other models with alter-
native patterns of learning rates (see Fig. 7c).

Previous discussions of confirmation bias often focused on 
person-level constructs, such as self-esteem, self-confidence and 
post-decisional dissonance. However, we additionally suggest that 
a choice-confirmation bias could be adaptive in the context of 
the natural environment in which the learning system evolved26. 
Previous accounts have highlighted the numerous benefits and 
facilitative effects of self-determined (versus forced) choices on 
learning performance27. Besides enhancing memory encoding 
and retention28 and boosting selectivity to choice-consistent evi-
dence29,30, making self-determined choices improves learning of 
perceptual categories31 and would allow for better generalization of 
previous knowledge to novel objects and situations32. Choice allows 
people to control the stream of evidence they experience, and hence 
to focus effort on information that aligns with their current needs or 
interests, resulting in better and better-targeted learning33. Choice is 
a powerful instrument with which to manipulate the environment 
so as to satisfy an individual’s needs34. A choice-confirmation bias 
would lead to preferentially reinforced actions that are most likely 
to meet these needs (that is, freely chosen actions). In contrast, out-
comes obtained from forced actions should be treated impartially as 
they do not necessarily align with the individual’s needs, interests 
or values, and hence should not be assigned any special value in 
self-determined decisions35.

Our results bear intriguing resemblance to recent findings on 
self-attribution in causal inference. In a reinforcement learning 
task manipulating the probability of hidden-agent interventions, 
Dorfman and colleagues36 showed that when a participant believes 
that a benevolent agent has intervened, they learn more from nega-
tive than positive outcomes (that is, they infer that the negative out-
come is a consequence of their own choice rather than due to the 
benevolent agent). Conversely, when they believe that an adversarial 
agent has intervened, the participant is more likely to learn from pos-
itive than negative outcomes. These findings highlight the relation-
ship between valence-induced learning biases and control beliefs, 
and support the notion that people interpret feedback/changes in 
the environment differently according to perceived controllability. 
Controllability is a possible auxiliary hypothesis for interpreting 
changes in the environment37. Thus, if controllability is high, negative 
outcomes are presumably not a consequence of one’s enacted choice, 
and so are underweighted (optimistic belief). Likewise, in our task, 
we found that people overweighted positive outcomes when selec-
tion of an option was under their direct control (free choice), yet 
were more impartial when they simply implemented an instructed 
choice. Note that both Dorfman’s findings and ours are consistent 
with the notion that optimistic bias does not exclusively reflect pref-
erence for positive events in general, and hence is not only a conse-
quence of increased salience of positive outcomes. Rather, it would 
reflect biased (control) beliefs about one’s own causal power and the 
controllability of the environment38. Different beliefs about control-
lability might account for commonly observed differences between 
internal and external attribution profiles39, as well as between opti-
mistic and pessimistic explanatory styles40.

Conclusions
In four studies mixing free- and forced-choice trials, featuring both 
factual and counterfactual learning and implementing distinct 
reward contingencies and action requirements, we showed that 
participants’ behaviour was best accounted for by a learning model 
featuring a choice-confirmation bias (that is, a model amplifying 
positive prediction errors in free-choice trials while being valence 
neutral on forced-choice trials). We suggest that such a bias could 
be adaptive in the context of the natural environment in which the 
learning system evolved. Voluntary choices allow individuals to 
focus effort on information that aligns with their current needs. 
A choice-confirmation bias would thus lead to preferentially rein-
forced freely chosen actions, which are most likely to meet these 
needs. In contrast, outcomes obtained from unchosen (forced) 
actions should be treated impartially as they do not necessarily 
align with the individual’s needs, interests or values, and hence 
should not be assigned any special value in self-determined deci-
sions. Interestingly, choice can be seen as an opportunity to exert 
control over the environment. Our results support the notion that 
people interpret action feedback differently depending on how con-
trollable their environment is, in line with previous findings about 
self-serving bias in causal inference.

Methods
Participants. The study included four experiments. Experiments 1, 2 and 4 
involved 24 participants each (experiment 1: 13 males (mean age = 25.1 ± 0.8 years); 
experiment 2: nine males (mean age = 23.9 ± 0.5 years); experiment 4: ten males 
(mean age = 24.8 ± 0.7 years); Supplementary Table 1). Experiment 3 involved 30 
participants (15 males; mean age = 24.2 ± 0.9). The sample size was chosen based 
on previous studies7,41. In experiment 4, four participants were excluded from 
further analysis because they pressed a computer key during the no-go trials more 
than 35% of the time. The local ethics committee approved the study (CPP C07-28).  
All participants gave written informed consent before inclusion in the study, which 
was carried out in accordance with the declaration of Helsinki (1964; revised 
2013). The inclusion criteria were being older than 18 years, reporting no history 
of neurological or psychiatric disorders and having normal or corrected-to-normal 
vision. Participants were paid €10, €15 or €20, depending on the number of points 
they had accumulated during the experiment.
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General procedure. Participants performed a probabilistic instrumental learning 
task modified from previous studies2,7. The task required choosing between two 
symbols that were associated with stationary outcome probabilities. The possible 
outcomes were either winning or losing a point. Participants were encouraged 
to accumulate as many points as possible and were informed that one symbol 
would result in winning more often than the other. They were given no explicit 
information about the exact reward probabilities, which they had to learn through 
trial and error.

Participants were also informed that some trials (indicated by the word 
observer displayed in the centre of the screen) were purely observational: the 
observed outcome would not be added to the total of points obtained so far, but 
it would allow them to gain knowledge about what would have happened should 
they have chosen the selected symbol (Fig. 1a). Crucially, in forced-choice trials, 
the two symbols were pseudo-randomly preselected, thus ensuring equal sampling 
from both low- and high-reward options. In experiment 2, participants were also 
informed that in some blocks they would see the outcome associated with the 
unchosen symbol, although they would only accumulate the points associated 
with the chosen symbol (Fig. 1a). As mentioned in the introduction, experiment 
3 was included to address a concern raised during the review process. This third 
experiment only featured factual learning and both free- and forced-choice trials 
included a condition with a random reward schedule (50/50). In experiment 4, 
finally, the observer manipulation was not included, but subjects were instructed 
to express their decision by either making a key press (go trials) or refraining from 
making a key press (no-go trials) (Fig. 1b).

Data collection and analysis were not performed blind to the conditions  
of the experiments.

Conditions. Experiments 1–3 included four types of trials. In free-choice 
trials, participants could freely select between two possible symbols, while in 
forced-choice trials participants had to match a preselected option. In partial 
trials, participants were only shown the outcome (+1 or −1) associated with the 
chosen option, while in complete trials participants were shown the outcome of 
both the chosen and unchosen symbols (Fig. 1). Experiments 1 and 3 included 
two conditions: a condition with only partial free-choice trials (40 trials per block) 
and a condition with intermixed partial free- and forced-choice trials (40 + 40 = 80 
trials per block). In this intermixed condition, the free- and forced-choice trials 
were pseudo-randomly presented within the block, and the same pair of symbols 
was used in both types of trial.

In addition to the condition with intermixed partial free- and forced-choice 
trials, experiment 2 also consisted of a condition with intermixed complete free- 
and forced-choice trials. For the sake of duration, the number of trials was halved 
in experiment 2 (20 free-choice trials + 20 forced-choice trials = 40 trials per block) 
(Supplementary Table 1).

Experiment 4 consisted of two free-choice conditions: a go and a no-go 
condition in which half of the participants had to press a computer key to select the 
top symbol, and to refrain from pressing any key to select the bottom symbol (the 
converse was true for the other half: press = bottom; refrain = top).

In experiment 1, participants underwent 12 blocks of either 40 (free) or 80 
(intermixed free + forced) trials each. Six blocks were high-reward blocks and six 
blocks were low-reward blocks. In high-reward blocks, one of the two symbols 
was associated with a 0.9 probability of winning (+1 point)—and hence with a 
0.1 probability of loss (−1 point). The other symbol was associated with a 0.6 
probability of winning. In low-reward blocks, one symbol was associated with 
a 0.4 probability of winning and the other was associated with a 0.1 probability 
of winning. In experiment 2, each condition consisted of eight blocks of 40 
(intermixed free + forced) trials each. Half of them were high-reward blocks. The 
low- and high-reward blocks were associated with the same reward contingencies 
as in experiment 1. In experiment 3, participants underwent 12 blocks of either 
20 (free) or 40 (intermixed free + forced) trials each. Six blocks were random 
blocks and six blocks were instrumental blocks. In random blocks (50/50), each 
symbol was associated with a 0.5 probability of winning and losing (that is, there 
was no correct response in these blocks). Since the issue concerning the adaptive 
modulation of learning rates was addressed in experiments 1 and 2, we switched 
back to the contingencies used in a previous study7 to define the instrumental 
blocks. Thus, in half of the instrumental blocks, one symbol was associated with a 
0.7 probability of winning (+1 point)—and hence with a 0.3 probability of loss  
(−1 point)—and the other symbol was associated with a 0.3 probability of winning. 
In experiment 4, participants underwent six blocks of 100 (intermixed go + no-go) 
trials each. Reward contingencies were the same as those used in experiment 3.

In all experiments, each block was associated with a specific pair of symbols, 
meaning that the participant had to learn from scratch the reward contingencies 
at the beginning of each block. The first block was preceded by a short training 
session (60 trials for experiment 1; 40 trials for experiments 2 and 3; 40 trials for 
experiment 3). To ensure participants would not be biased towards expecting more 
frequent positive or negative outcomes in the subsequent experiment, the reward 
probabilities were set to 0.5 for all symbols during the training block.

Trial structure. In the first three experiments, trials began with a fixation cross, 
except when free- and forced-choice trials were intermixed, in which case the 

words actor or observer appeared for 1,000 ms before each trial, depending on 
the type of choice involved (free- or forced-choice, respectively) (see Fig. 1a). 
A pair of symbols was then presented in the left and right part of the screen 
(pseudo-randomly assigned on each trial). Participants made their choice by 
pressing the right or left arrow key with their right hand.

In forced-choice trials, the preselected cue was surrounded by a square. 
Participants had to press the corresponding arrow in order to move to the 
subsequent trial (nothing happened if they tried to press the other arrow). The 
cues were preselected to ensure equal sampling: one symbol was preselected in 
half of the trials and the other symbol was preselected in the remaining trials. The 
obtained outcome was then presented in the same part of the screen as the chosen 
symbol. In complete trials, the foregone outcome was shown in the same part as 
the unchosen symbol. In intermixed free- and forced-choice trials, to ensure that 
participants paid attention to the outcomes presented, they were asked to press the 
up arrow key when winning a point and the down arrow key when losing a point.

In experiment 4, trials began with a fixation cross for 1,000 ms (Fig. 1b). 
A pair of symbols was then presented at the top or bottom of the screen 
(pseudo-randomly assigned on each trial). Participants had 1,500 ms to press the 
instructed key: the up arrow key for half of the participants and the bottom arrow 
key for the other half (go trials). If no key was pressed after that delay, the other 
symbol was automatically selected (no-go trials). In both go and no-go trials, a 
feedback associated with the selected symbol was then displayed for 1,500 ms.

Computational modelling. We fitted the data with modified versions of a 
Q-learning model, including different learning rates following positive and 
negative prediction errors, and different learning rates in free- and forced-choice 
trials, for 50/50 and 70/30 reward schedules, or in go and no-go trials (see below). 
For each pair of symbols, the model estimated the expected value (also called 
the Q value) of the two options. The Q values were set to 0 at the beginning of 
each block, corresponding to the a priori expectation of an equal probability of 
winning or losing one point. After each trial, t, the value of the chosen option in 
a given state (s), was updated based on the prediction error, which measured the 
discrepancy between the actual outcome value and the expected outcome for the 
chosen symbol (that is, the chosen (c) Q value) as follows:

δtðcÞ ¼ Rt cð Þ � Qtðc; sÞ

where Rt(c) represents the obtained (factual) outcome on trial t.
The prediction error was then used to update the chosen Q value:

Qtþ1 c; sð Þ ¼ Qt c; sð Þ þ α ´ δt cð Þ

where α represents the learning rate parameter.
In the complete condition experienced in experiment 2, participants could 

learn from both the obtained and the forgone outcomes. Thus, in these trials, the 
unchosen Q value was also updated with the forgone (or unchosen, u) outcome 
using the same rule:

δtðuÞ ¼ Rt uð Þ � Qtðu; sÞ
Qtþ1 u; sð Þ ¼ Qt u; sð Þ þ α ´ δt uð Þ

As mentioned above, different learning rates (α+ and α−) were fitted to reflect 
different updating processes after a positive or negative outcome2,7. R could take 
the values R ∈ {−1, +1}, depending on whether or not the subject won a point. 
The Q values were initialized as Qt = 1 = 0, which corresponds to unbiased prior 
expectations, and to the average outcome experienced during the training phase. 
Because we were interested in the specific effect of choice type on learning, 
different pairs of asymmetrical learning rates in free- and forced-choice trials 
(experiments 1–3), and for factual and counterfactual outcomes (experiment 2 
only), were also fitted. The full model thus had four learning rates in experiment 
1 and eight learning rates in experiment 2. In experiment 3, different pairs of 
learning rates were also fitted in random (50/50 reward schedule) and instrumental 
(70/30 reward schedule) blocks, in addition to positive and negative outcomes and 
free- and forced-choice trials. The full model therefore included eight learning 
rates. In experiment 4, different pairs of learning rates were fitted for go and no-go 
trials, and the full model included four learning rates (as in experiment 1).

In the reinforcement learning framework, the stimulus with the highest Q value 
was more likely to be selected. The probability of selecting the stimulus with the 
highest value was estimated with a softmax function, as follows:

Ptða; sÞ ¼
eβ ´Qt ða;sÞ

eβ ´Qt ða;sÞ þ eβ ´Qt ðb;sÞ

where β is the exploitation intensity parameter, which represents the strength of 
the Q values on choice selection, and a and b are the two options available in a 
given state, s. We fitted a unique parameter β for all trials and outcome types, to 
avoid biasing the learning rate comparison procedure. We also designed simpler 
versions of the full models in order to assess, for each experiment, what was the 
maximum number of parameters authorized, when penalizing for their complexity 
(parsimony-driven dimensionality reduction). The model space ranged from full 
models assuming different learning rates for all possible outcomes (obtained and 
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forgone), choice (free and forced), reward contingencies (50/50 and 70/30) and 
action types (go and no go), to a fully reduced model assuming no bias at all.

Perseveration model. Following Katahira’s critique9, suggesting that learning rate 
asymmetries may be artifactually driven by a repetition (or perseveration) bias, we 
compared our models with a model including a stickiness parameter. In the latter, 
the action selection rule was modified as follows:

Ptða; sÞ ¼
eβ´ ðQt a;sð Þþρ ´Ct a;sð ÞÞ

eβ ´ ðQt a;sð Þþρ ´Ct a;sð ÞÞ þ eβ ´ ðQt b;sð Þþρ ´Ct b;sð ÞÞ

where the parameter ρ represents the participant’s tendency to perseverate, and 
Ct(x, s) indicates which stimulus was chosen on the previous trial:

Ctðx; sÞ ¼
1 if xwas chosen on the previous trial
0 otherwise

�

When the participants were forced to match the preselected option, we 
considered that they would not tend to perseverate in that choice. In the 
subsequent free trials, we thus set Ct(x, s) to zero for both the preselected and other 
stimuli.

Parameter estimation. We fitted the model parameters based on participants’ 
choices on each free-choice trial, for each participant. We used a maximum 
posterior approach (MAP)42 to avoid degenerate parameter estimates. The best 
parameters were those maximizing the logarithm of the PP (LPP):

ln P θjchoice1:Nð Þ½  / ln PðθÞ½  þ
XN

t¼1

ln P choicet jθð Þ½ 

where θ represents our parameter set, N is the total number of trials in the 
experiment and P(choicet|θ) is the probability that the model would choose the 
same stimulus as the participant on trial t. To maximize the LPP with respect to θ, 
we used MATLAB’s fmincon function with the following ranges: 0 < β < infinite; 
and 0 < αi < 1.

The parameter prior probabilities were based on Daw et al.43, and we used a 
gamma distribution with the hyperparameters 1.2 and 5 for the β parameter, and 
a beta distribution with the hyperparameters 1.1 and 1.1 for the learning rate (α) 
parameters. To avoid biasing the learning rate comparison procedure, the same 
priors were used for all learning rates.

Parameter recovery. We performed a parameter recovery analysis to ensure that 
the values of the learning rates reflected true differences in learning, and were 
not an artefact of the parameter-fitting procedure44. The aim was to check the 
capacity of recovering the correct parameters using simulated datasets. To do so, 
we first simulated performance on the two behavioural experiments using virtual 
participants. For each of these virtual participants, a learning rate value was 
randomly drawn from a uniform distribution between 0 and 1. We then averaged 
the correlation coefficients (R values) and P values from 100 correlations performed 
between the parameters manipulated and the parameters recovered from the fitting 
procedure applied to the simulated dataset45. This analysis was conducted on all of 
the learning rate parameters of the full models (see Supplementary Methods and 
Results and Supplementary Fig. 1).

Model comparison. The LPP was used to compute the BIC46 for each model and 
each participant, as follows:

BIC ¼ k ´ ln N½  � 2 ´ ln P θMAPjchoice1:Nð Þ½ 

where k is the number of parameters and ln[P(θMAP|choice1:N)] is the LPP of the 
MAP parameters given the participant’s choice data.

BIC of the different models were compared to verify that the extra learning rate 
parameters were justified by the data. As an approximation of the model evidence, 
individual BICs were fed into the MBB-VB toolbox12—a procedure that estimates 
how likely it is that a specific model generates the data of a randomly chosen 
subject (the PP of a model) as well as the protected exceedance probability (PXP) 
of one model being more likely than any other models in the set.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from the GitHub 
repository (https://github.com/spalminteri/agency).

Code availability
Custom code scripts have been made available on the GitHub repository  
(https://github.com/spalminteri/agency). Additional modified scripts can be 
accessed upon request.
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