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Abstract. In order to study the elastic scattering of electrons by CFn (n = 1 − 4) molecular targets
the independent atom model (IAM) is used with the optical potential (OP) method. The scattering cross
sections were calculated in two approximations of the model – the IAM approach is used for the differential,
while the Additivity Rule (IAM-AR) is used for the integral cross sections. The amplitudes of electron
scattering by the carbon and fluorine atoms of the target molecules are calculated from the corresponding
phase shifts, using the real and complex optical potential method. The parameter-free real part of the OP
is calculated from the corresponding atomic characteristics – nuclear charge, electron density and static
dipole polarizability. The differential and integral cross sections are calculated at equilibrium internuclear
distances of the CFn molecules. They were compared with the available experimental data and with other
theoretical results. A good overall agreement was observed while comparing our integral cross sections with
the measured data. The level of the agreement however strongly depends on the target molecule, and a
good consistency is observed typically above certain collision energies: from 10 eV in case of CF2, above
15-20 eV for CF3 and from 40 eV in case of CF4. Similar tendencies were found in case of the differential
cross sections for a wide range of scattering angles at collision energies above 10 eV in case of CF2, above
15–20 eV for CF3, while in case of CF4 – above 20 eV.

1 Introduction

The physical electronics is a wide scientific research area,
and its achievements could be applied in several state-of-
the-art technologies: from low-temperature plasma, semi-
conductor production and material science up to light
industry and environmental protection [1]. For example,
the plasma discharge could be treated as a medium, where
a high number of electron collisions take place with atoms
and/or molecules. Electron collisions with molecules play
a very important role in several scientific and applied
fields: from the investigation of the ionizing radiation
effects on the human body and the DNA up to the kinetic
modelling of plasma environments, including those of the
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interstellar medium. Moreover, the electron interactions
with atoms and molecules are the driving forces in low-
temperature plasma processes.

The absolute values of electron–molecule scattering
cross sections play a crucial role in the plasma reactor
modelling as well as in the control of plasma processing
efficiency of gas mixtures. However, there are only lim-
ited data about the low-energy collisions in these gases.
Therefore, different scattering approaches should be used
in order to obtain relevant knowledge about the collisions,
e.g. on the energy and angular dependencies of the pro-
cesses. These type of theoretical predictions can be used
for modelling of complex processes, which are not easy to
handle experimentally (for example, due to the toxic or
highly reactive species).

The fluorine-containing radicals are the key components
of the different gas-discharge and low-energy plasma envi-
ronments (for more details see the numerous experimen-
tal and theoretical works [1–13]). Among the traditional
feedstock gases in plasma-assisted semiconductor produc-
tion the following molecular gases could be mentioned:
CF4, C2F6, C3F8, c-C4F8 and GeF4, SiF4. In the plasma
these molecules undergo to fragmentation processes due
to inelastic collisions, which lead to the production of
ionized and neutral radicals, including CF, CF2 and CF3.
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It is worth noting that similar molecules could be also
important in those processes, in which the carbon and flu-
orine atoms are exchanged with Si and Ge or Cl, Br and
I, respectively [14,15]. The relative ratio and the role of
different radicals in the plasma processes are poorly under-
stood at the moment. The fluorocarbon radicals have some
common properties, e.g. large dipole moment and dipole
polarizability and in most cases they have also open-
shell-type electronic structure. The large scattering cross
sections amplitudes could be also related with these prop-
erties. Unfortunately, the experimental studies of the
above mentioned radicals are rather limited, because
of the complexity of preparation of stable fluorocarbon
beams with appropriate particle density.

The name of a recent work [2] “Anomalously large
low-energy elastic cross sections for electron scattering
from the CF3 radical” primarily states its aim – how the
large integral cross section of electron scattering could
be explained below 15 eV collision energies? The authors
of reference [3], which is the continuation of paper [2],
presented a series of experimental and theoretical cross
sections for e−+CF3 elastic scattering at collision energies
between 7 and 50 eV. The target radicals were obtained by
the authors by pyrolysis from CF3I molecules at 817◦C.
However, in these processes other atomic and molecular
fragments were produced as well, with the following rela-
tive concentrations: CF3 (23%), I (33%), CF3I (25%), I2
(7%) and C2F6 (12%). The relative ratios of these frac-
tions were also used in the determination of the absolute
cross section values (see [2,3] for more details). At the
same time, the states of the particular radicals in these
experiments are not well-identified. For example, if the
CF3 and CF2 target radicals are produced in vibrationally
excited states, it could lead to overestimated cross-section
values, compared to the ground state.

It is worth noting here that the experimental cross
sections in [2,3] were compared with the results of sev-
eral theoretical calculations. They applied the Schwinger
multichannel method (SMC) in the simple static-exchange
(SE) approximation as well as the independent atom
model with screening corrections (IAM-SCAR), both
with and without ground-state dipole corrections. Unfor-
tunately, none of the theoretical data reproduce the
behaviour of the integral cross sections (ICS) below 20 eV.
They are also only in a qualitative agreement with the
experiments in case of differential cross sections (DCS) at
these energies. In the quantitative analysis they underes-
timate the measured data by an order of magnitude.

The independent atom model (IAM) is a relatively sim-
ple and widely used theoretical approach for studying
the electron scattering dynamics by molecules. The model
uses the interaction potentials, phase shifts and scattering
amplitudes, which are calculated for electron scattering
by the particular atoms of the molecule. So, the molecu-
lar target in the IAM framework is treated as a collection
of atoms (without symmetry), which are located at well-
defined distances from each other. The model was pro-
posed by Mott and Massey [16], and it was intensively
used in recent studies [3,14,15,17] to calculate the dif-
ferential and integral scattering cross sections. The IAM-
SCAR method is a novel version of the model, which takes

into account the interatomic screening effects by a multi-
plicative, energy-dependent factor. This factor was derived
both for total [18] and for differential cross sections [19],
increasing the precision of the model at lower collision
energies.

Nowadays more sophisticated methods are also avail-
able, which treat the interaction potentials and the scat-
tering amplitudes in a more convenient manner, taking
into account purely molecular properties. These mod-
els use, for example, a symmetry-adapted, single-centre
expansion of the molecular wave function to calculate
the electron densities. Such methods were proposed with
spherical [20] and single-centre [21] potentials.

In the present work we propose a joint theoretical analy-
sis for elastic electron scattering by the CF4 molecule and
its CFn (n = 1 − 3) radicals, using two approximations
of the well-known independent atom model. The method
is based on quantum-mechanical electron–atom scattering
amplitudes. To calculate the amplitudes, the real and the
complex optical potential (OP) methods were used. The
cross sections in this work are compared with the available
experimental and theoretical data for CFn systems.

2 Theory

2.1 Scattering cross sections and amplitudes

The scattering of an electron with momentum k on an
N -atomic molecule by angle θ could be characterized
theoretically by the F (θ, k) (direct) and G(θ, k) (spin-
flip) scattering amplitudes. Within the independent atom
model framework, they correspond to the sum of the par-
ticular atomic scattering amplitudes fm(θ, k) and gm(θ, k)
(see for example [1–3,5,6,9,16,17,22]):

F (θ, k) =
N∑
i

exp(ik · ri) · fi(θ, k),

G(θ, k) =
N∑
i

exp(ik · ri) · gi(θ, k).

(1)

For the differential cross section then we have:

dσorient/dΩ = |F (θ, k)|2 + |G(θ, k)|2 =
N∑
i,j

exp(ik · rij)

×
[
fi(θ, k) · f∗j (θ, k) + gi(θ, k) · g∗j (θ, k)

]
,

(2)

where rij = ri − rj are the internuclear distances.
The OP method is used to study the behaviour of the

differential as well as the integral elastic and momentum
transfer cross sections of electron scattering by molecules
[23–26]. In the IAM framework the DCS of elastic electron
scattering by an N -atomic molecule, after averaging over
the random vibrational and rotational degrees of freedom
of the molecule, could be expressed as follows [6,16,17]
(atomic units ~ = e = me = 1 are used throughout the

https://www.epjd.epj.org
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work, unless otherwise noted):

dσIAM
el

dΩ
=
〈
|F (θ, k)|2 + |G(θ, k)|2

〉
=

N∑
m=1

N∑
n=1

[fm(θ, k)f∗n(θ, k) + gm(θ, k)g∗n(θ, k)]

× sin(srnm)
srnm

·
(3)

Here θ is the scattering angle; fm and gm are the direct
and spin-flip scattering amplitudes of the m-th atom,
respectively; s = 2k sin(θ/2) and k =

√
2E, where E is

the energy of the incident electron; rnm is the internuclear
distance between the m-th and n-th atom of the molecule.

On the other hand, according to the “Additivity Rule”
(IAM-AR) approximation, the DCS (3) could be expressed
as the sum of the DCSs of scattering on all particular
atoms, i.e.

∑N
m=1 dσel,m/dΩ = dσIAM−AR

el /dΩ, and of an
interference (indirect term):

dσIAM
el

dΩ
=

dσIAM−AR
el

dΩ
+

∑
m,n6=m

[fm(θ, k)f∗n(θ, k)

+ gm(θ, k)g∗n(θ, k)] · sin(srnm)
srnm

.

(4)

The DCSs of electron scattering by an XYn heteronu-
clear molecule have a complex character in the IAM frame-
work. For example, in case of scattering by the CF4

molecule, for which all internuclear distances between the
C and F atoms are equal and very close to the F–F dis-
tances, the DCS could be calculated as follows:

dσIAM−AR
el

dΩ
=

dσel,C

dΩ
+ 4

dσel,F

dΩ
, (5)

dσIAM
el

dΩ
=

dσel,C

dΩ
+ 4

dσel,F

dΩ

[
1 + 3

sin(srFF)

srFF

]

+ 4 [fCf
∗
F + fFf

∗
C + gCg

∗
F + gFg

∗
C]

sin(srCF)

srCF
·

(6)

As one can see in equations (5) and (6), the features
and the behaviour of the electron–molecule DCSs in the
IAM framework are most likely determined by the energy
and angular behaviour of the particular atomic DCSs
– dσel,A/dΩ (in our case these are the dσel,C/dΩ and
dσel,F/dΩ atomic cross sections).

The integral elastic scattering cross sections could be
calculated by direct integration of the corresponding DCSs
over the scattering angles:

σIAM
el (E) = 2π

∫ π

0

dθ sin θ
dσIAM

el (E, θ)
dθ

, (7)

σIAM−AR
el (E) = 2π

∫ π

0

dθ sin θ
dσIAM−AR

el (E, θ)
dθ

· (8)

The σIAM−AR
el integral cross section can be calculated

according to the optical theorem as well [16,17,27]. This

theorem coincides with the IAM-AR approximation [6,17–
19]. Therefore, according to equations (7) and (8) and that
sin(srnm)/srnm|θ→0 → 1, sin(srnm)/srnm|rnm→0 → 1,
the following expression could be derived:

σIAM−AR
el (E) =

4π
k

N∑
n=1

Im[fn(θ = 0, k)]

=
N∑
n=1

σel,n(E).

(9)

The spin-flip amplitude does not contribute to the cross
sections at θ = 0◦ at all, so gn(θ = 0◦, k) = 0.

The corresponding σIAM−AR
mom and σIAM

mom momentum-
transfer cross sections could be determined analogously,
using the (1− cos θ) weighting function (see [28]), e.g.:

σIAM−AR
mom (E) =2π

∫ π

0

dθ sin θ(1− cos θ)

× dσIAM−AR
mom (E, θ)

dθ
·

(10)

Based on our previous experience [24–26], we suppose
that the scattering cross sections for the whole molecule
can be described well, when using a sufficiently good theo-
retical description of scattering by the particular atoms of
the molecule, so not only in case of fast incident electrons,
when k(rnm)min � 1, but also at lower energies, in case
of k(rnm)min > 1.

The electron–atom scattering amplitudes can be calcu-
lated by determining the real δ±` (E) = ε±` (E) (in case of
real interaction potential [23]) or the complex δ±` (E) =
ε±` (E) + iµ±` (E) partial phase shifts [29] (in case of com-
plex OP, by taking into account the absorption effects).
Using real partial phase shifts the scattering amplitudes
can be calculated as follows:

fm(θ,E) =
1

2ik

∞∑
`=0

[(`+ 1)[exp(2iε+` )− 1]

+ `[exp(2iε−` )− 1]]P`(cos(θ)),

(11)

gm(θ,E) =
1

2ik

∞∑
`=1

[
exp(2iε−` )− exp(2iε+` )

]
× P 1

` (cos(θ));

(12)

while using complex partial phase shifts for calculations
the scattering amplitudes are:

fm(θ,E) =
1

2ik

∞∑
`=0

(`+ 1)
[

exp(2iε+` )
exp(2µ+

` )
− 1
]

+ `

[
exp(2iε−` )
exp(2µ−` )

− 1
]
P`(cos(θ)), (13)

gm(θ, E) =
1

2ik

∞∑
`=1

[
exp(2iε−` )
exp(2µ−` )

−
exp(2iε+` )
exp(2µ+

` )

]
× P 1

` (cos(θ)). (14)

https://www.epjd.epj.org
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In equations (11)–(14) P`(cos(θ) are the Legendre poly-
nomials, while P 1

` (cos(θ) are the first order associated
Legendre functions.

At the initial ` ≤ `min angular momenta values for the
incident electron the partial phase shifts could be deter-
mined by the variable-phase method, using the real or
complex OP approach (see [23,28] and Refs. therein). The
asymptotic values of the phase shifts at `min < ` < `max

are calculated as follows:

tan δas` = παd(0)k2/[(2`+ 3)(2`+ 1)(2`− 1)], (15)

where αd is the static dipole polarizability of the
corresponding atom. It can be calculated by any time-
dependent ab initio quantum approaches, and its empiri-
cal value could be also used (see [30,31]). For example, at
50 eV for the carbon and fluorine atoms lmin(C) = 13 and
lmin(F) = 11, while at 1000 eV collision energy these val-
ues equal 40 and 34, respectively. The lmax values were not
larger than 295, and they have changed with the collision
energy.

It is worth noting here that any published partial phase
shift data for electron–atom scattering could be used in
the IAM framework to calculate the different cross sec-
tions of electron scattering by those molecules, which con-
sist of these atoms.

2.2 Electron–atom interaction potentials

In the Relativistic-Static-Exchange-Polarization (RSEP)
approximation our electron–atom interaction potential
does not contain any empirical or fitting parameters [23]:

V ±(r, E) = VS(r) + VE(r, E) + VP(r)

+ VR(r, E) + V ±SO(r, E),
(16)

where the “±” sign in the spin-orbit interaction potential
corresponds to the j = ` ± 1/2 total angular momenta
of the incident electron. The VS, VE, VP, VR and V ±SO parts
of the OP are the static, exchange, polarization, scalar-
relativistic and spin-orbit interaction potentials, respec-
tively. These components are basically determined by the
total and spin electron densities of the particular atoms of
the molecule. The electron densities could be calculated by
different theoretical models: Thomas-Fermi, Hartree-Fock,
density functional theory (DFT), etc. The calculated den-
sities usually could be approximated by some analytical
functions, which is especially useful in systematic calcu-
lations. It is worth noting that in references [20] and [21]
the interaction potentials are derived from purely molec-
ular electron densities.

The static potential is determined by the Coulomb
interaction between the incident electron and the atomic
nuclei as well as between the bound electrons of the target
atom (with ρ(r) electron density) [32,33]:

VS(r) = −Z
r

+
∫

dr′
ρ(r′)
|r − r′|

. (17)

We used the Hartree-Fock electron densities and static
potentials [32] of the C and F atoms, which are the con-
stituents of the investigated molecular targets.

The spin-orbit interaction potential is (see [32]):

V ±SO(r, E) = ζ±(j, `)
χ

r

dVS

dr
, (18)

where χ = α2/[2 + α2(E − VS)]; ζ+(j, `) = `/2 for j =
`+ 1/2 and ζ−(j, `) = −(`+ 1)/2 for j = `− 1/2, while α
is the fine structure constant.

The scalar part of the VR(r, E) relativistic potential is
expressed as (see [35,36]):

VR(r, E) = −α
2

2
V 2

S +
χ

4
d2VS

dr2
+

3χ2

8

(
dVS

dr

)2

. (19)

As one can see in equations (18) and (19), using analyt-
ical expressions for the static potential is very favourable,
because its derivatives then could be also calculated ana-
lytically.

For the exchange interaction potential the inhomoge-
neous electron gas approximation is used (see [33]):

VE(r, E) = −kF(r)
π

(
1 +

1− κ2

2κ
ln
∣∣∣∣1 + κ

1− κ

∣∣∣∣) , (20)

where kF(r) = [3π2ρ(r)]1/3 is a function of the density,
κ(r, E) = ks(r, E)/kF(r), [ks(r, E)]2 = k2 + V (r, k2/2),
k2 = 2E. For the V (r, k2/2) function the V (r, k2/2) =
[kF(r)]2+2I/[1+(kr)2/2] expression was used with atomic
ionization potentials (I ). It can be treated as a multiplica-
tive factor for the non-relativistic potential (20).

The polarization potential is determined in the local,
spin-unpolarized inhomogeneous electron gas approxima-
tion (see [24,28]) and can be divided into short-range
(SR) and long-range (LR) parts. A parameter-free elec-
tron correlation-polarization interaction potential is used
for the V SR

P short-range part (see [23]). In the local density
approximation (LDA) of DFT it can be expressed using
correlation functionals:

ELDA
c [ρ] =

∫
drρ(r) · εc[ρ(r)], (21)

where εc[ρ(r)] = εc[rs(r)] is the correlation energy density,
rs(r) = { 3/[4π · ρ (r) ] }1/3 – the Wigner-Seitz radius.
Applying the variation principle for equation (21) once
the following polarization potential could be obtained:

V SR
P (r) = εc(rs)−

rs
3

dεc
drs
· (22)

The polarization potential can be expressed simply using
the εc[rs(r)] correlation energy density, like in refer-
ence [38], but equation (22) is a more precise form.

At asymptotic distances the polarization potential has
a well-known V LR

P (r) = −αd(0)/2r4 form, where αd is
the static dipole polarizability of the particular atoms.
We used αC

d = 11.26 a3
0 and αF

d = 3.76 a3
0 values for the

carbon and fluorine atoms, respectively. The V SR
P (r) and

V LR
P (r) potentials match at a given rc distance.

https://www.epjd.epj.org
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The absorption effects in electron–atom collisions are
studied in the complex optical potential (RSEPA) approx-
imation, where V ±opt(r, E) = V ±(r, E) + iV ±A (r, E). They
have an impact on the scattering characteristics at E > ∆
collision energies, where ∆ is the energy of the first inelas-
tic threshold of the atoms. For the carbon and fluorine
atoms the inelastic effects should be taken into account
above ∆C = 7.50 eV and ∆F = 12.70 eV energies [31].
The absorption effects could be determined, for example,
by the non-empirical Staszewska-type potential [40] (see
also [28]). This potential has the following form:

V af(r, E) = −νloc(r, E) · ρ(r) · σ̄b(r, E)/2, (23)

where the local velocity of the incident electron is deter-
mined from its local kinetic energy: νloc(r, E) = [2Tloc]

1/2,
Tloc(r, E) = E − VS(r) − VE(r, E) − VP(r). The values of
σ̄b(r, E) (average binary collision cross sections) depend
on the expressions for α(r, E) and β(r, E) functions [40].
For example, in the 2nd version of the Staszewska poten-
tial (23) they are used with the following parameters:
α(r, E) = k2

F + ∆− 2(VS + VE), β(r, E) = α(r, E).
For qualitative calculations the empirical McCarthy-

potential can be a very useful option (see [40]):

V aMc(r, E) = −W (E) · r2ρH(r) /[Tloc(r, E)]2, (24)

where ρH(r) is the density of the highest occupied
(valence) electron subshell. The energy-dependent W (E)
function can be evaluated by fitting the absorption (exci-
tation or ionization) cross sections to the experimental
data. The W (E) function can be used then at all collision
energies.

In the spherical [20] and single-centre [21] approaches
the absorption effects are taken into consideration more
accurately, calculating the absorption of the whole
molecule. It is widely known that taking into account the
absorption effects slightly decreases the calculated values
of the differential and integral cross sections.

2.3 Interatomic distances of the molecules

The equilibrium internuclear distances of the CFn (n =
1 − 4) molecules were calculated by ab initio geometry
optimization, using the GAUSSIAN quantum chemistry
software [41]. The calculations were performed on the
CCSD(T) level of theory, using the “aug-cc-pvdz” basis
set. The following internuclear distances were calculated:
• for CF molecule: rCF = 1.3071 Å;
• for CF2 molecule: rCF = 1.3071 Å, rFF = 2.0922 Å;
• for CF3 molecule: rCF = 1.3365 Å, rFF = 2.2053 Å;
• for CF4 molecule: rCF = 1.3370 Å, rFF = 2.1831 Å.

As one can see, the rCF internuclear distances slightly
increase as the number of fluorine atoms increases. The
rFF internuclear distances are not so monotonous – they
have a maximum at n = 3 in case of CF3. For the CF, CF2

and CF3 radicals the following rCF internuclear distances
were found in reference [42] (in Å, respectively): 1.2912,
1.3018, 1.3388. As one can see, our calculated values are
in good overall agreement with the mentioned data.

Fig. 1. Elastic integral cross sections of electron scattering by
CF and CF4 (a) as well as by CF2 and CF3 (b) molecules.

3 Results and discussion

3.1 Integral cross sections

Figures 1 and 2 show the integral elastic and momentum-
transfer cross sections, calculated for e−+CFn (n = 1−4)
collisions using the IAM-AR approach, which corresponds
to the optical theorem (see Eq. (9)). All elastic and
momentum-transfer integral cross sections are calculated
up to 1000 eV energies. The elastic ICSs for e− + CFn
(n = 1 − 4) scattering are also shown in Table 1 from
10 to 1000 eV collision energies. For e−+CF3 and e−+CF4

collisions the electron–atom scattering amplitudes are
calculated in the RSEPA approximation (including the
absorption effects), while for the e− + CF and e− + CF2

collisions we excluded the inelastic effects (RSEP approx-
imation). As we mentioned above, taking into account the
absorption effects slightly decreases the absolute values of
the cross sections, but it does not affect their qualitative
behaviour. We found that the integral cross sections of
scattering by the studied molecules can be characterized
with very similar energy behaviour.

e− + CF and e− + CF4. Several experimental data
are available for e− + CF4 scattering [4,7,10], however no
measurements can be found in the literature for the e− +
CF collision.

Our calculated elastic integral cross sections for e− +
CF4 are close to the upper error barrier of experiment [7]

https://www.epjd.epj.org
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Fig. 2. Momentum-transfer integral cross sections of electron
scattering by CF and CF4 (a) as well as by CF2 and CF3 (b)
molecules.

at 50 eV. Below this energy we overestimate the data of
work [10]. Above 50 eV collision energies we got a good
agreement with the data of both references [4] and [10].

For low collision energies, up to 10 eV the main contri-
bution in the calculated ICSs is originated from the cross
sections of e− + C collision, while above 10 eV – from the
e− + F scattering (see the cross section analysis in [26]).
The significant overestimation of our calculated cross sec-
tions compared to the experimental ones is due to the
fact that the contribution of the carbon atom is substan-
tially smaller than the contribution of the fluorine atoms
at this energy. In other words, the carbon atom is screened
by the fluorine atoms. As the energy increases, the cross-
section amplitudes for both the C and F atoms decrease,
and above 100 eV they are almost equal. Therefore, the
total cross section of e−+ CF4 scattering is mainly deter-
mined by the contribution of the fluorine atoms.

The momentum-transfer cross sections of this process
(Fig. 2a) slightly overestimate the experimental data [4,7],
but the overall agreement is very good, there are energy
regions, where we slightly overestimate the experiments.

There are published theoretical integral and differen-
tial cross sections for e− + CF4 collision [5,9] between
100 and 700 eV energies, calculated by the IAM approach.
The elastic ICSs [9] are comparable with our data and the
measured ones [4] only at higher energies, above 400 eV.

Table 1. Theoretical elastic integral cross sections for the dif-
ferent e− + CFn (n = 1− 4) scattering processes.

E σ
IAM−AR
el, CF σ

IAM−AR
el, CF2

σ
IAM−AR
el, CF3

σ
IAM−AR
el, CF4

eV 10−20 m2 10−20 m2 10−20 m2 10−20 m2

10 18.6474 23.3225 27.9122 32.5873
15 16.6957 21.5388 25.7570 30.6002
20 14.9905 19.7652 23.5469 28.3216
25 13.5945 18.2049 21.5244 26.1348
30 12.4532 16.8661 19.8964 24.3093
35 11.5059 15.7170 18.1925 22.4035
40 10.7072 14.7253 16.9943 21.0124
45 10.0253 13.8642 15.9801 19.8190
50 9.43754 13.1120 14.6886 17.9401
60 8.47786 11.8640 13.2793 16.2448
75 7.40808 10.4423 11.7377 14.3858
100 6.19010 8.78428 9.98560 12.2641
200 3.93891 5.64194 6.59521 8.12084
300 2.98850 4.30347 5.11277 6.30252
400 2.43963 3.53035 4.25104 5.24724
500 2.07394 3.01453 3.67118 4.53773
600 1.80953 2.64057 3.24641 4.01787
700 1.60802 2.35465 2.91812 3.61580
800 1.44860 2.12764 2.65477 3.29290
900 1.31897 1.94242 2.43780 3.02655
1000 1.21127 1.78801 2.25530 2.80224

The calculated momentum-transfer cross sections in
reference [9] overestimate our cross sections up to 150 eV,
while at higher energies they are in good agreement with
our data and those of experiment [4]. It is worth noting
that in reference [9] all components of the OP was used,
while the authors of reference [5] used only the static and
exchange potentials (SE-approximation). The elastic and
momentum-transfer ICSs, calculated in [5], overestimate
the cross sections, obtained by the authors of [4] and [9].

e− + CF2 and e− + CF3. In Figure 1b our cross sec-
tions are compared with the available experimental data
for e− + CF3 [2,3] and e− + CF2 [43] processes (see also
[26,44,45]). It is worth noting that the experimental data
were obtained with a rather high uncertainty (see Fig. 1b),
which can be related with the issues of CF3 radical pro-
duction in pyrolysis (as described in Sect. 1).

The effect of an additional fluorine atom leads to a slight
increasing of the e− + CF3 cross sections, compared to
those of e−+ CF2 scattering. As one can see in Figure 1b
the energy behaviour of the experimental cross sections for
CF2 and CF3 molecules is not well-described by the theo-
retical ICSs below 20 eV. Our calculated cross sections for
e−+CF2 are higher, compared to the corresponding exper-
imental ones, while in case of e−+CF3 scattering our data
are smaller. For the e−+CF2 collision we slightly overesti-
mate the experiments even above 20 eV. A possible reason
of this could be the neglect of absorption effects in our cal-
culation, which decreases the ICS values. However, as one
can see in Figure 1b, as the number of fluorine atoms in
the radicals is decreasing, the amplitudes of the experi-
mental and calculated cross sections are also decreasing.
Therefore, in case of e− + CF2 scattering the calculated
cross sections are mainly determined by the contribution
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Fig. 3. The angular behaviour of differential cross sections for elastic electron scattering by CF and CF4 (a,c) and also by CF2

and CF3 (b,d) molecules at 10 and 15 eV collision energies.

of the C atom up to ∼35 eV collision energies, while above
this – by the contribution of the fluorine atoms (see the
e− + C and e− + F cross sections in [26]). The overesti-
mation of the calculated cross sections over the experi-
mental ones up to this energy allows one to conclude that
the contribution of the carbon atom is again smaller com-
pared to the contribution of the fluorine atoms. The car-
bon atom somewhat screened by the fluorine atoms, but
less effectively than in case of e−+ CF4 scattering. As the
energy increases, the cross sections for the C and F atoms
decrease and are closer to each other, so the total cross
section for the CF2 radical is mainly determined by the
contribution of the fluorine atoms.

The 10-eV minimum of the experimental e−+CF2 cross
sections [43] (see Fig. 1b) is not reproduced by our calcu-
lations. Our ICSs are quantitatively comparable with the
experimental data for CF2 and CF3 molecules above 20 eV
collision energies. It is worth noting here that none of the
theoretical methods (SMC, IAM-SCAR, R-matrix) used
in references [2,3] can reproduce the qualitative and quan-
titative behaviour of the measured cross sections for e−+
CF3 scattering. Only the IAM-SCAR method can produce
integral cross sections within the experimental error bar-
riers above 25 eV, but even these ICSs are smaller than
the measured ones. For this particular collision system

the experimental cross section is significantly overesti-
mated by our calculations up to 20− 25 eV collision ener-
gies, which does not coincide with the patterns observed
earlier (see [26]). It is possible however, as it was men-
tioned in reference [26] too, this is an evidence of electron
scattering by vibrationally excited CF3 radicals.

Figure 2b shows the momentum-transfer integral cross
sections. The energy behaviour of these cross sections are
similar for all CFn target molecules. It is worth noting
that these ICSs for e− + CF2 and e− + CF3 collisions are
almost completely coincide above ∼30 eV.

3.2 Differential cross sections

The angular behaviour of our calculated DCSs are shown
in Figures 3–5 for different e− + CFn (n = 1 − 4) scat-
tering processes. The cross sections are calculated in the
IAM framework at 10, 15, 20, 25, 35 and 50 eV collision
energies. The scattering amplitudes were calculated for the
particular atoms in the RSEP (e−+CF/CF2) and RSEPA
(e− + CF3/CF4) approximations of the optical potential
model. As we found for the ICSs the inclusion of absorp-
tion effects somewhat decreases the absolute DCS values,
but does not affect their qualitative behaviour.

https://www.epjd.epj.org
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Fig. 4. The angular behaviour of differential cross sections for elastic electron scattering by CF and CF4 (a,c) and also by CF2

and CF3 (b,d) molecules at 20 and 25 eV collision energies.

We found that using the IAM-AR approach for DCS cal-
culations leads to an intensive decreasing of cross section
values at small scattering angles, compared with the
results of the IAM approach. For example, at 7 eV this
angular range is [0◦ − 90◦]. With an increasing collision
energy this angular interval substantially decreases, at
50 eV it is about [0◦ − 30◦]. Moreover, equations (3)–(4)
include more intensive contributions to the structure of
the DCSs. This is due to the role of interference terms in
the angular behaviour of the cross sections. The angu-
lar features of the calculated DCSs for the mentioned
molecules are similar – the absolute value of the cross sec-
tions increases step-by-step with the increasing number of
fluorine atoms.

In case of the diatomic CF molecule experimental data
could not be found at all in the literature. The angular
behaviour of the differential cross sections for the CF and
CF4 molecules are similar, however the DCSs for e− + CF2

and e−+ CF3 are much closer to each other. The calculated
DCSs by the authors of reference [5] for e−+CF4 scattering
overestimate the corresponding experimental [4] and theo-
retical [9] cross sections at all collision energies (from 100
to 700 eV) and all scattering angles. The angular behaviour
(oscillations) of the theoretical DCSs are typically similar to
each other and also to the experimental ones. The results of

calculations in reference [9] overestimate the experimental
data [4] at 100 and 150 eV, but at higher collision energies
(200–300 eV) they are in good overall agreement.

In order to calculate the DCSs of e− + CFx (x = 1 −
3) scattering processes the authors of references [42] and
[46] have used the R-matrix method below 10 eV colli-
sion energies. It is worth noting that our method does not
allow to adequately describe quantitatively the differential
cross sections at these low energies. For their calculations
in the inner region the authors of references [42,46] used
the close coupling method with molecular wavefunctions. In
the outer region they used the coupled equations of single-
centre expansion. At small scattering angles the DCSs for
molecules with large dipole momentum generally character-
izedwithveryhighvalues.For example, for thee−+CFcolli-
sion the DCS at 7.5 eV and 10◦ scattering angle equals 40.6×
10−20 m2/sr. Our calculated DCS with a 4.42×10−20 m2/sr
value at 7 eV is close to the 3×10−20 m2/sr theoretical value,
which was calculated in reference [42], using small dipole
momentum (0.12 Debye). In the 45◦ − 130◦ angular range
the calculated DCSs in [42] have a clear structure – they
could be characterized with 3 minima and 2 maxima with
ca. 0.5 × 10−20 m2/sr and 0.4 × 10−20 m2/sr values. Our
cross sections for this molecule are characterized with only
one wide gap at all collision energies.

https://www.epjd.epj.org
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Fig. 5. The angular behaviour of differential cross sections for elastic electron scattering by CF and CF4 (a,c) and also by CF2

and CF3 (b,d) molecules at 35 and 50 eV collision energies.

10 eV. The theoretical cross sections for e− + CF and
e−+ CF4 collisions are similar at this energy. The highest
difference between them could be observed at small scat-
tering angles, up to 70◦. Near the minimum at 110◦ the
calculated DCS for e−+CF4 is higher than for the e−+CF
collision. We obtained not so good agreement with the
angular dependencies, compared to the experimental data
[7,8] for this energy. The measured cross sections [7] some-
what overestimate our results near the minima, where the
DCSs for the two processes are similar.

Our cross sections for e− + CF3 and e− + CF2 are very
similar, they differ only at forward angles and in the region
of the minimum. In the 120◦ − 180◦ angular range they
coincide. Our DCSs are close to the measured data [2,3]
from 40◦ up to 75◦. These experimental cross sections have
a strong angular structure at this energy – a minimum at
60◦ and a maximum at 115◦, which is not reproduced by
any of the theoretical calculations. The angular behaviour
of the calculated e− + CF2 cross sections is closer to the
experimental data in reference [44], however it strongly
overestimates them below 90◦. Near the minimum at 115◦
these cross sections are in good agreement with each other
and also with the calculated cross sections for the e−+CF3

collision.

15 eV. The angular dependencies of the calculated cross
sections for e− + CF and e− + CF4 collisions already
strongly differ at this collision energy. The angular struc-
ture of the e−+CF4 DCSs is more complex – another min-
imum is formed around 70◦. Our data are well comparable
with the measured ones [7,8] above 80◦. The absorption
effects are still negligible.

The calculated e− + CF3 and e− + CF2 cross sections
are in good agreement, they are almost equal in backward
directions, above 125◦. At 30◦ − 70◦ scattering angles our
cross sections for the e− + CF3 collision are close to the
lower error bar of the experimental data [2,3]. These exper-
imental DCSs could be characterized with an almost sta-
tionary ca. 4× 10−20 m2/sr value between 60◦ and 135◦.
This is not reproduced by any theoretical cross sections.
The calculated e− + CF2 cross sections slightly overes-
timate the measured data, obtained by the authors of
reference [44] at 40◦−45◦ scattering angles. We also found
that the corresponding cross sections are close to each
other near the minimum between 90◦ and 120◦.

20 eV. A higher discrepancy is observed between the
calculated differential cross sections of electron scattering
by CF and CF4 molecules. The e− + CF DCSs preserve
their previous structure with a single minimum. However,
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the cross sections for e−+CF4 collision have a more inter-
esting character – a clear formation of another minima is
observed at 65◦. Our data are in good overall agreement
with the experimental ones [7] for this process above 70◦.
The absorption effects are still negligible.

The calculated e− + CF3 cross sections are also close
to the measured ones [2,3] nearly in the whole forward
direction (from 20◦ to 90◦). Our DCSs for the e− + CF2

and e− + CF3 collisions are similar, but there are some
slight differences between them. For example, in case of
the CF3 molecule a second minimum is formed at 60◦. In
backward direction, from 120◦ to 180◦, they still coincide.
The calculated cross sections for the e− + CF2 collision
slightly overestimate the corresponding experimental data
[43] at 45◦− 75◦ scattering angles, and they are also close
to the calculated ∼0.2× 10−20 m2/sr value for e− + CF3

scattering near the minimum around 105◦.
25 eV. At this collision energy there are no published

experimental data for the e− + CF4 scattering process.
There is a slightly higher difference between our calculated
cross sections for e− + CF and e− + CF4 scattering. In
the e− + CF DCSs only a single minimum is observed, as
seen for lower energies. The angular dependencies of the
e−+ CF4 cross sections show a clear additional minimum
at 60◦. The absorption effects are already noticeable at
this energy.

Our calculated cross sections for e− + CF3 scattering
are close to the measured ones [2,3], reproducing their fea-
tures in the whole measured angular range from 40◦ up to
135◦. The e− + CF2 and e− + CF3 DCSs are still close to
each other, but there is a slightly higher difference between
their absolute values. They are in a perfect agreement
above 110◦. The calculated cross sections for e− + CF2

scattering are close to the experimental ones from ref-
erence [43] for all measured angles, from 40◦ to 135◦.
However, they slightly overestimate the corresponding
experimental data at angles below 90◦. In the region of the
minimum around 105◦ the calculated DCSs for the CF2

and CF3 radicals are nearly equal (∼0.2× 10−20 m2/sr).
35 eV. Slightly higher discrepancies were observed

between the e− + CF and e− + CF4 differential cross sec-
tions at this energy. The single minimum in the e− + CF
DCS is shifted to smaller angles, now it can be found
around 100◦. Our cross sections for the e−+ CF4 collision
are in a good qualitative and in satisfactory quantitative
agreement with the experimental data, published by the
authors of reference [7]. An additional minimum is located
at ca. 45◦ scattering angle. The absorption effects have a
clear impact on the cross section values, which could be
observed already in the full angular range.

Our DCSs for the e− + CF3 scattering process repro-
duce the angular structure of the measured cross sections
in [2,3] and close to them in the absolute scale for all
investigated scattering angles, from 40◦ up to 135◦. The
calculated e−+ CF2 and e−+ CF3 cross sections are very
similar, only a slight difference can be found between them
at small forward angles.

50 eV. At this collision energy a good overall agreement
(both qualitative and quantitative) is obtained between
our calculated DCSs for the e− + CF4 collision and the
corresponding experimental ones [7]. This is valid for all

scattering angles, except of the minimum at 100◦. Our
theoretical DCS is ca. 0.03× 10−20 m2/sr here, while the
experimental value is ca. 0.14× 10−20 m2/sr. The absorp-
tion effects are rather strong here: they reduce the abso-
lute values of the cross sections approximately by a factor
of 2 in a wide angular range above ∼35◦.

The calculated e− + CF3 cross sections are within the
estimated uncertainty of the measured data in [2,3]. They
are close to each other for all scattering angles between
20◦ and 135◦. At very small angles, below 30◦, our DCSs
for e−+CF2 and e−+CF3 scattering slightly differ, but at
higher angles they are close to each other. The calculated
cross sections for the e−+ CF2 collision are similar to the
measured ones [43] for all investigated angles. Around the
minimum at ca. 105◦ they slightly overestimate the cor-
responding experimental data, and close to our DCSs for
e− + CF3 scattering. At this energy the absorption effect
plays an important role, so using the RSEPA approxima-
tion instead of RSEP leads to a better agreement between
our calculated data for CF2 and the corresponding exper-
imental ones [43].

To summarize we can say that the DCSs for the e− +
CF4 scattering process are in good agreement with the
experimental data published in reference [7] above 20 eV
collision energies, especially in backward scattering direc-
tions. Once the energy increases the agreement gets bet-
ter, even at small angles, in forward directions. With an
increasing collision energy the absorption effects are also
increasing – the values of our cross sections are consider-
ably reduced due to the absorption and they are closer to
the measured data.

The theoretical e− + CF3 differential cross sections
quantitatively can be comparable with the experimental
ones at small angles above above 15 eV collision ener-
gies. The theoretical DCSs for e−+ CF2 scattering repro-
duce the measured cross sections in backward directions
(90◦ − 130◦) above 10 eV collision energies. Therefore, in
case of smaller molecular targets a better agreement can
be observed between our theoretical data and the corre-
sponding experimental DCSs at low collision energies.

It is worth noting that the only theory in references
[2,3], which qualitatively reproduce the experimental
angular behaviour of the DCSs for e− + CF3 scatter-
ing, is the Schwinger multichannel method. But even this
method underestimates the measured cross sections at
7 eV by an order of magnitude and at least with a factor
of 5 at 20 eV. Respectively, none of the theoretical meth-
ods, proposed in [2,3], can correctly reproduce the absolute
values and behaviour of the measured cross sections. The
results of IAM-SCAR calculations [2,3] (which are sim-
ilar to our IAM-AR approximation) are in good overall
agreement with the measured elastic scattering data above
25 eV collision energies. These cross sections coincide
with the lower boundary values of the experimental error
bars.

4 Conclusions

In order to study the elastic scattering of electrons by
molecular targets the independent atom model is used
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along with parameter-free real and complex electron–atom
interaction potentials. The features of electron–molecule
scattering generally follow the features of the scattering
by its particular atoms. The integral cross sections of elec-
tron scattering by the CF,CF2,CF3 and CF4 molecular
targets are calculated in the IAM-AR approach, while for
the differential cross sections the IAM approach is used.

The comparative analysis of our integral cross sections
with the available experimental ones shows that our data
can be used for the description of scattering by CF2 radi-
cals above 10 eV, by CF3 – above 15–20 eV, while in case
of the CF4 target molecule – above 40 eV. For the previous
a good agreement was observed between the momentum-
transfer cross sections above 50 eV collision energy.

Comparing our theoretical differential cross sections
with the corresponding measurements allows one to draw
some conclusions about the limits of our methods. They
could be used to adequately calculate the DCSs above
10 eV for CF2 (between 100◦ and 180◦ scattering angles),
above 15–20 eV for CF3 (0◦−90◦) and above 20 eV for the
largest CF4 molecule (from 80◦ to 180◦).

Comparing our results of calculations with the exper-
imental data for e− + CF2 and e− + CF3 collisions
allows one to conclude that in case of the CF3 radical in
references [2,3] the scattering characteristics were most
likely measured for vibrationally excited target molecules.

The performed calculations and their comparison with
the available experiments confirm that more sophisticated
methods are needed to develop in order to adequately
describe the cross sections of scattering at lower energies.
These methods, along with the electron–molecule interac-
tion potentials, should take fully into account the charac-
teristics of the targets – molecular wavefunctions, electron
densities, polarizabilities and dipole momenta.
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