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ABSTRACT 

The present review includes transcranial magnetic and transcranial electric stimulation 

studies on time perception and shows that the neural processing of time requires the activity of wide 

range-distributed brain networks. Moreover, a critical discussion regarding non-invasive brain 

stimulation in the study of time processing is included to give the reader insights into the study of 

temporal processing in neuroscience. The cerebellum and auditory cortex seem most crucial when 

participants are required to estimate the passage of sub-seconds intervals and this conclusion holds 

independently of the modality used to mark the temporal intervals. Conversely, the primary visual 

area and MT/V5 seem to process primarily visual stimuli. The areas included in the prefrontal 

cortex are mostly implicated in the processing of supra-second time intervals and when time is 

processed in conjunction with other cognitive functions. Although previous fMRI studies showed 

activation in the supplementary motor area during sub-second timing tasks, TMS studies failed to 

confirm these observations. We conclude that the contribution of these strongly interconnected 
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structures in the processing of temporal information is not fixed; their contribution depends not only 

on the duration of the time interval to be assessed by the brain but also on the cognitive set involved 

in the chosen task and on the stimulus modality used for marking time. Critical observations 

regarding the specificity of each method of stimulation as well as limitations and criticisms of the 

studies that used brain stimulation techniques will be also discussed. 

 

KEYWORDS: Time perception, time reproduction, time discrimination, brain stimulation, 

transcranial magnetic stimulation, transcranial electric stimulation 
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Introduction 

Even though time is embedded in many aspects of our life, it remains one of the most 

elusive problems in psychological research. We cannot approach time as other dimensions like 

sight, sound or touch, as there are no specific “temporal stimuli” or specific receptors dedicated to 

temporal processing  [1]. Nevertheless, we have some sense of time and certainly some 

representation of it, and we can efficiently meet the temporal requirements of activities like 

walking, talking, and playing music. What is even more extraordinary about time is that, unlike 

other senses, time does not have a specific brain area as other senses do; temporal processing rather 

relies on the contribution of different brain areas and networks.  

One of the most influential models of time processing is the Scalar Expectancy Theory 

(SET) [2]  that is based on an internal clock model [3] in which pulses that are emitted regularly by 

a pacemaker are temporarily stored in an accumulator. The content of the accumulator provides the 

raw material for estimating time (clock stage). The outcome from the accumulator is stored in the 

working memory system for comparison with the content in the reference memory, which contains 

a long-term memory representation of the number of pulses accumulated on past trials (memory 

stage). Finally, a decision process compares the current duration values with those in working and 

reference memory to decide on the adequate temporal response (decision stage). The model has 

been extensively tested and has the advantage to include the separated stages which makes it 

possible to map these components onto brain structures. 

Despite the success of the SET model in explaining a large set of behavioural and 

physiological results, its relevance to the brain mechanisms that are involved in timing is still 

unclear. Therefore, the main interest in the field of temporal processing focused on the 

identification and the role of brain regions associated with time perception and processing. Various 

behavioural, neuroimaging and electrophysiological studies have indicated that several brain areas 

are recruited for temporal processing: the basal ganglia, the cerebellum, the supplementary motor 
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area, premotor, parietal and dorsolateral prefrontal cortices [4-10]. Although the role of each of 

these time regions is still under debate, it is becoming clear that time in different scales is associated 

with different neural networks and it is sub-served by distinct temporal mechanisms [6] [7].  

The first investigations of the biological substrates of the clock and memory stages used 

pharmacological manipulations and provided considerable support for a dissociation between the 

clock stage, which is affected by dopaminergic manipulations, and the memory stage, which is 

affected by cholinergic manipulations [11, 12]. The connection between the dopaminergic system 

and the speed of an internal clock has been confirmed by studies with Parkinson’s disease who were 

asked to perform perceptual (i.e., which intervals lasted longer) and motor timing (i.e., continuous 

tapping) tasks. Parkinson’s disease patients showed temporal dysfunction also when low motor 

component was required [13]. On the other hand, the circuits involving sub-cortical areas with their 

projections to the prefrontal cortex are mostly implicated in the processing of supra-second time 

intervals. In fact, a predominant role is related to the prefrontal cortex activity when time intervals 

have to be kept in memories, with a greater involvement related to longer supra-second time 

intervals and when the task requires higher cognitive level [6, 9, 14, 15]. The parietal cortex seems 

crucial when time information has to be processed together with spatial information, for both sub- 

and supra-second time intervals [16]. 

Various mechanisms underlying intrinsic models have also been proposed. The most general 

mechanism assumes that short-term synaptic plasticity, which is at the basis of the dynamics of 

neural states, can transform the brain networks in timekeepers [17]. According to this view, every 

cerebral area has the capacity to process and estimate time. 

The number of brain regions implicated in timing and the difficulties of studying time 

perception is indicative of the complexity and behavioural importance of temporal experience in 

everyday life. One way of identifying areas and networks that are involved in temporal processing 

is to use non-invasive brain stimulation techniques such as transcranial magnetic stimulation (TMS) 
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or transcranial electric stimulation (tES). These techniques have received ample attention in the last 

decades considering their role in the understanding and modulation of human brain functions; 

moreover, they offer high spatial and temporal resolution [18]. Therefore, studies with brain 

stimulation may be particularly important to address the main open question in time processing: 

how do we perceive and process time? More specifically, is time processed by a unitary mechanism 

or it is processed by multiple overlapping neural systems? Are there modality-specific and/or 

modality independent areas involved in timing? What is the role of cognitive functions when 

processing multiple pieces of temporal information or when we process time in different temporal 

ranges (sub- and supra-seconds)?  

The aim of this work is to critically review the available studies on time processing using 

non-invasive brain stimulation techniques. Importantly, we focus not only on brain areas involved 

in temporal processing but also on differences in methodological approaches (temporal tasks, 

modalities and brain stimulation techniques) to unfold the heterogeneity of studies and the 

conflicting results. We first describe the different temporal tasks and then the two main non-

invasive brain stimulation techniques, namely transcranial magnetic stimulation (TMS) and 

transcranial electric stimulation (tES), pointing out advantages and disadvantages of each one when 

employed in temporal studies. A critical discussion of the main areas involved in time processing 

follows the methodological sections. The discussion is dedicated not only on identifying brain areas 

and network involved in temporal processing but on considering the future of neuropsychological 

studies employing non-invasive brain stimulation techniques. This critical work is particularly 

important considering the crisis of reproducibility that psychological studies are facing recently, in 

particular in researches that employ non-invasive brain stimulation techniques [19]. 

 

Methodological issues in time perception 

Different methods to investigate time perception 
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There are two critical taxonomies in the field of timing and temporal processing that may 

guide the reader: prospective vs. retrospective paradigms, and implicit vs. explicit timing. 

We refer to prospective timing or the use of a prospective paradigm, by opposition to a 

retrospective paradigm when participants know in advance that the duration of a targeted time 

interval will have to be estimated. When participants are asked to judge time retrospectively, they 

are unaware that they will be requested to estimate the duration of an activity or of an event; they 

need to reconstruct the temporal information from memory [20, 21]. As for the other critical 

distinction, implicit timing is engaged without a specific instruction to time, whenever sensorimotor 

information can be used to predict the duration of future events (i.e., foreperiods tasks) [22] whereas 

explicit timing is engaged whenever subjects make a deliberate estimate of the discrete duration in 

order to compare it with a previously memorised standard [23].  

In the present review, we focus on explicit prospective timing, mainly because this is 

probably the most studied aspect of time processing and also because, as far as we know, no studies 

have been conducted with non-invasive brain stimulation techniques within the retrospective 

timing. Few studies have been conducted using TMS to investigate implicit timing (see [24]), but 

we opted for a more homogeneous pool of studies1 (see “Methodological issues” below for further 

information). Considering that, here we describe the method used in the studies reviewed; please 

refer to Vatakis and colleagues [25] and Grondin [1, 21] for a detailed overview of methods not 

described here.  

Time production. In this task, participants have to produce an interval equal to an interval 

previously described (i.e., “Produce 2 seconds”). This method involves the comparison of the 

experienced duration with internal information concerning conventional duration units, such as 

milliseconds and seconds (i.e., reference memory) [26]. A translation from an objectively labelled 

                                                           
1 See Wiener et al. (2014) for a different organization of the motor and perceptual timing tasks. 

Jo
ur

na
l P

re
-p

ro
of



7 

 

duration to a subjectively experienced duration (i.e., time production) has to be completed. Time 

production is an appropriate way for investigating individual differences related to the internal 

clock (its speed rate or variables influencing it)[26, 27]. 

Time reproduction. With this method, participants are required to reproduce the duration of 

the time interval previously presented. First, participants experience the target duration (i.e., 

encoding phase), and then they are asked to delimit a time interval (by pressing a designed key) 

equivalent to the target duration previously presented (i.e., reproduction phase)[27]. This method, 

which relies on a comparison of previously experienced temporal intervals, might be mainly an 

index of the consistency of the subjective time experience, providing less information about the 

variability of the pacemaker rate. Thus, the reproduction method may detect individual differences 

mainly if it is used in the framework of psychophysical studies, in which duration is varied. In 

addition, judgments obtained by using the reproduction method (as well as the production method) 

may be confounded by extraneous variables such as impatience, or the inability to delay a response. 

Data collected from the production and time reproduction tasks may be scored in terms of 

the: (1) relative error (Sd/Od), (2) absolute error (|Sd-Od|), and (3) coefficient of variation (SD/Sd) 

where Sd represents the subjective duration expressed by the participants, Od represents the 

objective target duration presented, and SD, standard deviation, expresses the variability [27]. In 

computing the Sd/Od ratio, the time estimation is expressed in terms of proportion of physical 

duration and then the results are comparable across different temporal intervals. The absolute error 

(|Sd-Od|) reflects the magnitude of temporal error without giving any information regarding the 

duration (i.e., over- or under-estimation). Finally, the coefficient of variation (CV) is an index of 

temporal variability over a series of trials. Higher variability indicates a reduction in time 

performance and has been explained as a manifestation of difficulties in maintaining a stable 

representation of duration.  
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Finally, when participants are engaged with time comparison tasks they are required to 

judge the relative duration of multiple temporal intervals [28]. Within this category falls time 

discrimination where, typically, participants have to judge the relative duration of intervals 

presented successively and to indicate, by pressing the appropriate button, whether the second 

interval was shorter or longer than the first one. One fundamental issue is the measurement of the 

difference threshold (or difference limen, DL), which provides an estimation of discrimination 

sensitivity. It is often defined as the minimal physical difference between two stimuli (e.g., 500 ms 

vs. 550 ms interval) necessary for a participant for noticing the difference between them.  

There are other methods for comparing time intervals. A classical one, originally developed 

in animal studies, but adapted to human timing, is time bisection2. With this task, the “standard 

short” and the “standard long” are first presented several times and are then followed by the 

presentations of one of several intervals whose duration varies from the short to the long standard 

values.  After each presentation of an interval, participants have to indicate whether it was closer to 

the short or to the long-standard [29]. With the bisection method, it is possible to draw a 

psychometric function by plotting the probability of responding “long” on the y-axis as a function 

of the interval value on the x-axis. On this function, the bisection point (BP) in an index of the 

localization of the bisection criterion, i.e. the stimulus duration at which short/long responses occur 

with equal frequency, 50%. An observed shift of the BP can be interpreted as an indicator of 

differences in perceived time, when experimental conditions are directly compared, with smaller BP 

values meaning longer perceived durations. Aside from BP, it is also possible to determine the 

participant’s discrimination threshold (or DL, temporal sensitivity), which is essentially indicated 

by the slope of the function. There are several ways to estimate the DL [1, 21], and from this DL, it 

is possible to calculate the Weber ratio (WR) by dividing the DL by the midpoint value of the 

                                                           
2 Within this category falls also a time generalization task. Since none of the studies included in this review included 

this task, we decided, for brevity, to exclude it from the description. 
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standard intervals used to conduct the experiment. Using the WR allows the comparison of time 

sensitivity at different duration ranges [30, 31]. A participant with a high degree of temporal 

sensitivity will have a low DL (and a low WR).  

It is critical to evaluate if the stimulation acts on perceived duration (i.e., changing the 

subjective feeling of the duration of a temporal interval producing a change of the BP) or on 

temporal sensitivity (i.e. CV or WR). These considerations are of fundamental interest for a correct 

interpretation of the effects of stimulation on temporal processing and to evaluate the brain areas 

and circuits involved in temporal processing. 

Modality and temporal ranges 

Even though there are no sensory organs specifically dedicated to time perception, it is 

possible to process durations within various sensory modalities (auditory, visual, and tactile). This 

ability to integrate multisensory information over time is fundamental for developing a coherent 

perception of the world and to adapt behaviour to the multiple environmental changes [32]. 

However, although time perception seems to be independent of any specific sensory modality 

different data lead to moderate this assumption. Indeed, some behavioural [33, 34] and 

electrophysiological [35] studies indicated that the ability to process durations is influenced by the 

sensory input. It has been shown that temporal intervals are judged as longer when marked by 

auditory rather than by visual stimuli. In addition, different data have revealed that sensitivity to 

time is better (lower variability) in the auditory rather than visual modality, a finding that applies to 

both filled and empty intervals [21].  

A general tendency in timing literature is to emphasize a distinction between intervals above 

and below1s, which is based on differential pharmacological effects [11, 12] and on patient studies 

with various brain damages [14, 15, 36, 37]. Moreover, researchers claimed that the processing of 

shorter intervals is more sensory based, or benefits from some automatic processing, whereas the 

processing of longer intervals requires the support of cognitive resources [38]. Even if this “1-s” 
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transition period remains somewhat arbitrary, there is certainly some turning point on the time 

continuum given the benefit one should expect from adopting an explicit counting strategy for 

processing long temporal intervals [39-41]. Indeed, there are empirical reasons to believe that this 

transition occurs circa 1.2s at least for the processing of auditory time intervals, the Weber fraction 

for time increasing for intervals longer than about 1.3–1.5 s [30, 31]. Recently, Nani and colleagues 

in their meta-analysis of fMRI studies [10] confirmed that both subsecond and suprasecond tasks 

recruit cortical and subcortical areas, but subcortical areas contribute more to the pattern associated 

with subsecond intervals than to the pattern associated with suprasecond intervals, which instead 

receives more contributions from cortical activations. This is in line with the idea that distinct 

timing mechanisms may operate at different timescales [42], as well as to the idea that intervals 

below the 1-sec range are supposed to be more dependent on sensory and automatic processes, 

whereas the detection and estimation of intervals longer than 1-sec are thought to rely more on 

cognitive functions [12, 37, 38, 43]. 

 

Transcranial magnetic stimulation and transcranial electric stimulation techniques 

Brain stimulation techniques are widely used in neuroscience research. The most important 

feature of these methods is that they allow non-invasively intervening (e.g., excitation or inhibition) 

on neural tissues through the skull, so that causal inferences can be made about the role of a cortical 

area in cognitive functions or tasks [44, 45]. Two methods are the most known and commonly used: 

transcranial magnetic stimulation (TMS; Figure 1), and transcranial electric stimulation (tES; Figure 

1) [46, 47]. 

Transcranial magnetic stimulation 

 Transcranial magnetic stimulation (TMS) involves delivering a brief magnetic field through 

a stimulation coil to the human scalp. The rapidly changing magnetic field generates, for the 

principles of electromagnetic induction, a transitory electric current in the underlying neural tissue 
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causing depolarization of a neuronal population [48]. The effect of TMS has been characterized at 

the physiological level mostly by the use of electromyography (EMG). When TMS is applied to the 

primary motor cortex, a muscle twitch is produced in the contralateral hand, via depolarisation of 

the neurons of the corticospinal tract. The amplitude of the motor-evoked potential (MEP) recorded 

from the limb, reflects the level of excitability of the corticospinal system. Beyond stimulation of 

the primary motor (and visual) cortex, however, the physiological mechanisms underlying the 

effects observed in cognitive tasks remain not fully understood. Some authors proposed that TMS 

effects can be conceptualized as “neural noise". Since the stimulation induces action potentials that 

are not directly associated with the ongoing neural activity, its effect may depend upon the specific 

signal/noise relationship in the neural population at a specific point. This can result in both positive 

(facilitation) and negative (interference) behavioral outcomes [49]. In any case, TMS effects can 

vary depending on the intensity, frequency and duration of stimulation, and the current state of the 

targeted region.  

 The most common stimulation protocols include ‘single-pulse’ stimulation, ‘paired-pulse’ 

TMS, standard repetitive TMS (rTMS) and patterned TMS (e.g., Theta-burst stimulation-TBS) [50].  

TMS may be administrated “on-line” or “off-line”: In the first setting, TMS (single-pulse, paired-

pulse or rTMS) is applied during task execution and participant’s performance during stimulation is 

compared with a sham condition or with performance during stimulation of a control area (i.e., area 

not expected to be involved in time processing) whereas in the latter (rTMS or TBS), the 

participant’s performance is compared before and after stimulation. With “on-line” paradigms, 

TMS can induce interference in a specific time window in which the cognitive process of interest 

takes place. The duration of the effect produced by a single TMS pulse is in the order of 

milliseconds. This is particularly interesting in those tasks in which it is possible to distinguish 

between encoding and production phase (time reproduction task) or in which two temporal intervals 

are compared (time discrimination task). With “off-line” protocols, repetitive TMS can lead to 
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synaptic plasticity, long-term potentiation (LTP)- and long-term depression (LTD)-like 

mechanisms, resulting in a modulation of cortical excitability that may last several minutes to about 

1 hour after stimulation. With low-frequency TMS, a series of pulses with a frequency ≤ 1 Hz (e.g., 

for 15 minutes) is thought to suppress cortical excitability [50, 51] although it may not always cause 

inhibitory effects [52]. On the other hand, higher frequency TMS (> 1 Hz) is expected to have 

facilitatory effects. TBS is also able to cause lasting physiological changes after short stimulation 

durations, and its effects may exceed those of standard rTMS. The advantage of TBS is that a 

relatively large number of pulses can be delivered in short time [45, 53]. With continuous TBS 

(cTBS), 3 pulses of stimulation are given at 50 Hz, repeated every 200 ms (5 Hz), typically for 40 s, 

for a total of 600 pulses. CTBS may result in inhibitory after-effects. With intermittent TBS (iTBS) 

a 2 s train of TBS is repeated every 10 s, resulting in facilitatory after-effects [54]. When single-

pulse TMS of the motor cortex is used to probe the effect of TBS, continuous stimulation results in 

a reduction of MEPs amplitude, while intermittent TBS leads to an increase of MEPs amplitude 

[55]. Finally, other TMS protocols that can be defined as "patterned" are quadripulse TMS [56] 

paired associative stimulation (PAS [57]) and cortico-cortical paired associative stimulation 

(ccPAS, [58]) which allow the study of brain connectivity mechanisms. With ccPAS, TMS pulses 

are contingently and repeatedly delivered to distal cortical regions (e.g., frontal and parietal 

cortices) to modulate the synaptic strength of neural connections [58].  

The spatial resolution of TMS, which depends on the stimulation parameters, the shape of 

the stimulation coil, and the target area, has been estimated in the order of ~ 1-2 cm2 [59] or less 

[60, 61]. However, studies combining different neuroimaging methods (e.g., TMS-EEG) revealed 

that the stimulation spreads trans-synaptically over connected areas [62-64]. Therefore, beyond its 

direct effects (those induced in the neural tissue directly affected by the magnetic field), TMS has 

indirect effects, which limits its focality. 
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While the relatively high temporal resolution of on-line TMS is of great interest for the 

study of time processing, TMS also has many disadvantages, which include the sound and the 

sensation emitted during the stimulation. A number of studies have previously reported that the 

presentation of a rapid series of auditory clicks alone is capable of leading to the subjective 

lengthening of perceived duration, possibly by increasing arousal, thereby increasing the speed of 

the pacemaker [65-67]. Moreover, some aversive sensations may be reported during TMS [47]. 

These limitations are overpassed by transcranial electric stimulation techniques, which, on the other 

hand, have other limitations. 

[Figure 1 about here] 

Transcranial electric stimulation 

 These techniques deliver a weak electrical current through two scalp electrodes by a 

portable battery-powered stimulator to induce a temporary modulation of the cortical excitability. 

The low-intensity electrical field generated by electrical stimulation is subthreshold, and not 

changing rapidly enough to induce action potentials in resting neurons. It is capable of modifying 

neuronal transmembrane potentials, therefore modulating spontaneous firing rates. Three types of 

electric stimulation can be used depending on the type of current delivered: transcranial direct 

current stimulation (tDCS), transcranial random noise stimulation (tRNS) and transcranial 

alternating current stimulation (tACS). In all cases, two electrodes are placed over the scalp with 

current delivered normally between 1 and 2 mA [46, 68, 69]. 

 tDCS effects depend on polarity; cathodal stimulation leads to hyperpolarization and, 

consequently, to inhibition, while anodal stimulation causes the resting membrane potential to 

become more positive and, therefore, it results in facilitation. However, these effects do not appear 

to be consistent across studies. Indeed, this distinction is confirmed especially by studies on motor 

function [70, 71]: using anodal tDCS over the motor cortex increases the amplitude of TMS-evoked 

MEPs and using cathodal tDCS decreases MEPs amplitude. 
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Outside the motor system, there is no necessary correspondence between excitation/inhibition and 

behavioural improvements/impairments, since the timing of stimulation, the excitability status of 

the cortical area and the type of task, among others, can influence the outcome [72, 73]. 

 tRNS and tACS are highly effective methods for avoiding directional sensitivity of standard 

tDCS; with tRNS, the frequency of the current varies in a random manner changing within a 

spectrum of oscillations ranging from 0.1 Hz to 640 Hz, whereas, tACS uses a sinusoidal current 

that allows manipulation of intrinsic cortical oscillations [46, 69]. tACS is not intended to excite or 

inhibit cortical activity monotonously but the main goal of tACS is to influence brain oscillations 

[74].  

 Potential effects of tES might be related to the improvement of the signal-to-noise ratio in 

the central nervous system and to the sensitization of sensory processing [75, 76]. It was suggested 

that tRNS and tACS may increase synchronization of neural firing through amplification of sub-

threshold oscillatory activity, which in turn reduces the amount of endogenous noise [75]. 

Therefore, the effects of tRNS might be based on mechanisms such as stochastic resonance [77, 78].   

 tRNS after-effects are intensity-dependent; stimulation at 1.5 mA leading to excitability 

after-effect is comparable to what has been observed with anodal tDCS, whereas a lower intensity 

(0.4 mA) leads to inhibitory after-effect comparable with cathodal tDCS [79, 80]. Terney et al. [81] 

reported that tRNS induces cortical excitability increases lasting 60 min after stimulation. 

Moreover, tACS applied with a frequency of 140 Hz, the so-called ‘‘ripple frequency’’, has been 

shown to increase excitability in a similar way to both anodal tDCS and tRNS [80]. Interestingly, 

the after-effects of tRNS and tACS are intensity dependent. Intensity stimulation at 1.0 mA tRNS or 

tACS leads to excitability after-effects that are comparable to what has been observed with anodal 

tDCS. However, the lower intensity at 0.4 mA tRNS or tACS leads to inhibitory after-effects 

comparable to those observed with cathodal tDCS [80].  
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 Few studies have been conducted to directly compare efficacy in cortical excitability 

alteration and tRNS resulted in the largest significant increase in motor evoked potentials (MEPs), 

suggesting that tRNS is the most effective tES method [79, 82, 83]. Interestingly, less sensory 

sensations are reported during tRNS and tACS, compared to tDCS [84]. Therefore, the application 

of tRNS might be better suited for placebo-controlled studies [82, 85].  

 

Methods 

Studies selection 

A computer-based search involving PsycInfo, PubMed and Web of Science was conducted up to 

February 2019 using the terms: “Time perception”, “time processing”, “time reproduction”, “time 

production”, “time discrimination”, “time bisection”, “brain areas”, “transcranial magnetic 

stimulation”, “transcranial electric stimulation” (tDCS, tRNS and tACS). In addition, reference lists 

from published reviews, books, and chapters were checked to identify studies that may not have 

been found when searching on databases. The research was conducted independently by the first 

author and by the library assistant at the Department of General Psychology, Padova University 

(Italy). To be included in the systematic review studies have to meet the following inclusion 

criteria: 

 to use transcranial magnetic stimulation 

 to use transcranial electric stimulation such as tDCS, tRNS and/or tACS 

 to use prospective and explicit timing  tasks  

 to include healthy participants 

Systematic review 

 The literature screening and final selection have been performed according to the PRISMA 

guidelines [86]. This procedure is summarized in the PRISMA flow diagram (Table 1 

Supplementary materials). The research methods resulted in a combined total of 262 published 
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articles. The abstracts and full paper were reviewed independently by the authors GM and FS to 

eliminate articles according to the following exclusion criteria: review articles; papers that included 

patients (i.e., Parkinson’s or Alzheimer’s disease) or any other cognitive impairment (i.e., aphasia); 

children and studies that used implicit timing tasks (i.e., foreperiod tasks)[24]. Importantly, we also 

excluded studies that tested a combination of time, space and number in which it was not possible to 

isolate time performance [87]. Applying the PRISMA procedure, a total of 27 original articles were 

found eligible to be included in the systematic review (Table 1 Supplementary materials). The 

authors GM and FS and a colleague (PT, in the acknowledgements) extracted and checked the data 

independently. 

 

TMS and tES studies of time processing 

Cerebellum 

The importance of the cerebellum in timing is well documented, in particular in tasks that 

require motor behaviour with a strong temporal aspect [88-91]. Recently, Breska and Ivry [92] 

documented a double dissociation in patients with cerebellar degeneration and Parkinson’s patients 

providing causal evidence for functionally non-overlapping mechanisms of rhythm and single-

interval temporal prediction for attentional orienting. Patients with cerebellar damage exhibit 

increased temporal variability both in producing timed movements and in discriminating durations. 

Therefore, cerebellar patients perform poorly even in those tasks in which they are required to 

estimate certain durations without necessarily performing movement.  

Table 1 summarises the TMS studies targeting cerebellum. The studies included visual 

(n=2), auditory (n=4) and tactile (n=1) modalities as well as both sub- (n=7) and supra-second 

intervals (n=4). Koch et al. [93] reported in two studies that rTMS (offline at 1 Hz for 10 min; 

visual modality) selectively disrupted subject’s performance (perceived duration) for the sub-second 

(500 ms) but not supra-seconds time intervals when rTMS was applied over the left side 
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(Experiment 1). In Experiment 2, the authors extended these findings reporting an over-

reproduction only when stimulation (20 Hz) was applied during the encoding phase. Similarly, Lee 

and colleagues [94], using auditory stimuli, showed temporal over-estimation for sub-second (400 - 

800 ms) intervals when rTMS was applied over medial cerebellum (1 Hz for 8 min). Both Koch et 

al. [93] and Lee et al. [94] included also supra-second intervals (2000 ms and 1000-2000 ms, 

respectively) and showed an absence of cerebellar involvement in the perception of supra-second 

time intervals. Only Grube et al. [95] used an online procedure with theta-burst TMS (20-ms 

intervals at 5 Hz repeated every 200 ms) with auditory stimuli. Their results showed a higher 

discrimination threshold (lower performance level) in sub-seconds intervals (300-600 ms). Finally, 

Fierro et al. [96] used tactile stimuli with sub-second intervals (300-500 ms) and showed worsened 

temporal discrimination with rTMS applied over the right side (1 Hz, 15 min). All studies besides 

Gironell et al. [97] reported variations in time processing. It is important to note that Gironell and 

colleagues [97] used very long intervals (180 s; 5 Hz) and temporal misperceptions in patients with 

cerebellar disorder are normally conducted with sub-second intervals [88-92, 98]. The results of 

these studies are in line with the proposal that different neural systems are involved in sub- and 

supra-second timing, with the former mainly subserved by the cerebellum [94].   

 The involvement of the cerebellum in sub-seconds timing is confirmed in previous TMS 

studies, but the specific role of each hemilateral part of it remains to be determined. A previous 

review of TMS studies [99] reported a preferential involvement of the right cerebellum in sub-

second timing, with left hemisphere involvement being inconsistently noted. However, some 

patients’ studies suggest that temporal impairment is more pronounced in patients with left 

cerebellar damage than in patients with right cerebellar damage [88, 92, 100, 101]. Wiener et al. [9] 

showed bilateral activation in the posterior cerebellum. As far as we know, after 2007, no studies 

have been conducted testing the involvement of the cerebellum in explicit timing; therefore; the 
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results are still mixed with some studies reporting compromised time processing after right [94, 96], 

left [93], medial [94, 95] or bilateral [93] TMS and more studies should be conducted.  

Interestingly, TMS over cerebellum seems to affect perceived duration rather than temporal 

variability. The findings of Koch et al. [93] showed that the cerebellum is involved in the initial 

encoding phase of a stimulus, but not during its subsequent reproduction; cerebellar involvement in 

encoding may suggest a role in clock functioning, but the clock-stage is also involved during the 

reproduction phase, therefore with regards to scalar timing theory, the mechanistic role of the 

cerebellum cannot be stated with certainty [102].  

 

 [Table 1 about here] 

 

Occipital cortex 

Table 2 summarizes the studies that investigated the role of occipital cortex in time 

processing with TMS. Three studies are included and all reported modality-dependent activation of 

different occipital cortical areas; more specifically, higher discrimination threshold and higher 

variability were observed.  

 Bueti et al. [103] and Kanai et al. [104] included both visual and auditory stimuli, 

demonstrating with TMS that the extrastriate visual cortex (V5/MT) and the primary visual cortex 

are selectively involved in processing visual stimuli. All the studies that targeted occipital cortex 

employed time discrimination task with sub-second intervals, giving more methodological 

consistency across studies. Kanai et al. [104] was the only study using an offline procedure with 

theta-burst TMS (50 Hz) whereas Bueti et al. [103] and Salvioni et al. [105] opted for an online 

procedure that gave the authors the possibility to specifically target the standard or the comparison 

interval. Bueti et al. [103] applied 12-Hz stimulation for 500 ms at the onset of the comparison 

interval whereas Salvioni et al. [105] applied paired-pulse TMS at the onset of the standard 
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(Experiment 1) to test the involvement in encoding time, and at offset of standard (Experiment 2) to 

control for the involvement of occipital area during the retention period. 

Interestingly, Table 6 reports studies with electric stimulations. In particular, Mioni et al. 

[106] and Mioni [107] targeted V1 with tDCS and tRNS, respectively, and both studies confirmed a 

modality-specific role of V1 in temporal processing. Moreover, in both studies employing electric 

stimulations, we observed a different effect of stimulation on perceived duration: cathodal tDCS 

increased temporal variability, whereas tRNS affected perceived duration causing a temporal over-

estimation.  

Taken together, these studies showed that stimulating both V1 and MT/V5 close to the end 

of the visual standard interval increased variability. Furthermore, stimulating V1 increased 

variability only when applied early in the retention interval, whereas stimulating MT/V5 disrupted 

performance only when it occurred in the middle of the retention interval. These findings suggest an 

involvement of the occipital cortex in timing that goes beyond simple stimulus encoding as 

previous research suggested that V1 neurons may learn to encode temporal expectancies [108]. 

Interestingly, the results of Salvioni and colleagues [105] showed different involvement of V1 and 

MT/V5 at different perceptual levels, which warrants further investigation. Additional tasks and 

duration lengths should also be explored with occipital stimulation, in order to determine if the 

results of the above-mentioned studies are due to task-specific effects (sub-second, perceptual) or to 

domain-general processes. 

 

[Table 2 about here] 

 

Temporal cortex 

Table 3 summarises the four studies that investigated the contribution of temporal cortex in 

timing. All tested the contribution of auditory areas, in particular, the right superior temporal gyrus 

Jo
ur

na
l P

re
-p

ro
of



20 

 

(STG) in temporal processing, following previous findings reporting selectively right-side 

activation during timing tasks [109]. All studies beside Giovannelli et al. [110] used sub-second 

intervals; Bueti et al. [111], Giovannelli et al. [110] and Kanai et al. [104] used auditory and/or 

visual stimuli whereas Bolognini et al. [112] was the only study employing tactile stimuli. Bueti et 

al. (online, 10 Hz) [111] showed lower accuracy after right STG stimulation; the results were 

further extended by Kanai et al. [104] showing higher discrimination threshold when targeting 

(offline theta-burst) the primary auditory cortex for both auditory and visual stimuli. Their findings 

first suggested that STG might play an important, supramodal role in temporal processing. These 

conclusions were also supported by Mioni et al. [106] who targeted primary auditory cortex with 

online tDCS (Table 6). Results showed higher temporal variability under anodal and cathodal 

stimulation independently of the modality (visual or auditory) used for marking intervals.  

Bolognini et al. [112] used a tactile time discrimination task with single-pulse TMS (offline) 

and showed a temporal disruption when TMS was applied over the left STG 180 ms after the tactile 

presentation. The authors also concluded that there is a causal involvement of the auditory areas in 

the processing of the duration of somatosensory events, suggesting that the role of the STG is not 

limited to the processing of auditory material. However, the results provided by Giovannelli et al. 

[110] go in a different direction; in fact, these authors failed to report an effect of rTMS in time 

discrimination (same localization as in Bueti et al., [111]). One important difference is the temporal 

range employed; in fact, Giovannelli et al. [110] used auditory stimuli between 800 and 1200 ms 

whereas Bueti et al. [111] and Kanai et al. [104] used durations below 1s (around 600 ms).  

One hypothesis for the modality-independent role of STG in timing could be that inputs 

from other sensory modalities (visual or tactile) are automatically converted to an auditory 

representation when its duration is estimated. Although this hypothesis needs further support, it is in 

line with a previous study showing that time estimation is mediated by phonological working 

memory [113]. Since the phonological loop is supported by bilateral auditory cortex and inferior 
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frontal gyrus [114], it seems plausible that a disruption of a part of the network supporting 

phonological working memory impairs time perception whatever the sensory modality used to mark 

time. Altogether these studies seem to support the hypothesis that the auditory cortex is involved in 

somatosensory processing and also that multisensory integration occurs at an early stage of 

temporal processing. 

 

[Table 3 about here] 

 

Frontal cortex 

Table 4 reports the studies that investigated the contribution of frontal cortex in timing. A 

first interesting consideration is that in 7 experiments across 6 studies, all except one [110] used a 

time reproduction or time production tasks with supra-second intervals. This consistency is 

probably the first intriguing finding in line with the idea that frontal areas are involved in temporal 

processing, mainly when supra-second intervals have to be processed. However, the temporal 

misperception observed in these studies is probably due to a disruption of other cognitive functions 

(attention and working memory) involved in the task rather than due to a genuine temporal 

impairment [37]. This hypothesis is in line with the idea that separate neural timing systems are 

recruited when intervals from different temporal ranges (sub- and supra-second) have to be 

processed. Lewis and Miall [38] distinguished between an ‘automatic’ system drawing mainly upon 

motor circuits (sub-second) and a ‘cognitively controlled’ system (supra-second) that would depend 

upon prefrontal and parietal regions.  

Koch and colleagues [115] first targeted (1 Hz offline) the dorsolateral prefrontal cortex 

(DLPFC) and observed an under-reproduction of supra-second intervals, but this happened only 

following a right DLPFC stimulation. Jones et al. [116] replicated this effect (brief trains of 20Hz 

rTMS, online); crucially, the effect only occurred for supra-second intervals and when stimulation 
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occurred during reproduction, not during the encoding phase. However, Koch et al. [93] observed 

temporal over-reproduction of supra-second temporal intervals (offline 1 Hz) when the stimulation 

was applied over the right DLPFC. Gironell et al. [97] also targeted the right and left DLPFC with 

5-Hz stimulation in trains of 10 s with an inter-stimulus interval of 30 s (online); their participants 

had to perform a 180-sec interval production task. Surprisingly, no effect of stimulation was 

observed but this result might be explained by task characteristics. In fact, time reproduction task 

recruits higher-order cognitive functions (e.g., attention, working memory, executive function) to 

keep active the reference duration in order to subsequently reproduce them). Conversely, the time 

production task used by Gironell et al. [97] may require less involvement of attentional, working 

memory and executive function abilities (see “Different methods to investigate time perception” 

section, above). Moreover, it is important to note that in Gironell’s et al. [97] study, participants 

were asked to internally count during the production of time intervals and this may have helped 

participants performing the task [117]. 

These studies suggest that the right DLPFC plays a role in temporal processing when supra-

second intervals are employed and in particular in the reproduction phase [116] that requires 

reactivating previously stored temporal information. This is also consistent with Mioni et al. [118]’s 

findings reported in Table 6. The authors used sub-second intervals marked with visual and auditory 

stimuli and showed no effect of tRNS over the DLPFC (F4), confirming the role of right frontal 

areas in supra-second processing. 

However, inconsistencies persist with respect to the direction of the TMS effects over 

DLPFC, which might be explained by methodological differences between the studies. Koch et al. 

[93] found temporal over-reproduction while Jones et al. [116] found temporal under-reproduction 

with temporal intervals within the same temporal range (500-2000ms; see Table 4).  However, in 

the first study, the authors used filled visual stimuli, while in the latter, the authors used empty 

visual stimuli. Interestingly, Santi and colleagues [119] showed that rats made more long responses 
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for filled than for empty intervals, suggesting a lengthening effect of filled intervals and confirming 

the different over- and under-reproduction observed by Koch et al. [93] and Jones et al. [116]3. 

Moreover, in another study, Koch et al. [115] used longer temporal intervals (5-15 sec) and also 

asked participants to perform a concurrent non-temporal task during the encoding and reproduction 

phases, i.e., read random digit aloud.  The inclusion of a concurrent secondary task might have 

reduced attentional resources dedicated to time, causing temporal under-reproductions [20, 21]. 

This hypothesis, which would explain the over- and under-reproductions observed by Koch et al. 

[93] and Koch et al. [115], is consistent with the Attentional gate model [120]: when less attention 

is allocated to time, less temporal information is stored in the accumulator and the temporal interval 

is judged to be shorter than the reference duration.  

Three studies also tested the supplementary motor area (SMA) but did not find any effect of 

stimulation on perceived duration, Dusek et al. [121] observed reduced variability at 10 s only, 

whereas Giovannelli et al. [110] found slightly faster reaction time following rTMS but 

irrespectively of area of stimulation (the authors tested also parietal and temporal cortices, see 

Tables 3 and 5). This finding may be surprising, as the SMA is the most commonly activated region 

across neuroimaging studies of time perception in every task context [9, 122]; moreover, a recent 

study by Protopapa and collaborators [123] showed that SMA’s neural units tuned to different 

durations and that are mapped in contiguous portions of the cortical surface so as to form 

chronomaps. One possible explanation is that timing-sensitive regions of the SMA may lie within 

deeper layers of the cortex that the TMS pulse cannot penetrate down to. In addition, based on 

recent evidence [123], SMA may be functionally divided into pre-SMA and SMA, an issue that was 

never considered in previous TMS studies. In fact, Wiener [99] commented that the pre-SMA is 

                                                           
3 For an analysis of the potential impact of using filled vs. empty intervals, see Grondin (2003). 
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more likely to be activated in perceptual studies of timing, whereas the SMA proper is more 

commonly found in motor timing studies [9].  

 

[Table 4 about here] 

 

Parietal cortex 

Table 5 and Table 6 summarise the studies conducted with TMS and tES that investigated 

the contribution of parietal cortex in timing. A preliminary consideration relates to the fact that the 

majority of studies using non-invasive brain stimulation techniques have been targeting this area 

and confirming the well-known involvement of parietal areas in timing. The role of the parietal 

cortex in temporal processing has been observed in previous fMRI [124-126] and 

electrophysiological studies [35]; interestingly, the parietal cortex is considered a multimodal region 

[103] as it is involved in multisensory integration [127, 128].  

TMS studies 

In line with the idea that the parietal cortex is multimodal region, Bueti et al. [103] 

stimulated (12 Hz; online procedure) the left and right inferior parietal cortex (IPC, angular gyrus 

AG) with auditory and visual stimuli using a time discrimination task (600-ms standard). The 

authors demonstrated a supramodal role of the right AG, with increased variability for both auditory 

and visual temporal discrimination tasks following stimulation occurring at the comparison stimulus 

onset. Within the papers that used only auditory stimuli, Alexander et al. [129] targeted the left and 

right IPC (AG) with offline 1 Hz stimulation. Participants’ performance was weakly affected by 

TMS (increased reaction time, but no change in variability or accuracy) after a right stimulation. 

Similarly, Giovannelli et al. [110] used a time discrimination task with supra-second intervals (1 

Hz) and observed higher reaction time after right TMS stimulation. Only Riemer et al. [130] (time 
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discrimination; supra-second intervals) showed increased variability (DL) but no effect on 

perceived duration (PSE) or reaction time after theta-burst stimulation.   

Considering the studies that used visual stimuli and time discrimination tasks, Dormal et al. 

[131], who worked with sub-second intervals, showed no effect of offline TMS (1 Hz 15 min) after 

left and right sides stimulation. In two more studies, Wiener et al. [132, 133] stimulated the 

supramarginal gyrus (SMG) of the inferior parietal lobe. The authors demonstrated that right, but 

not left, SMG stimulation (online, 10 Hz) induced a significant variation in perceived duration 

[132]. Specifically, the rTMS effect was in the opposite direction in the two experiments presented. 

Whereas rTMS during the standard stimulus in Experiment1 led to a decrease in the proportion of 

trials in which subjects indicated the standard (first) stimulus was longer, rTMS during the 

comparison stimulus led to an increase in the proportion of trials in which subjects indicated that the 

comparison (second) stimulus was longer (Experiment 2). Furthermore, Wiener et al. [133] 

replicated this lengthening effect using rTMS (10 Hz) over the right SMG. Stimulation of the right 

SMG seems to selectively increase perceived duration, as this increase occurred during stimulation 

of either the standard (first) or comparison (second) stimulus. Any disruption of the mechanisms 

involved in memory or decisional processing would probably not help explaining the results.  

A group of studies also used time reproduction tasks with supra-second intervals. Oliveri et 

al. [134] (Experiment 1) showed that the inhibition of the right IPC (AG) caused by rTMS (1 Hz for 

10 min) induces a directional bias with subjects under-producing half of a time interval (time 

reproduction – half reproduction4). Moreover, in Experiment 3 of the same study, the authors 

showed that the under-reproduction of bisected5 interval, following rTMS on the right IPC, was 

specifically observed when rTMS trains were delivered online during the retrieval phase of the time 

reproduction task. The authors speculated that the PPC becomes critical when timing requires the 

                                                           
4 See note 1 on Table 5 

5 See note 1 on Table 5 
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integration of spatial processes (see also [16]), as when participants are required to reproduce half 

of the encoded interval. A disruption of the right PPC could cause temporal neglect while subjects 

are retrieving half of a previously encoded time interval. This might mimic the rightward error 

made in line bisection tasks by patients with hemispatial neglect following right-brain-damage, or 

when healthy subjects receive rTMS on the right IPC (Experiments 2 and 4[134]). Finally, Dusek et 

al. [121] showed increased variability after theta-burst stimulation of precuneus but only for 5 sec 

intervals, whereas and Rocha et al. [135] showed higher accuracy after rTMS (offline, 1 Hz 15 min) 

over the superior parietal cortex (Pz electrode correspondence 10/20 EEG system), but only at 4 and 

9 sec. 

tES studies 

Within the tES studies that used electric stimulations over the parietal cortex, all except 

Mioni et al. [118] used tDCS (anodal/cathodal) with visual stimuli with both visual and auditory 

stimuli. Vicario et al. [136] and Mioni et al. [118] used an extracephalic montage, Javadi et al.[137] 

used a bilateral montage (P3/P4) and Oyama [138] positioned the reference electrode over the 

contralateral supraorbital area.  

Taking advantage of the different effects of anodal and cathodal stimulations, Vicario et al. 

[136] and Javadi et al. [137] investigated the different involvements of left and right PPC in timing. 

Vicario et al. [136] showed that cathodal stimulation over the right PPC affected temporal accuracy 

by leading participants to over-reproduce time intervals; when the cathodal stimulation applied to 

the left PPC, it reduced the variability when reproducing temporal intervals. Javadi et al. [137] 

showed that application of anodal tDCS to the left-PPC and cathodal tDCS to the right-PPC 

impaired temporal accuracy in the time discrimination task, while application of anodal tDCS to the 

right-PPC and cathodal tDCS to the left-PPC increased accuracy in the duration judgment task. 

Finally, Oyama et al. [138] and Mioni et al. [118] only targeted the right PPC and observed 

improved temporal discrimination after cathodal stimulation and a lengthening effect after tRNS 
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stimulation. Direct comparisons between these studies are difficult considering the methodological 

differences. Nevertheless, what can be said is that left and right PPC seem to play different roles in 

temporal processing, with more critical involvement of the right side. 

 

[Tables 5 and 6 about here] 

 

Discussion 

Many cortical (parietal, premotor, and prefrontal) and subcortical (basal ganglia and 

cerebellum) brain structures have been reported to be implicated in the processing of temporal 

information and this, independently from the sensory modality of the stimuli marking time intervals 

[9, 14, 15]. Although there is only a partial agreement regarding the relevance of all these structures 

to time processing, the challenge is to explore whether these areas have dissociable or 

interchangeable/overlapping functional roles and therefore whether these areas support the same or 

different temporal mechanisms.  

Wiener et al. [99] conducted an interesting review of TMS studies and concluded it with 

important remarks regarding future TMS studies. For example, setting task difficulties based on the 

participant’s level can elucidate effects that may not otherwise be apparent (intra-subjects 

variability). Also, site selection requires great care; some studies localised the targeted areas based 

on individual fMRI whereas others used group imaging. The authors concluded their work with 

suggestions for future studies, including among others the use of theta burst stimulation to induce 

both excitatory and inhibitory effects or to investigate the combination of TMS with other 

methodologies (see [139] for new insights on co-registration).  

The number of studies using TMS has not increased much recently, but new non-invasive 

brain stimulation techniques have been employed in the study of time processing. What is ironic is 

that the alternative tool selected, the tES has some technical advantages (less noise and less 
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sensation reported), but, also some disadvantages (poor spatial and temporal resolution). Moreover, 

the expected facilitatory-like effect, with anodic stimulation, and inhibitory-like effect, with 

cathodal stimulation, are hardly observed with cognitive tasks as it is within the motor domain [72, 

73, 140]. Although several studies revealed an effect of tDCS over cognitive functioning, there is no 

systematic correspondence between the anodal-excitation and cathodal-inhibition effects since 

several important factors such as the timing of stimulation, the excitability status of the underlying 

cortical tissue, the site of application, and the type of task, all have a critical role in determining the 

outcome of this stimulation procedure [46, 69, 79].  

Despite that, the new studies moved forward the understanding of the organization of brain 

areas in temporal processing. Cerebellum and occipital areas seem to be mainly involved when sub-

second intervals are employed (Tables 1 and 2). With regards to the scalar timing theory, can we 

consider these areas as part of the internal clock functioning? The majority of studies showed an 

effect of TMS on perceived duration, suggesting an effect at the internal clock level rather than at 

the memory or decisional stage. If the cerebellum seems to be involved independently of the 

stimulus modality, a clear modality-specific role of the occipital cortex emerged from the present 

review of the literature. However, more studies need to be conducted in particular to investigate the 

role of the primary visual area in time processing since very few studies have been conducted so far 

and any TMS effect on visual time perception could be due to disruption of incoming signals.  

The auditory cortex and, in particular, the superior temporal gyrus, seems to be a multi-

modal area involved in sub-second temporal processing. In fact, temporal misperception was 

observed with/after TMS on visual, auditory and tactile stimuli, with a greater effect on perceived 

duration but also on temporal variability. The supra-modal involvement of auditory areas in 

temporal tasks has been associated with a strategic use of auditory-based mental representations for 

time estimation. A speculation originally proposed by Kanai et al. [104] is that visual information is 

converted into an auditory code for temporal computation. This hypothesis is interesting because it 
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offers an insight into the relationship between visual and auditory timing systems and highlights a 

possible link between modality independent and modality-specific temporal mechanisms. 

The more puzzling findings emerge from the studies that targeted the parietal cortex. Again 

it seems that this area, in particular, the right angular gyrus, is involved in the multi-modal 

processing of sub-second intervals [16, 103]. However, Oliveri et al. [134] showed involvement of 

this area also in supra-second temporal processing (only visual stimuli), specifically during the 

reproduction phase of an interval reproduction task. The authors concluded that the angular gyrus 

has a crucial role in the “when pathway” of the brain; in addition, their results with a spatial 

bisection task led the authors to conclude that this region becomes critical in timing when time 

processing requires the integration with spatial processes. It has been shown that the angular gyrus 

plays a role in switching attention and allocating attentional resources [15] and attention to action 

with a strong spatial component [141, 142]. Following the distinction between “motor” and 

“perceptual” [9, 10], the parietal cortex and subcortical areas seem to be activated more extensively 

with “motor” than “perceptual” timing for their rule in building spatio-temporal representations and 

then voluntary orienting motor responses [10, 134]. Also, the parietal cortex processes other 

magnitude features, including size and number. It is, therefore, possible that an approximate timing 

system, similar to numerical-tuned responses, also exists within this region[16].  

More consistency across studies comes from the stimulation of the frontal area. Taken 

together, the studies targeting the frontal area show an involvement of the right DLPFC in supra-

second processing (Table 4). This is in line with studies with frontal patients suggesting that 

temporal impairment in these patients is related to the deficits in cognitive functions involved in 

temporal processing such as working memory, attention and executive functions, rather than to 

impairment in time estimation per se [37]. Despite a variety of fMRI studies [9, 10, 122] showing 

activation of SMA in both perceptual and sensory-motor processing of temporal intervals, the data 

from TMS studies did not confirm these findings. As stated above, one possible explanation is that 
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timing-sensitive regions of the SMA may lie within deeper layers of the cortex that the TMS pulse 

cannot penetrate. Future studies should be conducted in particular in line with a recent review of 

fMRI studies [10]. 

Overall, it seems likely that a wide range-distributed neural network is useful to process 

time information, with a prevalent involvement of specific structures that depends not only on the 

duration of the time interval to be assessed by the brain but also on the task adopted and the 

modality of the stimulus marking time. The hypothesis that timing may be mediated by multiple 

distinct procedures also accounts for the lack of neurologic disorders characterized by a profound 

and selective impairment in temporal processing [14, 37, 98].  

The present review adds to previous works [9, 98] by offering an updated review of studies 

that used TMS and a new group of studies using tES. These recent studies shed new light on our 

understanding of the neuropsychology of temporal processing. Nevertheless, the present review also 

allows critical observations regarding the specificity of each method of stimulation used deserve 

additional attention; as well, some limitations and criticisms of the studies that used brain 

stimulation techniques to understand temporal processing should be highlighted. 

Focality and intensity of stimulation. TMS has better temporal and spatial resolutions than 

tES has. In fact, tES has usually been applied through two large electrodes, with both of them on the 

scalp or with one of them placed at an extra-cephalic location (neck or shoulder). Models are being 

developed that might give some insight into the distribution of the current flow and allow better 

predictions about the likely sites stimulated. Moreover, smaller electrodes (4×1 high definition tES) 

have been developed and used with success in other domains [72, 140, 143]. Although TMS can 

induce distal effects due to brain connectivity [144], a standard figure-eight coil allows a more focal 

direct stimulation compared to tES. Moreover, TMS may induce immediate behavioural effect 

attesting that the stimulation reached the neural tissue; indeed a single TMS pulse to the motor 

cortex causes muscle twitches on the opposite side of the body. However, tES produces no similar 
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effects on behaviour so that there is no immediate indication of the success of the stimulation. 

Although the effect of tES stimulation can be quantified using other neurophysiological techniques 

[85], at the present time, the intensity is simply quantified in terms of the current flow between the 

two electrodes.  

Safety and sensation reported. Both TMS and tES are generally safe if used properly. 

However, seizures are a well-recognised potential serious adverse effect of repetitive TMS. 

Stronger sensations are normally reported during and after TMS. In particular, scalp sensation and 

pain are the most common side effects of TMS which can reduce tolerability [145]. Moreover, TMS 

produces a loud click, a broadband acoustic artefact, potentially greater as loud 120 dB of sound 

pressure level, which originates from the rapid stimulation coil deformation. The intensity of sound 

emanating, for example, from rTMS can potentially cause acoustic trauma [146]. Without hearing 

protection, the Occupational Safety and Health Administration (OSHA) restricts the exposure to 

such impulsive noises if they are louder than >140 dB of sound pressure level [147]. The sound and 

the sensation produced by TMS not only create discomfort for the participants but also have some 

theoretical consequences in the study of time processing. In fact, a number of studies have 

previously reported that the presentation of a rapid series of auditory clicks alone is capable of 

leading to the subjective lengthening of perceived duration, possibly by increasing arousal, thereby 

increasing the speed of the pacemaker [65, 67, 148]. Despite the temporal and spatial limitation of 

tES, less sensation and no sound is reported during stimulation. Most often reported tES effects are 

tingling and itching sensations under the electrodes, headache, and tiredness [68, 85]. In particular, 

less sensory sensations are reported during tRNS, compared to tDCS [84]. Therefore, the 

application of tRNS might be better suited for placebo-controlled studies [85].  

Reproducibility in brain stimulation research. Probably the most critical issue when it 

comes to analysing the effects of brain stimulation is the variety of results observed with the 

different stimulation techniques. Even if some general conclusions can be drawn when different 
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studies involving the use of non-invasive brain stimulation techniques to study time processing are 

compared, clear conclusions are prevented by many methodological differences.  

This work was originally motivated by a desire to conduct a meta-analysis, but it soon 

became evident that it would be impossible to pursue this idea; it was not possible to group the 

studies considering the variety of areas, tasks and dependent variables considered. The great 

methodological variability between studies can explain the different results observed and the 

difficulty in replicating previous findings. An additional limitation is related to the sample size, 

which is very small in most TMS and tES studies [19, 149]. The number of participants is on 

average 12.13 (SD=4.98; range 5-24) for TMS studies and 12.42 (SD=2.51; range 9-16) for tES 

studies. In addition, the assessment of the real effect of TMS and tES is further complicated by a 

potential publication bias leading to over-reporting significant findings. It is possible to overcome 

this limitation by entering the publication bias into meta-analyses or by adopting the pre-registered 

avenue for TMS and tES studies; in the latter case, this would make reporting their outcome 

possible independently of whether the results are significant or not [149]. This procedure can result 

in more accurate estimates of the efficacy of stimulating techniques. Moreover, allowing open 

access to raw data would offer researchers the opportunity to pool more easily raw data from 

experiments with small samples, but similar experimental designs.
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Figure 1. Graphical representation of non-invasive brain stimulation techniques and possible 

effects. *At least for the stimulation of the motor cortex. For stimulation of areas outside the motor 

system, there is no ubiquitous correspondence at the level of task performance. 
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Table 1. Studies that stimulated Cerebellum; Authors in alphabetic order 

Auth

or 

Ex

p. 

Particip

ants* 

Ag

e 

Me

an 

(SD

) 

TM

S 

fre

q. 

(Hz

) 

Proced

ure 

Cont

rol  
Side 

Tempor

al tasks 

Tempo

ral 

interva

ls 

Moda

lity 

Depend

ent 

variabl

e 

Conclus

ions 

Fierr

o et 

al. 

(2007

) 

1 
10 (F = 

4) 

23 

(4.7

) 

1 offline 
basel

ine 

right/

left 

Time 

discrimin

ation 

standar

d = 400 

ms; 

compar

ison 

300 - 

500 ms 

Tactil

e 

Percent

age of 

errors 

Increase

d errors; 

right 

stimulati

on 

Giro

nell 

et al. 

(2005

) 

1 16 (-) 

26.

63 

(4.5

7) 

5 online 
basel

ine 
right 

Time 

productio

n 

180 s - 

Absolut

e 

relative 

errors 

No 

effect 

Grub

e et 

al. 

(2010

) 

1 
12 (F = 

0) 

23.

5 

(4.5

) 

The

ta-

burs

t 

online 

(betwe

en 

subject 

design) 

sham 
medi

al 

Time 

discrimin

ation  

Standar

ds 

Short = 

300 

Long = 

600 ms  

Audit

ory 

Thresho

ld 

Increase

d 

threshol

d  

Kock 

et al. 

(2007

)  

1 9 (-)** 
22-

35 
1 offline 

basel

ine 

right/

left 

Time 

reproduct

ion 

Short = 

500 ms 

(averag

e); 

Long = 

2000ms 

(averag

e)  

Visual 

Reprod

uced 

time - 

CV 

Over-

estimati

on short 

range 

under 

left site 

stimulati

on; no 

effect 

on CV 

Kock 

et al. 

(2007

)  

2 8 (-)** 
22-

35 
20 online 

basel

ine 

right/

left 

Time 

reproduct

ion 

Short = 

500 ms 

(averag

e); 

Long = 

2000ms 

(averag

e)  

Visual 

Reprod

uced 

time - 

CV 

Over-

estimati

on short 

tempora

l 

intervals 

both 

sides at 

encodin

g phase; 

no 

effect 

on CV 

Lee 

et al. 

(2007

) 

1 
11 (F = 

0) 

30 

(5.1

) 

1 offline sham 

righ/l

eft 

medi

al 

Time 

bisection  

400 - 

800 ms 

Audit

ory 

BP and 

DL 

Over-

estimati

on after 

right 

and 

medial 

stimulati

on 

compare

d to 

sham 
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Lee 

et al. 

(2007

) 

2 
11 (F = 

0) 

32 

(5.2

) 

1 offline sham 

righ/l

eft 

medi

al 

Time 

bisection  

1000 - 

2000 

ms  

Audit

ory 

BP and 

DL 

No 

effect 

compare

d to 

sham 

Lee 

et al. 

(2007

) 

3 
18 (F = 

0) 

27 

(7.8

) 

1 offline sham 
medi

al 

Time 

bisection  

Short = 

400 - 

800 ms 

and 

Long = 

1000 - 

2000 

ms 

Audit

ory 

BP and 

DL 

Over-

estimati

on after 

medial 

stimulati

on 

compare

d to 

sham 

for short 

intervals 

Notes: All authors used 70 mm figure of eight coil. * = none of the studies used subjects’ MRI for site location but 

based the location on previous studies; ** = MRI was conducted for one participant after marking cerebellar and frontal 

scalp sites with capsules containing soy oil. CV = Coefficient of variation; BP = Bisection Point; DL = Different Linen 
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Table 2. Studies that stimulated areas in Occipital cortex; authors in alphabetic order 

Aut

hor 

Ex

p. 

Partici

pants 

Ag

e 

Me

an 

(S

D) 

TMS 

freq. 

(Hz) 

Proce

dure 

AR

EA 

Con

trol  

Si

de 

Tempor

al tasks 

Temp

oral 

interv

als 

Modalit

y 

Depen

dent 

variab

les 

Conclu

sions 

Buet

i et 

al. 

(200

8) a  

1 10 (-)* 
29.

2 
12 online  

MT/

V5 

Vert

ex 

noT

MS 

lef

t 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison = 

435 - 

765 

ms 

Visual 

moving 

BP 

and 

WR 

Higher 

WR no 

effect 

on BP 

Buet

i et 

al. 

(200

8) a  

2 10 (-)* 
28.

2 
12 online  

MT/

V5 

Vert

ex 

noT

MS 

lef

t 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison = 

435 - 

765 

ms 

Visual 

static 

BP 

and 

WR 

Higher 

WR no 

effect 

on BP 

Buet

i et 

al. 

(200

8) a  

4 9 (-)* 
29.

6 
12 online  

MT/

V5 

Vert

ex 

noT

MS 

lef

t  

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison = 

435 - 

765 

ms 

Auditory 

BP 

and 

WR 

No 

effects 

Buet

i et 

al. 

(200

8) a  

5 5 (-)* 28 12 online  
MT/

V5 

Vert

ex 

noT

MS 

lef

t 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison = 

520 - 

680 

ms 

Auditory 

BP 

and 

WR 

No 

effects 

Kan

ai et 

al. 

(201

1) 

1 
10 (F = 

6)* 

24.

3 

(2.

8) 

Theta 

Burst 
offline V1 

base

line 

lef

t 

Time 

discrimi

nation 

Standa

rd = 

600 

ms 

Auditory

/visual 

Thresh

old 

Higher 

thresho

ld in 

visual 

modalit

y 

Salv

ioni 

et al. 

(201

3) 

1 
14 (F = 

9) 

Ra

nge 

22-

28 

Paired

-

pulses 

(inter

pulse 

interv

al =35 

ms) 

online 
MT/

V5 

verte

x 

lef

t 

Time 

discrimi

nation 

(stimula

tion 

onset 

standard 

interval)  

Standa

rd = 

200 

ms 

Visual 
Thresh

old 

Higher 

thresho

ld 

compar

ed at 

85 and 

120 ms 

delay 
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Salv

ioni 

et al. 

(201

3) 

1 
14 (F = 

9) 

Ra

nge 

22-

28 

Paired

-

pilses 

(inter

pulse 

interv

al =35 

ms) 

online V1 
verte

x 

lef

t 

Time 

discrimi

nation 

(stimula

tion 

onset 

standard 

interval)  

Standa

rd = 

200 

ms 

Visual 
Thresh

old 

Higher 

thresho

ld 

compar

ed at 

85 and 

120 ms 

delay 

Salv

ioni 

et al. 

(201

3) 

2 
14 (F = 

10) 

Ra

nge 

22-

38 

Paired

-

pulses 

(inter

pulse 

interv

al =35 

ms) 

online 
MT/

V5 

verte

x 

lef

t 

Time 

discrimi

nation 

(stimula

tion 

offset  

standard 

interval)  

Standa

rd = 

200 

ms 

Visual 
Thresh

old 

Higher 

thresho

ld at 85 

ms 

delay 

Salv

ioni 

et al. 

(201

3) 

2 
14 (F = 

10) 

Ra

nge 

22-

38 

Paired

-

pulses 

(inter

pulse 

interv

al =35 

ms) 

online V1 
verte

x 

lef

t 

Time 

discrimi

nation 

(stimula

tion 

offset 

standard 

interval)  

Standa

rd = 

200 

ms 

Visual 
Thresh

old 

Higher 

thresho

ld at 50 

ms 

delay 

Note: All authors used 70 mm figure of eight coil. * = study that used subjects’ MRI to localize the stimulation site; 

MT/V5 = extrastriate visual areas; V1 = primary visual area; BP = Bisection Point; WR = Weber Ratio 
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Table 3. Studies that stimulated areas of Temporal cortex; Authors in alphabetic order. 

Autho

r   
Exp. 

Partici

pants 

Ag

e 

Me

an 

(S

D) 

T

M

S 

fre

q. 

(H

z) 

Proce

dure 

AR

EA 

Cont

rol  

Sid

e 

Tempor

al tasks 

Tempo

ral 

interv

als 

Moda

lity 

Depen

dent 

variab

les 

Conclusi

ons 

Bologn

ini et 

al. 

(2010) 

1 
13 (F = 

6) 
35 1 offline 

ST

G 
- left 

Time 

discrimi

nation 

Standa

rd 25 

ms 

Tactil

e 

Percen

tage of 

errors, 

sensiti

vity 

(d’) 

and 

respon

se 

criterio

n  

Increase

d 

number 

of errors 

for ISI = 

180 ms 

compare

d to 

other 

conditio

ns 

Bueti 

et al. 

(2008) 

b 

1 
8 (F = 

1)* 

28.

2 
10 online 

ST

G 

verte

x 

Ri

ght 

left 

Time 

discrimi

nation 

standar

d = 

600 

ms; 

compar

ison = 

±10, 

±20, 

±40 

Audit

ory 

BP and 

JND 

Lower 

accuracy 

and 

increase

d 

variabilit

y only 

right 

side 

Giovan

nelli et 

al. 

(2014)  

1 
10 (F = 

7) 

29.

1 
1 offline 

ST

G 
Oz 

rig

ht 

Time 

discrimi

nation 

Standa

rd = 

1000 

ms; 

compar

ison = 

800, 

1000, 

1200 

ms 

Audit

ory 

Percen

tage of 

correct 

respon

ses and 

RT  

No 

effect on 

accuracy

; General 

faster 

RT after 

stimulati

on 

Kanai 

et al. 

(2011) 

1 
10 (F = 

6)* 

Me

an 

24.

3 

(2.

8) 

Th

eta 

bur

st 

offline A1 
basel

ine 

rig

ht 

Time 

discrimi

nation 

Standa

rd = 

600 ms 

Audit

ory 

visual 

Thresh

old 

Increase

d 

discrimi

nation 

threshold 

independ

ently of 

the 

modality 

Note: * = study that used subjects’ MRI to localize the stimulation site; SI = Primary Somatosensory cortex; STG = 

Superior Temporal Gyrus. BP = Bisection Point; JND = Just Noticeable Difference; RT = Reaction time. 
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Table 4. Studies that stimulated areas on Frontal cortex; Authors in alphabetic order 

Autho

r 

E

x

p 

Partici

pants 

Ag

e 

Me

an 

(S

D) 

T

M

S 

fre

q. 

(H

z) 

Proce

dure 

AR

EA 

Con

trol  

Si

de 

Tempor

al tasks 

Temp

oral 

interv

als 

Mod

ality 

Depende

nt 

variables 

Conclu

sions 

Dusek 

et al. 

(2011)  

1 
19 (F = 

11) 

 

25.

9 

(3) 

Th

eta 

bur

st 

offline 
SM

A 
- - 

Time 

reprodu

ction 

5, 10 

and 

16.82 

s 

visua

l 

Reproduc

ed time; 

SD 

(variabilit

y) 

No 

effect 

on 

accurac

y; 

Decreas

ed 

variabil

ity 10 s 

interval 

Giova

nnelli 

et al. 

(2014)  

1 
10 (F = 

7) 

29.

1 (-

) 

1 offline 
SM

A 
Oz - 

Time 

discrimi

nation 

Standa

rd = 

1000 

ms; 

compa

rison = 

800, 

1000, 

1200 

ms 

audit

ory 

Percentag

e of 

correct 

responses 

and RT  

No 

effect 

on 

accurac

y; 

General 

faster 

RT 

after 

stimulat

ion 

Giron

ell et 

al. 

(2005) 

1 16 (-) 

26.

63 

(4.

57) 

5 online 
DL

PFC 

base

line 

Ri

ght 

left 

Time 

producti

on 

180 s - 

Absolute/

relative 

errors 

No 

effect 

Jones 

et al. 

(2004) 

1 
9 (F = 

3) 

30.

6 

(6.

19)  

20 online 
DL

PFC 

Leg 

mot

or 

area 

and 

sha

m 

rig

ht 

Time 

reprodu

ction 

(stimula

tion 

during 

encodin

g or 

reprodu

ction) 

Short 

= 500 

ms 

(avera

ge); 

Long 

= 

2000m

s 

(avera

ge)  

visua

l 

Reproduc

ed time 

Under-

estimati

on with 

long 

interval

s 

(reprod

uction 

phase)  

Jones 

et al. 

(2004) 

1 
9 (F = 

3) 

30.

6 

(6.

19)  

20 online 
SM

A 

Leg 

mot

or 

area 

and 

sha

m 

-  

Time 

reprodu

ction 

(stimula

tion 

during 

encodin

g or 

reprodu

ction) 

Short 

= 500 

ms 

(avera

ge); 

Long 

= 

2000m

s 

(avera

ge)  

visua

l 

Reproduc

ed time 

No 

effect 

Kock 

et al. 

(2003) 

1 
8 (F = 

4) 

ran

ge 

19-

33 

1 offline 
DL

PFC 

base

line 

rig

ht 

left 

Time 

reprodu

ction 

5 or 

15 sec 

visua

l 

Reproduc

ed time 

and SD 

Under-

estimati

on after 

right 
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side 

stimulat

ion 

Kock 

et al. 

(2007) 

1 9 (-)** 

ran

ge 

22-

35 

1 offline 
DL

PFC 

base

line 

rig

ht 

Time 

reprodu

ction 

Short 

= 500 

ms 

(avera

ge); 

Long 

= 2000 

ms 

(avera

ge)  

visua

l 

Reproduc

ed time - 

CV 

Over-

estimati

on long 

range 

interval

s; no 

effect 

on CV 

Note: * = study that used subjects’ MRI to localize the stimulation site; ** = MRI was conducted for one participant 

after marking cerebellar and frontal scalp sites with capsules containing soy oil; SMA = Supplementary Motor Area; 

DLPFC = Dorsolateral Prefrontal cortex; SD = Standard Deviation: CV = Coefficient of Variation 
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Table 5. Studies that stimulated areas on Parietal cortex; Authors in alphabetic order 

Autho

r 

E

x

p 

Partici

pants 

Ag

e 

Me

an 

(S

D) 

T

M

S 

fre

q. 

(H

z) 

Proce

dure 

ARE

A 
Control  

Sid

e 

Tempo

ral 

tasks 

Temp

oral 

interv

als 

Mod

ality 

Depen

dent 

variab

les 

Concl

usions 

Alexa

nder 

et al. 

(2005) 

1 
6 (F = 

2)* 

30.

5 (-

) 

1 
offlin

e 

IPC 

(angu

lar 

gyrus

) 

baseline 

and 

vertex 

rig

ht 

left 

Time 

discrimi

nation 

standa

rd = 

1200; 

compa

rison 

± 60, 

120, 

180, 

240 

ms 

audit

ory 
RT 

Higher 

reactio

n time 

after 

right 

stimula

tion  

Bolog

nini et 

al. 

(2010) 

1 
13 (F = 

6) 

Me

an 

35 

1 
offlin

e 
SI - left 

Time 

discrimi

nation 

Standa

rd 25 

ms 

Tacti

le 

Percen

tage of 

errors, 

sensiti

vity 

(d’) 

and 

respon

se 

criteri

on  

Increas

ed 

numbe

r of 

errors 

for ISI 

= 60 

ms 

compar

ed to 

other 

conditi

ons 

Bueti 

et al. 

(2008) 

a 

1 10 (-)* 

29.

2 (-

) 

12 online  

IPC 

(angu

lar 

gyrus

) 

NoTMS 

and 

Vertex 

rig

ht 

left 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison 

= 435 

- 765 

ms 

visua

l 

movi

ng 

BP 

and 

WR 

Higher 

variabi

lity 

(WR) 

after 

right 

IPC 

stimula

tion 

Bueti 

et al. 

(2008) 

a 

2 10 (-)* 

28.

2 (-

) 

12 online  

IPC 

(angu

lar 

gyrus

) 

NoTMS 

and 

Vertex 

rig

ht 

left 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison 

= 435 

- 765 

ms 

visua

l 

static 

BP 

and 

WR 

Higher 

variabi

lity 

(WR) 

after 

right 

IPC 

stimula

tion 

Bueti 

et al. 

(2008) 

a 

4 9 (-)* 

29.

6 (-

) 

12 online  

IPC 

(angu

lar 

gyrus

) 

NoTMS 

and 

Vertex 

rig

ht 

left 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison 

= 435 

- 765 

ms 

audit

ory 

BP 

and 

WR 

Higher 

variabi

lity 

(WR) 

after 

right 

IPC 

stimula

tion  
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Bueti 

et al. 

(2008) 

a 

5 5 (-)* 
28 

(-) 
12 online  

IPC 

(angu

lar 

gyrus

) 

NoTMS 

and 

Vertex 

rig

ht 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms; 

compa

rison 

= 520 

- 680 

ms 

audit

ory 

BP 

and 

WR 

Higher 

variabi

lity 

(WR) 

after 

right 

IPC 

stimula

tion  

Dorm

al et 

al. 

(2008) 

1 
15 (F = 

3)* 

22 

(2.

7) 

1 
offlin

e 
IPS vertex 

rig

ht 

left 

Time 

discrimi

nation 

Interv

als 

betwe

en 300 

- 900 

ms 

visua

l 
RT 

No 

effect 

Dusek 

et al. 

(2011)  

1 
19 (F = 

11) 

25.

9 

(3) 

Th

eta 

bur

st 

offlin

e 

Precu

neus 
- - 

Time 

reprodu

ction 

5, 10 

and 

16.82 

s 

visua

l 

Repro

duced 

time; 

SD 

(variab

ility) 

No 

effect 

on 

accura

cy; 

Increas

ed 

variabi

lity at 

5s 

interva

l 

Giova

nnelli 

et al. 

(2014) 

1 
10 (F = 

7) 

29.

1 (-

) 

1 
offlin

e 
PPC Oz 

rig

ht 

Time 

discrimi

nation 

Standa

rd = 

1000 

ms; 

compa

rison 

= 800, 

1000, 

1200 

ms 

audit

ory 

Percen

tage of 

correct 

respon

ses 

and 

RT  

No 

effect 

on 

accura

cy; 

faster 

RT 

after 

stimula

tion 

Oliver

i et al. 

(2009) 

1 
10 (F = 

5) 

ran

ge 

20-

30 

1 
offlin

e 

IPC 

(angu

lar 

gyrus

) 

baseline 

rig

ht 

left 

Time 

reprodu

ction 

standa

rd 

interv

als 

betwe

en 

1600 - 

2400 

ms 

visua

l 

Repro

duced 

time 

and 

absolu

te 

error 

No 

effect 

Oliver

i et al. 

(2009) 

1 
10 (F = 

5) 

ran

ge 

20-

30 

1 
offlin

e 

IPC 

(angu

lar 

gyrus

) 

baseline 

rig

ht 

left 

Time 

reprodu

ction1 

(half 

reprodu

ction) 

standa

rd 

interv

als 

betwe

en 

1600 - 

2400 

ms 

visua

l 

Repro

duced 

time 

and 

absolu

te 

error 

Under-

estimat

ion 

right 

compar

ed to 

left 

side.  
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Oliver

i et al. 

(2009) 

3 
7 (F = 

3) 

ran

ge 

20-

33 

20 online 

IPC 

(angu

lar 

gyrus

) 

sham 
rig

ht 

Time 

reprodu

ction 

(stimula

tion 

onset 

encodin

g or 

reprodu

ction) 

standa

rd 

interv

als 

betwe

en 

1600 - 

2400 

ms 

visua

l 

Repro

duced 

time 

and 

absolu

te 

error 

No 

effect 

Oliver

i et al. 

(2009) 

3 
7 (F = 

3) 

ran

ge 

20-

33 

20 online 

IPC 

(angu

lar 

gyrus

) 

sham 
rig

ht 

Time 

reprodu

ction 

(half 

reprodu

ction) 

(stimula

tion 

onset 

encodin

g or 

reprodu

ction) 

standa

rd 

interv

als 

betwe

en 

1600 - 

2400 

ms 

visua

l 

Repro

duced 

time 

and 

absolu

te 

error 

Over-

estimat

ion 

compar

ed to 

sham 

during 

reprod

uction 

phase 

Rieme

r et al. 

(2016) 

1 
24 (F = 

15)* 

 

26.

3 (-

) 

Th

eta 

bur

st 

offlin

e 
IPS sham 

rig

ht 

Time 

reprodu

ction 

betwe

en 1 

and 5 

s 

audit

ory 

Relati

ve 

error 

and 

CV 

No 

effects 

Rieme

r et al. 

(2016) 

1 
24 (F = 

15)* 

 

26.

3 (-

) 

Th

eta 

bur

st 

offlin

e 
IPS sham 

rig

ht 

Time 

discrimi

nation 

standa

rd = 3 

s; 

compa

rison 

betwe

en 2.5 

and 

3.5 s 

audit

ory 

PSE 

and 

DL 

Reduce

d 

uncerta

inty; 

no 

effect 

on PSE 

Rocha 

et al. 

(2019) 

1 
23 (F = 

11) 

24.

2 (-

) 

1 
offlin

e 
SPC sham 

me

dial 

Time 

reprodu

ction 

1, 4, 7 

and 9 

s 

visua

l 

Absol

ute 

and 

relativ

e 

errors 

Higher 

accura

cy at 4 

and 9 s 

after 

stimula

tion. 

 

Wiene

r et al. 

(2010) 

b 

1 
9 (F = 

4) 

Ra

nge 

23-

36 

10 online SMG 
vertex/n

oTMS 

rig

ht 

left 

Time 

discrimi

nation 

(stimula

tion 

over 

standard 

interval) 

standa

rd = 

600 

ms 

visua

l 

BP 

and 

CV 

Right: 

decree

d 

proport

ion of 

long 

respon

ses 

compar

ed to 

vertex 

and left 

SMG 
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Wiene

r et al. 

(2010) 

b 

2 
17 (F = 

9) 

Ra

nge 

23-

35 

10 online SMG 
vertex/n

oTMS 

rig

ht 

left 

Time 

discrimi

nation 

(stimula

tion 

over 

compari

son 

interval) 

standa

rd = 

600 

ms 

visua

l 

BP 

and 

CV 

Right: 

increas

ed 

proport

ion of 

long 

respon

ses 

compar

ed to 

vertex 

and left 

SMG 

Wiene

r et al. 

(2012) 

1 
19 (F = 

9) 

ran

ge 

21-

35  

10 
online
2 

SMG 

baseline

/ 

midline 

occipita

l-

parietal 

rig

ht 

Time 

discrimi

nation 

(stimula

tion 

over 

standard 

interval) 

standa

rd = 

600 

ms 

visua

l 

BP, 

DL 

and 

CE 

Length

ened 

time 

for 

short 

and 

long 

interva

ls 

Note: * = study that used subjects’ MRI to localize the stimulation site; IPC = Inferior Parietal Cortex; SI = primary 

somatosensory cortex; IPS = Intra-parietal Sulcus; PPC = Posterior Parietal Cortex; SPC = Superior Parietal Cortex; 

SMG = Supra Marginal Gyrus; RT = Reaction time; SD = Standard Deviation; BP = Bisection point; WR Weber Ratio; 

CV Coeffient of Variation; DL = Different linen; CE = Constant Error. 1 = Oliveri et al. (2009) called this task “rime 

bisection”, we renamed it to avoid confusion with the classical time bisection task; 2= we defined this procedure as 

“online”, specifically the stimulation occurred during the fixation cross in order to remove any confounding effects 

from TMS pulse on EEG recordings. 

 

Jo
ur

na
l P

re
-p

ro
of



54 

 

Table 6. Studies that used tES; Authors in alphabetic order 

Aut

hor 

Partici

pants 

Age 

Mean 

(SD) 

Type 

of 

stimul

ation 

Proce

dure 

Inten

sity 

ARE

A 

Spon

ges 
Side 

Tempor

al tasks 

Temp

oral 

interv

als 

Mod

ality 

Depen

dent 

variab

les 

Conclus

ions 

Java

di et 

al. 

(201

4) 

13 (F = 

7) 

22.18 

(2.18) 

tDCS 

anodal 

cathod

al 

online 

- 

secon

d trial 

1.5 

right/

left 

PPC 

35 × 

35 

mm2 

Bilatera

lly 

P3/P4 

Time 

discrimi

nation 

800, 

900, 

1000, 

1100, 

and 

1200 

ms 

Visua

l 

Accur

acy 

SD 

Reduced 

accuracy 

(anode 

tDCS to 

the left-

PPC and 

cathode 

tDCS to 

the 

right-

PPC) - 

Increase

d 

accuracy 

(anode 

tDCS to 

the 

right-

PPC and 

cathode 

tDCS to 

the left-

PPC) 

Mio

ni et 

al. 

(201

6) 

24 
23.85 

(1.79) 

tDCS 

anodal 

cathod

al 

online 1.5 A1 

Acti

ve = 

25 

cm2; 

Retu

rn = 

35 

cm2  

Extrace

phalic 

Time 

bisectio

n  

Stand

ard 

short 

= 300 

ms; 

Stand

ard 

long = 

900 

ms 

Visua

l 

audit

ory 

BP 

and 

WR 

Higher 

variabili

ty (WR) 

under 

anode 

compare

d to 

sham 

Mio

ni et 

al. 

(201

6) 

24 
25.16 

(3.34) 

tDCS 

anodal 

cathod

al 

online 1.5 V1 

Acti

ve = 

25 

cm2; 

Retu

rn = 

35 

cm2  

Extrace

phalic 

Time 

bisectio

n  

Stand

ard 

short 

= 300 

ms; 

Stand

ard 

long = 

900 

ms 

Visua

l 

audit

ory 

BP 

and 

WR 

Higher 

variabili

ty (WR) 

under 

cathode 

only in 

visual 

modality 

Mio

ni et 

al. 

(201

8) 

40 (F = 

20) 

23.04 

(1.87) 

high 

freque

ncy 

tRNS 

online 1.5 

right 

Parie

tal 

(P4) 

Acti

ve = 

16 

cm2; 

Retu

rn = 

60 

cm2  

Extrace

phalic 

Time 

bisectio

n  

Stand

ard 

short 

= 300 

ms; 

Stand

ard 

long = 

900 

ms 

Visua

l 

audit

ory 

BP 

and 

WR 

Tempor

al over-

estimati

on (BP); 

no effect 

on 

temporal 

variabili

ty (WR) 

Jo
ur

na
l P

re
-p

ro
of



55 

 

Mio

ni et 

al. 

(201

8) 

40 (F = 

30) 

22.88 

(2.45) 

high 

freque

ncy 

tRNS 

online 1.5 

right 

Front

al 

(F4) 

Acti

ve = 

16 

cm2; 

Retu

rn = 

60 

cm2  

Extrace

phalic 

Time 

bisectio

n  

Stand

ard 

short 

= 300 

ms; 

Stand

ard 

long = 

900 

ms 

Visua

l 

audit

ory 

BP 

and 

WR 

No 

effect on 

perceive

d 

duration 

(BP) 

neither 

temporal 

variabili

ty (WR) 

Mio

ni 

(201

9) 

24 (F = 

8) 

23.88 

(3.66) 

high 

freque

ncy 

tRNS 

online 1.5 A1 

Acti

ve = 

25 

cm2; 

Retu

rn = 

35 

cm2  

Extrace

phalic 

Time 

bisectio

n  

Stand

ard 

short 

= 300 

ms; 

Stand

ard 

long = 

900 

ms 

Visua

l 

audit

ory 

BP 

and 

WR 

Tempor

al over-

estimati

on (BP); 

no effect 

on 

temporal 

variabili

ty (WR) 

Mio

ni 

(201

9) 

24 (F = 

8) 

23.22 

(2.65) 

high 

freque

ncy 

tRNS 

online 1.5 V1 

Acti

ve = 

25 

cm2; 

Retu

rn = 

35 

cm2  

Extrace

phalic 

Time 

bisectio

n  

Stand

ard 

short 

= 300 

ms; 

Stand

ard 

long = 

900 

ms 

Visua

l 

audit

ory 

BP 

and 

WR 

Tempor

al over-

estimati

on (BP) 

only in 

visual 

modality

; no 

effect on 

temporal 

variabili

ty (WR) 

Oya

ma 

et 

al. 

(201

7) 

16 (F = 

6) 

23.7 

(1.3) 

tDCS 

anodal 

cathod

al 

online 2 

right 

Parie

tal 

(P4) 

Acti

ve = 

5 × 5 

cm2; 

Retu

rn = 

5 × 7 

cm2 

Supraor

bital 

controla

teral 

Time 

discrimi

nation 

Stand

ard 

600 

ms 

Visua

l 

Thresh

old 

and 

SD 

Cathode 

tDCS 

enhance

s 

temporal 

discrimi

nation 

Vica

rio 

et 

al. 

(201

3) 

15 (F = 

9) 

25.6 

(3.41) 

tDCS 

anodal 

cathod

al 

online 2 
right 

PPC 

25 

cm2 

Bilatera

ly 

P3/P4 

Time 

reproduc

tion 

1500, 

1600, 

1700, 

1800 

and 

1900 

ms 

Visua

l 

Accur

acy 

CV 

Over-

reproduc

tion 

under 

cathode 

stimulati

on; no 

effect of 

anodal 

Vica

rio 

et 

al. 

(201

3) 

9 (F = 

5) 

25.8 

(3.88) 

tDCS 

anodal 

cathod

al 

online 2 
left 

PPC 

25 

cm2 

Bilatera

lly 

P3/P4 

Time 

reproduc

tion 

1500, 

1600, 

1700, 

1800 

and 

1900 

ms 

Visua

l 

Accur

acy 

CV 

Reduced 

variabili

ty under 

cathode 

stimulati

on; no 

effect of 

anode 
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Note: PPC = Posterior Parietal Cortex; A1 = primary auditory area; V1 = primary visual area; SD = 

standard deviation; BP = Bisection point; WR = Weber ratio; CV = Coefficient of variation. 
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