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Abstract. We prove that the module learning with errors (M-LWE)
problem with arbitrary polynomial-sized modulus p is classically at least
as hard as standard worst-case lattice problems, as long as the module
rank d is not smaller than the number field degree n. Previous publica-
tions only showed the hardness under quantum reductions. We achieve
this result in an analogous manner as in the case of the learning with
errors (LWE) problem. First, we show the classical hardness of M-LWE
with an exponential-sized modulus. In a second step, we prove the hard-
ness of M-LWE using a binary secret. And finally, we provide a modulus
reduction technique. The complete result applies to the class of power-
of-two cyclotomic fields. However, several tools hold for more general
classes of number fields and may be of independent interest.

Keywords. Lattice-based cryptography, module learning with errors,
classical hardness, binary secret.

1 Introduction

The learning with errors (LWE) problem, introduced by Regev [Reg05], is used
as a core computational problem in lattice-based cryptography. Given positive
integers n (the dimension) and q (the modulus), and a secret vector s ∈ Znq ,
an LWEn,q,ψ sample is defined as (a, b = 1

q 〈a, s〉 + e), where a is sampled from
the uniform distribution on Znq and e (the error), is sampled from a probability
distribution ψ on the torus T = R/Z. In many cases, the error distribution is
given by a Gaussian distribution Dα of width α, for a positive real α. The search
version of LWE asks to recover the secret s, given arbitrarily many samples
of the LWE distribution. Its decision variant asks to distinguish between LWE
samples and samples drawn from the uniform distribution on Znq × T.

The LWE problem is fundamental in lattice-based cryptography as it allows
to construct a wide range of cryptographic primitives, from the basic ones, as
public-key encryption (e.g. [Reg05,MP12]), to the most advanced ones, as fully
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homomorphic encryption (e.g. [BGV12,BV14,DM15]) or non-interactive zero-
knowledge proof systems (e.g. [PS19]). A very appealing aspect of LWE is its con-
nection to well-studied lattice problems. Lattices are discrete additive subgroups
of Rn and arise in many different areas of mathematics, such as number theory,
geometry and group theory. There are several lattice problems that are conjec-
tured to be computationally hard to solve, for instance, the problem of finding
a set of shortest independent vectors (SIVP) or the decisional variant of finding
a shortest vector (GapSVP). A standard relaxation of those two problems con-
sists in solving them only up to a factor γ, denoted by SIVPγ and GapSVPγ , re-
spectively. In the seminal work of Regev [Reg05,Reg09], a worst-case to average-
case quantum reduction from GapSVPγ or SIVPγ to LWE was established. In
other words, if there exists an efficient algorithm that solves LWE, then there also
exists an efficient quantum algorithm that solves GapSVPγ and SIVPγ in the
worst-case. Later, Peikert [Pei09] showed a classical reduction from GapSVPγ
to LWE, but requiring the resulting modulus q to be exponentially large in the
dimension n. With the help of a modulus reduction, Brakerski et al. [BLP+13]
proved the hardness of LWE via a classical reduction from GapSVPγ , for any
polynomial-sized modulus q.

Structured variants. Cryptographic protocols, whose security proofs rely on
the hardness of LWE, inherently suffer from large public keys, usually consisting
of m elements of Znq , where m ∈ O(n log2 n). To improve their efficiency, struc-
tured variants of LWE have been proposed, e.g., [SSTX09,LPR10,LS15]. Within
this paper, we focus on the module learning with errors (M-LWE) problem,
first defined by Brakerski et al. [BGV12] and thoroughly studied by Langlois
and Stehlé [LS15]. Instead of working over integers, it uses a more algebraic
setting. Let K be a number field of degree n and R its ring of integers with
dual R∨. Further, let q and d be positive integers. Let ψ be a distribution on the
torus TR∨ = KR/R

∨, where KR = K⊗QR, and let s ∈ (R∨q )
d be a secret vector.

An M-LWEn,d,q,ψ sample is given by (a, b = 1
q 〈a, s〉 + e), where a ← U((Rq)

d)
and e← ψ. Again, usually ψ is a Gaussian distribution Dα of width α. We refer
to the special case of d = 1 as the ring learning with errors (R-LWE) problem.

Similar to its unstructured counterpart, M-LWE also enjoys worst-case to
average-case connections from lattice problems such as SIVPγ [LS15]. Whereas
the hardness results for LWE start from the lattice problem in the class of gen-
eral lattices, the set has to be restricted to module lattices in the case of M-LWE.
These module lattices correspond to modules in the ring R and we refer to the re-
lated lattice problem as Mod-SIVPγ and Mod-GapSVPγ , respectively. Whereas
both problems are conjectured to be hard to solve for γ polynomial in the lat-
tice dimension, the problem Mod-GapSVPγ becomes easy in the special case of
module lattices of rank 1 as their minimum can also be bounded below [PR07].

Since its introduction, theM-LWE problem has enjoyed more and more popu-
larity as it offers a fine-grained trade-off between concrete security and efficiency.
Within the NIST standardization process1, several third round candidates rely

1 https://csrc.nist.gov/Projects/Post-Quantum-Cryptography
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on the hardness of M-LWE, e.g., the signature scheme Dilithium [DKL+18] and
the key encapsulation mechanism Kyber [BDK+18] from the CRYSTALS suite.
Binary secret. Several variants of LWE have been introduced during the last 15
years. One very interesting and widely-used version is the binary secret learning
with errors (bin-LWE) problem, where the secret vector s is chosen from {0, 1}n.
Besides gaining in efficiency, this variant also plays an important role in some ap-
plications like fully homomorphic encryption schemes, e.g., [DM15]. A first study
of this problem was provided by Goldwasser et al. [GKPV10] in the context of
leakage-resilient cryptography. Whereas their proof structure has the advantage
of being easy to follow, their result suffers from a large error increase. Informally,
they showed a reduction from LWE`,q,Dα to bin-LWEn,q,Dβ , where

α
β = negl(n)

and n ≥ ` log2 q+ω(log2 n). Later, Brakerski et al. [BLP+13] improved the state
of the art in order to show the classical hardness of LWE with a polynomial-sized
modulus. Micciancio [Mic18] published another reduction from LWE to its bi-
nary version. Whereas the two reduction techniques differ, both paper achieved
similar results. The dimension is still increased roughly by a factor log2 q, but
the error only by a factor of

√
n, where n is the resulting LWE dimension. More

concretely, in [BLP+13] a reduction from LWE`,q,Dα to bin-LWEn,q,Dβ is shown,
where α

β ≤
1√
10n

and n ≥ (` + 1) log2 q + ω(log2 n). The increase in dimension
from ` to roughly ` log2 q is reasonable, as it essentially preserves the number of
possible secrets. As stated by Micciancio [Mic18], an important open problem
is whether similar results carry over to the structured variants, in particular
to M-LWE, which seems to be an interesting problem to use in practice.
Our contributions. Our first main contribution is a reduction from M-LWE
to its binary secret version, bin-M-LWE, if the module rank d is at least of
size log2 q+ω(log2 n), where n denotes the degree of the underlying number field
and q the modulus. To the best of our knowledge, this is the first result on the
hardness of a structured variant of LWE with binary secret. We then use this new
result to show our second main contribution, the classical hardness of M-LWE
for any polynomial-sized modulus p and module rank d at least 2n+ ω(log2 n),
assuming the hardness of Mod-GapSVPγ with module rank at least 2. This
was stated as an open problem by Langlois and Stehlé [LS15], as only quantum
hardness of M-LWE for any polynomial-sized modulus p was known.
Technical overview. At a high level, we follow the structure of the classical
hardness proof of LWE from Brakerski et al. [BLP+13]. Overall, we need three
ingredients: First, the classical hardness of M-LWE with an exponential-sized
modulus. As a second component, we need the hardness of M-LWE using a
binary secret, and finally, a modulus reduction technique.

We begin with the hardness of bin-M-LWE in Section 3. We follow the original
proof structure of Goldwasser et al. [GKPV10], while achieving much better
parameters by using the Rényi divergence instead of the statistical distance.
The improvement on the noise rate compared to [GKPV10] stems from the
fact that the Rényi divergence only needs to be constant for the reduction to
work, compared to negligibly close to 0 for the statistical distance. Using the
Rényi divergence as a tool for distance measurement requires to move to the
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search variants of M-LWE and its binary version, respectively. Additionally, it
asks to fix the number of samples m a priori, which we denote by a suffix m,
i.e., M-LWEmn,d,q,ψ. Throughout the paper, we assume that m is polynomial in
the security parameter. At the core of the hardness proof of bin-M-LWE lies a
lossy argument, where the public matrix A is replaced by a lossy matrix B·C+Z,
which corresponds to the second part of some multiple-secrets M-LWE sample.
To argue that an adversary cannot distinguish between the two cases, we need
the hardness of the decisional M-LWE problem as well. However, prior to our
work, the hardness of decisional M-LWE was only proven for polynomial-sized
modulus, see [LS15]. For our purpose, we need the hardness of decisional M-LWE
with an exponential-sized modulus. We solve this problem by adapting the main
result of Peikert et al. [PRS17] to the module setting (Lemma 12).

This leads us to the first ingredient, the classical hardness of M-LWE with
an exponential-sized modulus. In their introduction, Langlois and Stehlé [LS15]
claimed that Peikert’s dequantization [Pei09] carries over to the module case.
In this paper, we prove this claim in Theorem 4. The proof idea is the same
as the one from Peikert, but with two novelties. First, we look at the struc-
tured variants of the corresponding problems, i.e., GapSVP over module lattices
and M-LWE, where the underlying ring R is the ring of integers of a number
field K. Second, we replace the main component, a reduction from the bounded
distance decoding (BDD) problem to the search version of LWE, by the reduc-
tion from the gaussian decoding problem (GDP) over modules to the decisional
version of M-LWE (Lemma 12, adapted from [PRS17]). Thus, we also generalize
the hardness of the decisional variant of M-LWE to all number fields K, not only
cyclotomic fields as in [LS15].

Finally, we provide a modulus reduction technique, the last required ingredi-
ent, where the rank of the underlying module is preserved. This corresponds to
the modulus reduction for LWE shown by Brakerski et al. [BLP+13, Cor. 3.2].
Prior to this paper, Albrecht and Deo [AD17] adapted the more general result
from [BLP+13, Thm. 3.1], from which the necessary Corollary 3.2 is deduced.
Thus, in Section 4.1, we first recall their general result [AD17, Thm. 1] and then
derive Corollary 1, that we need, from it. The quality of the latter depends on
the underlying ring structure and how the binary secret distribution behaves.
For the case of power-of-two cyclotomics, we provide concrete bounds. This in-
volves the computation of lower and upper bounds of the singular values of the
rotation matrix. Note that Langlois and Stehlé [LS15] proved a modulus switch-
ing result from modulus q to modulus p, but the error increases at least by a
multiplicative factor q

p , which is exponential if q is exponential-sized and p only
polynomial-sized. Further note that the reason why we need to go through the
binary variant of M-LWE is because we want to keep the noise amplification
during the modulus switching part as small as possible.

Putting the ingredients together. We now explain how to complete the
proof of our second main contribution, the classical hardness of M-LWE for any
polynomial-sized modulus p and module rank d at least 2n+ω(log2 n), as stated
in Theorem 2. See Figure 1 for an overview of the full proof.
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Mod-GapSVPγ

M-LWEn,`,q,Υα

M-LWEn,`,q,DR∨,α′q M-SLWEn,`,q,DR∨,βq

M-LWEm,dn,`,q,DR∨,α′q
M-SLWEmn,`,q,DR∨,βq

bin-M-SLWEmn,d,q,DR∨,βq

bin-M-SLWEmn,d,q,D√
2β

bin-M-SLWEmn,d,p,Dβ′

M-SLWEmn,d,p,Dβ′

M-LWEmn,d,p,Υβ′

M-LWEmn,d,p̂,Υ
β̂

Thm. 4`≥2,q≥2
n`
2 ,γα≥n`

√
`

Lem. 13α′=α·ω(log2 n)

Sect. 2.4

β≥α′

Sect. 2.4

Thm. 1
β≥α′

√
mn2d, d≥` log2 q+ω(log2 n)

Lem. 14

(β′)2≥2β2+∆Cor. 1

p=1 mod ν[LS15, Sec. 4.3]

β̂≥β′·max(1, p
p̂
)·n3/4d1/2ω(log22(nd))[LS15, Thm. 4.8]

Fig. 1. Overview of the complete classical hardness proof of M-LWE for linear rank d
and arbitrary polynomially large modulus p̂, as stated in Theorem 2 for K the ν-th
cyclotomic number field of degree n. The parameter ∆ is determined by the underlying
ring R and is poly(n) for the case of power-of-two cyclotomics.
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Step 1: Classical worst-case to average-case reduction. Our result holds for any
number field K of degree n with ring of integers R. Let ` ≥ 2 denote the rank
of the R-module. Informally, Theorem 4 shows a reduction from Mod-GapSVPγ
to M-LWEn,`,q,Υα , where α ∈ (0, 1), γα ≥ n`

√
` and the modulus q ≥ 2

n`
2 .

Here, Υα defines a distribution on some special elliptical Gaussian distributions
in the canonical embedding, which we define properly later.

Step 2: Hardness of the binary secret variant. Theorem 1 shows a reduction
from M-LWEm,dn,`,q,DR∨,α′q

and M-SLWEmn,`,q,DR∨,βq to bin-M-SLWEmn,d,q,DR∨,βq ,
where the underlying number field K = Q(ζ) is a cyclotomic field, d ≥ ` ·
log2 q + ω(log2 n) and β ≥ α′ ·

√
mn2d. Further, the modulus q has to be prime

and is preserved by the reduction. The starting error distribution is given by a
discrete Gaussian DR∨,α′q, where α′ = α · ω(log2 n). We explain in Lemma 13
how to move from Υα to DR∨,α′q. Again, the Gaussian distribution is defined
with regard to the canonical embedding, but the binary secret is taken with
regard to the coefficient embedding as we argue below.

Step 3: Modulus reduction. Using Corollary 1, we show a reduction from the prob-
lem bin-M-SLWEmn,d,q,D√2β

to bin-M-SLWEmn,d,p,Dβ′ , where q ≥ p ≥ 1 and (β′)2 ≥
(
√
2β)2+∆. Note that we show in Lemma 14 how to move from DR∨,βq to D√2β .

In the case of power-of-two cyclotomics (Corollary 2) the additional error factor
is ∆ = 2dr2, with r polynomial in n.

Step 4: Search to decision. To conclude the classical hardness result of deci-
sional M-LWE with polynomial-sized modulus p, we use the search to deci-
sion reduction from [LS15, Section 4.3], which is restricted to any ν-th cyclo-
tomic field such that p is prime and satisfies p = 1 mod ν. Adding a modulus
switching step [LS15, Thm. 4.8], we can then reduce to any polynomial-sized
modulus p̂ close to p by increasing the noise from β′ to β̂ ≥ β′ · max(1, pp̂ ) ·
n3/4d1/2ω(log22(nd)).

Canonical versus coefficient embedding. In previous publications about
structured variants of LWE, many authors argued in praise of the canonical em-
bedding σ : K → H for the sake of achieving tighter reductions, e.g. [LPR10].
That is also the reason why most of the former results that we use within our
proofs are formulated in the canonical embedding. However, it should be ques-
tioned again for M-LWE with a binary secret. In practice, a small secret means
that its coefficients, when seen as a polynomial, are small. In particular, the
coefficients of a binary secret are chosen from the set {0, 1}. For instance, for
the security level 3, the signature scheme Dilithium [DKL+18] samples the co-
efficients of the secret vector of polynomials from the set {−3, . . . , 3}. One big
disadvantage of using the canonical embedding σ is that the preimage of the
set {0, 1}n ∩ H under σ does not necessarily lie in R. More concretely, for the
case of power-of-two cyclotomics, one can show that the only elements in R
that have binary coefficients under the canonical embedding are the elements 0
and 1. Going from the coefficient to the canonical representation can be done
by the linear transformation defined by the Vandermonde matrix. Thus, the dis-
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tortion between the two embeddings depends on the norm of the Vandermonde
matrix. Even though there are nice classes where the perturbation is relatively
small, see [RSW18], in general, the problem of a binary secret with regard to the
canonical embedding does not translate to a binary secret in the coefficient em-
bedding. That is why we keep the definition of the binary secret in Theorem 1
with regard to the coefficient embedding. In order to keep the parameters as
small as possible, this implies that the whole classical hardness proof then needs
to be restricted to the class of power-of-two cyclotomics, where both embeddings
are nearly isometric. Furthermore, the leftover hash lemma over rings (Lemma 7)
asks for the coefficient embedding. Note that elements sampled from a Gaussian
distribution are still sampled with respect to the canonical embedding.

Classical hardness of R-LWE. The first result about the classical hard-
ness of R-LWE with exponential-sized modulus has been informally mentioned
in [BLP+13]. It can be achieved in two steps. First, by a dimension-modulus
switching as in [BLP+13], LWE in dimension d and modulus q can be reduced
to LWE in dimension 1 and modulus qd with a slightly increased error rate.
Then, by a ring switching technique as in [GHPS12], the latter one can be re-
duced to R-LWE over a ring of any degree n and modulus qd, while keeping the
same error rate. For more details on the second step, we refer to [AD17, App. B].

On the other hand, as a direct application of our classical hardness result
of M-LWE, we can provide an alternative solution for the classical hardness
result of R-LWE with exponential-sized modulus. The idea is that, using a rank-
modulus switching as in [WW19], we can instead reduce from M-LWE over d-
rank modules of n-degree ring and modulus q, to R-LWE with n-degree ring
and modulus qd, with a slightly increased error rate. However, we remark that
the underlying worst-case lattice problems are different for these two results.
Suppose that we consider the classical hardness of R-LWE over n-degree ring
and qd modulus where d = O (n). Then, the underlying problem is the stan-
dard GapSVP over general lattices of dimension O(

√
n) for the first result, while

it is Mod-GapSVP over rank-2 modules of O(n)-degree ring for the second one.

Related work. We now compare the results of Theorem 1 with the former
results on LWE. The LWE problem can be seen as a special case of M-LWE,
where the ring is Z and the degree n equals 1. In this case, the rank ` of the
module corresponds to the dimension of the LWE problem and should be poly-
nomial in the security parameter. Hence, the error-ratio is given by β ≥ α

√
m ·d

and d ≥ ` log2 q + ω(log2 `). Asymptotically, we lose a factor of
√
d in the error-

ratio in our reduction compared to the former results for LWE [BLP+13,Mic18].
However, our proof is as direct and short as the original one in [GKPV10]. We
don’t need to define intermediate problems such as First-is-errorless LWE and
Extended-LWE as in [BLP+13] and no gadget matrix construction as in [Mic18].
Note that adapting the proof of [Mic18] asks to define a corresponding gadget
matrix, which does not seem to work in an obvious way and that adapting the
proof of [BLP+13] asks to define a corresponding notion of (a constant) quality
for binary secrets, which is not straightforward. By replacing the statistical dis-
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tance by the Rényi divergence and switching to the search variants we obtain a
much better result than in the original paper from Goldwasser et al. [GKPV10].

Open problems. In the course of this paper, we incurred several restrictions
on the class of number fields we look at. Lemma 10 restricts the hardness proof
of bin-M-SLWE (Theorem 1) to cyclotomic fields, in order to bound the norm
of the Vandermonde matrix. The hardness of bin-M-SLWE for a rank which is
smaller than log2 q + ω(log2 n), in particular for binary R-LWE, is still an open
problem. In practice, we usually chose a small constant rank (<10), as for in-
stance in the submission to the NIST standardization process Kyber [BDK+18].
Furthermore, adapting the techniques of Brakerski et al. [BLP+13] and Miccian-
cio [Mic18] to the module setting may help to further improve the error-ratio by
a factor of

√
nd. Further, quantifying the error increase in the modulus reduction

from Section 4.1 for other number fields than power-of-two cyclotomics may be
interesting. The current bounds heavily depend on the singular values of the
secret’s rotation matrix, which further depend on the underlying number field.

2 Preliminaries

Let q be a positive integer, then Zq denotes the ring of integers modulo q.
For any n ∈ N, we represent the set {1, . . . , n} by [n]. Vectors are denoted in
bold lowercase and matrices in bold capital letters. By aT (resp. a†) and AT

(resp. A†) we denote the transpose (resp. conjugate transpose) of the vec-
tor a and the matrix A. The standard basis of Cn is identified by {ei}i∈[n].
For a ∈ Cn, we define diag(a) = (aiδij)i,j∈[n] to be the diagonal matrix whose
diagonal entries are the entries of a, where δij denotes the Kronecker delta.
The identity matrix of order n is denoted by In. For any a ∈ Rn, we set ‖a‖∞
and ‖a‖2 as the infinity and the Euclidean norm, respectively. For any ma-
trix A = (aij)i∈[m],j∈[n], we define the norm ‖A‖ = maxj∈[n] ‖aj‖2, where aj is
the j-th column vector of A for j ∈ [n]. Further, we denote by ‖A‖F the Frobe-
nius norm given by ‖A‖2F =

∑
i∈[m]

∑
j∈[n] aij

2 and, by GS(A) = (GS(aj))j∈[n]
the Gram–Schmidt orthogonalization of A from left to right.

2.1 Algebraic number theory

A number field K = Q(ζ) of degree n is a finite extension of the rational num-
ber field Q obtained by adjoining an algebraic number ζ. We define the tensor
field KR = K ⊗Q R which can be seen as the finite field extension of the reals
by adjoining ζ. The set of all algebraic integers of K defines a ring, called the
ring of integers which we denote R. It is always true that Z[ζ] ⊆ R, where this
inclusion can be strict. Lemma 7 is restricted to the class of number fields where
the equality R = Z[ζ] holds. This is the case for some quadratic extensions (i.e.,
when ζ =

√
d with d square-free and d 6= 1 mod 4), cyclotomic fields (i.e., when ζ

is a primitive root of the unity) and number fields with a defining polynomial f
of square-free discriminant ∆f .
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A subset M ⊆ Kd is an R-module of rank d if it is closed under addition
by elements of M and under multiplication by elements of R. It is a finitely
generated module if there exists a finite family {bk}k of vectors in Kd such
that M =

∑
k R · bk.

Space H. We introduce the space H ⊆ Rt1 × C2t2 , where n = t1 + 2t2, as

H =
{
x = (x1, . . . , xn)

T ∈ Rt1 × C2t2 : xt1+t2+j = xt1+j ,∀j ∈ [t2]
}
.

For j ∈ [t1], we set hj = ej , and for j ∈ {t1+1, . . . , t1+t2}, we set hj =
1√
2
(ej+

ej+t2) and hj+t2 = i√
2
(ej−ej+t2). The set {hj}j∈[n] forms an orthonormal basis

of H as a real vector space, showing that H is isomorphic to Rn. The change of
basis is given by the unitary matrix

UH =

It1 0 0
0 1√

2
It2

i√
2
It2

0 1√
2
It2

−i√
2
It2

 .

Canonical embedding. Any number field K = Q(ζ) of degree n has ex-
actly n field homomorphisms σi : K → C fixing each element of Q, where i ∈ [n].
Let σ1, . . . , σt1 be the real embeddings and σt1+1, . . . , σt1+2t2 the complex em-
beddings. The complex ones come in conjugate pairs, thus σi = σi+t2 for i ∈
{t1+1, . . . , t1+ t2}. In the particular case of cyclotomic fields, all n embeddings
are complex. The canonical embedding σ is defined as the map σ : K → H,
where σ(x) = (σi(x))i∈[n]. It describes a field homomorphism, where multiplica-
tion and addition in H are component-wise. By abuse of notation, for an x ∈ Kd,
we also write σ(x) to denote the vector (σ(xi))i∈[d] ∈ Cnd. We can repre-
sent σ(x) via the real vector σH(x) ∈ Rn through the change of basis described
above, i.e., σH(x) = (UH)† · σ(x). Note that multiplication is not component-
wise for σH . More concretely, in the basis {ei}i∈[n], multiplication by x ∈ K
can be described as the left multiplication by the matrix X = (xij)i,j∈[n],
where xij = σi(x) · δij . Hence, changing to the basis {hi}i∈[n] leads to the corre-
sponding matrix of multiplication XH = (UH)†XUH , having the same singular
values as X, given by |σi(x)| for i ∈ [n].

The trace Tr : K → Q is defined as the sum of the embeddings, i.e., for
any x ∈ K, we have Tr(x) =

∑
i∈[n] σi(x). For any fractional ideal I ⊂ K, we

define the dual I∨ of I as I∨ = {x ∈ K : Tr(xI) ⊆ Z} . In the case of R = Z[ζ],
it yields R∨ = 1

f ′(ζ)R, where f is the defining polynomial of K. In particular,
for K ∼= Q[x]/〈xn + 1〉 the ν-th cyclotomic field, where ν is a power of two
and n = ν/2, it holds R∨ = 1

nR.

Coefficient embedding. Every number field K = Q(ζ) of degree n defines
an n-dimensional vector space over Q with basis {1, ζ, . . . , ζn−1}. Thus, every
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element x ∈ K can be written as x =
∑n−1
i=0 xiζ

i, where xi ∈ Q. The coeffi-
cient embedding τ : K → Rn is the map that sends every element x ∈ K to its
coefficient vector τ(x) = (x0, . . . , xn−1)

T . Multiplication by x in the coefficient
embedding can be represented by a matrix multiplication, where we denote the
corresponding matrix by Rot(x) ∈ Rn×n. Note that the matrix Rot(x) is invert-
ible in K for every x 6= 0 and that its concrete form depends on the field K.
Again, looking at the example, where K = Q(ζ) is the ν-th cyclotomic field,
with ν a power of two and thus K ∼= Q[x]/〈xn + 1〉 with n = ν/2, it yields

Rot(x) =


x0 −xn−1 − −x1
x1 x0 � |
| | � −xn−1

xn−1 xn−2 − x0

 .
As both embeddings play an important role in this paper, we recall how to go
from one to the other. For any x ∈ K, the embeddings σ(x) and τ(x) are linked
through the Vandermonde matrix V of the roots of the defining polynomial f .
For i ∈ [n], we let αi = σi(ζ) be the i-th root of f . Then, σ(x) = V · τ(x), where

V =


1 α1 − αn−11

1 α2 − αn−12

| | |
1 αn − αn−1n

 .

2.2 Lattices

An n-dimensional lattice Λ ⊆ Rn is a discrete additive subgroup of Rn. Within
this work, we assume Λ to be of full rank n, i.e., spanQ(Λ) = Rn. It can be
seen as the set of all linear integer combinations of some n linearly indepen-
dent vectors B = {bi}i∈[n] ⊆ Rn, thus Λ =

{∑
i∈[n] zibi : zi ∈ Z

}
. We call B

a basis of Λ. The minimum λ1(Λ) of a lattice Λ is the Euclidean norm of
any of its shortest nonzero vectors. The dual lattice Λ∗ is defined by Λ∗ =
{x ∈ Rn : 〈x,y〉 ∈ Z,∀y ∈ Λ}. If B is basis of Λ, then B∗ = (BT )−1 is a basis
of Λ∗. The fundamental parallelepiped P(B) of the lattice Λ generated by the
basis B = {bi}i∈[n] is defined as P(B) =

{∑
i∈[n] zibi : zi ∈

[
− 1

2 ,
1
2

)
,∀i ∈ [n]

}
.

For any w ∈ Rn, we write x = w mod B to denote the unique point x ∈ P(B)
such that w − x ∈ Λ. One of the most studied lattice problems is the shortest
vector problem (SVP). It exists in both search and decisional versions, but within
this paper we are only using the approximation variant of the latter.

Definition 1 (Shortest vector problem). Let γ = γ(n) ≥ 1 be a function
in the dimension n. An input to the shortest vector problem GapSVPγ is a
pair (B, δ), where B is a basis of an n-dimensional lattice Λ and δ > 0 is
a real number. It is a YES instance if λ1(Λ) ≤ δ, and it is a NO instance
if λ1(Λ) > γ · δ. The problem asks to distinguish whether a given instance is a
YES or a NO instance. If λ1(Λ) falls in (δ, γ · δ], we can return anything.
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Let R be of degree n. Any rank d moduleM ⊆ Kd of R is mapped by the canon-
ical embedding (σH , . . . , σH) : Kd → Rnd to a lattice in Rnd. By abuse of nota-
tion, we simply write σH . Such lattices are called module lattices. The GapSVPγ
restricted to module lattices is denoted by Mod-GapSVPγ . For any x ∈ Kd, we
define three different norms ‖x‖2 = ‖(σH(xk))k∈[d]‖2, ‖x‖∞ = ‖(σH(xk))k∈[d]‖∞
and ‖x‖2,∞ = maxi∈[n](

∑
k∈[d] |σi(xk)|2)1/2. Within this paper, we further need

two intermediate lattice problems, presented in the setting of module lattices.

Definition 2 (Bounded distance decoding). Let K be a number field with R
its ring of integers of degree n and M ⊆ Kd be a module of R of rank d. Further,
let δ be a positive real number. An input to the bounded distance decoding
problem BDDM,δ is a point y ∈ Kd of the form y = x + e, where x ∈ M
and ‖e‖2,∞ ≤ δ. The problem asks to find x.

By Dg we denote the continuous Gaussian distribution of width g on Kd
R, which

we define properly in the next subsection.

Definition 3 (Gaussian decoding problem). Let K be a number field with R
its ring of integers of degree n and M ⊆ Kd be a module of R of rank d. Fur-
ther, let g > 0 be a Gaussian parameter. An input to the gaussian decoding
problem GDPM,g is a coset y +M , where y← Dg. The goal is to find y.

Every GDPM,g instance defines a BDDM,δ one with δ = g ·
√
d ·ω(

√
log2 n). Note

that GapSVP, BDD and GDP can also be defined with regard to other norms.

Lemma 1 ([LLL82],[Bab85]). There exists a polynomial-time algorithm that
solves BDDM,δ for δ = 2−

N
2 · λ1(M), where N = nd.

2.3 Probabilities

For a set S and a distribution χ on S, we denote by x ← χ the process of
sampling x ∈ S according to χ. By U(S) we denote the uniform distribution
on S. For s > 0 and a vector c ∈ Rn, the Gaussian function ρs,c is defined
by ρs,c(x) = exp

(
−π‖x−c‖

2
2

s2

)
. By normalizing the Gaussian function, we obtain

the density function of the n-dimensional continuous Gaussian distribution Ds,c

of width s and center c. If the center is the zero vector 0, we simply omit
the index c and write Ds. For an n-dimensional lattice Λ ⊆ Rn, the discrete
Gaussian distribution DΛ,s,c of width s and center c for Λ is defined by its
density function DΛ,s,c(x) = Ds,c(x)

Ds,c(Λ)
, where Ds,c(Λ) =

∑
y∈ΛDs,c(y). Again, if

the center is 0, we simply omit the index c and write DΛ,s.
Using the identification of H as Rn, we can extend the definition of the

continuous Gaussian distribution to an elliptical Gaussian distribution in the
basis {hi}i∈[n] as follows. Let r = (r1, . . . , rn)

T ∈ Rn be a vector such that ri > 0
for all i ∈ [n] and rt1+j = rt1+t2+j for all j ∈ [t2], where n = t1 + 2t2. A sample
from Dr on H is given by

∑
i∈[n] xihi, where xi ← Dri over R for i ∈ [n].

By applying the inverse of the canonical embedding σ, this provides Gaussian
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distributions on Kd
R for any d. For 0 ≤ α < α′, we define Ψ[α,α′] to be the set of

Gaussian distributions Dr with α < ri ≤ α′ for all i ∈ [n]. If α = 0, we simply
write Ψ≤α′ . Further, for any positive real α, we define the distribution Υα on
distributions on H as done by Peikert et al. [PRS17]. Fix an arbitrary f(n) =
ω(
√
log2 n). A distribution sampled from Υα is an elliptical GaussianDr, where r

is sampled as follows: For i ∈ [t1], sample xi ← D1 and set r2i = α2(x2i+f
2(n))/2.

For i ∈ {t1 + 1, . . . , t1 + t2}, sample xi, yi ← D1/
√
2 and set r2i = r2i+t2 =

α2(x2i+y
2
i+f

2(n))/2. Additionally, we define the smoothing parameter ηε(Λ) of a
lattice Λ which was first introduced by Micciancio and Regev [MR07]. Informally,
this gives a threshold above which many properties of the continuous Gaussian
distribution also hold for its discrete counterpart.

Definition 4 (Smoothing parameter). Let Λ be an n-dimensional lattice
and ε be a positive real number, the smoothing parameter ηε(Λ) is defined as
the smallest positive real s such that ρ1/s(Λ∗ \ {0}) ≤ ε.

In particular, we need the following bounds on the smoothing parameter.

Lemma 2 (Lem. 1.5 [Ban93] and Claim 2.13 [Reg05]). Let Λ be an n-
dimensional lattice and ε = exp(−n), it holds

√
n√

πλ1(Λ∗)
≤ ηε(Λ) ≤

√
n

λ1(Λ∗)
.

The statistical distance is a widely used measure of distribution closeness.

Definition 5 (Statistical distance). Let P and Q be two discrete probabil-
ity distributions on a discrete domain E. The statistical distance is defined
as ∆(P,Q) = 1

2

∑
x∈E |P (x)−Q(x)|.

The statistical distance fulfills the probability preservation property.

Lemma 3. Let P,Q be two probability distributions with Supp(P ) ⊆ Supp(Q)
and E ⊆ Supp(Q) be an arbitrary event. Then, P (E) ≤ ∆(P,Q) +Q(E).

Within the paper, we need the following two results about the statistical distance
of two Gaussian distributions.

Lemma 4 (Thm. 1.2 [DMR18]). Let Dg denote the continuous Gaussian
distribution on KR and let z ∈ K. The statistical distance between Dg and Dg,z

is bounded above by
√
2π‖z‖2
g .

Lemma 5 (Claim 2.2 [Reg05]). Let α and β be positive reals such that α < β.
The statistical distance between Dα and Dβ is bounded above by 10 ·

(
β
α − 1

)
.

The following lemma describes the behavior of the sum of a continuous Gaussian
and a discrete one.

Lemma 6 (Claim. 3.9 [Reg09]). Let Λ be an n-dimensional lattice, s > 0, r >
0 and t =

√
r2 + s2. Assume that rs

t ≥ ηε(Λ) for some ε ∈ (0, 12 ). Consider the
distribution Y on Rn obtained by sampling from DΛ,r and then adding a vector
taken from Ds. Then, it yields ∆(Y,Dt) ≤ 2ε.
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Further, we need a ring version of the leftover hash lemma, where the secret vec-
tor contains binary polynomials. For this purpose, we adapt a result from Mic-
ciancio [Mic07]. For the sake of completeness, we adjoin a proof in Appendix A.

Lemma 7. Let n,m, d, q be positive integers, with q prime. Further, let f be the
defining polynomial of degree n of the number field K ∼= Q[x]/〈f〉 such that its
ring of integers is R = Z[x]/〈f〉. We set Rq = R/qR and R2 = R/2R. Then,

∆ ((A,Ax), (A,v)) ≤ 1

2

√(
1 +

qd

2m

)n
− 1,

where A← U((Rq)
d×m), x← U((R2)

m) and v← U((Rq)
d).

In order to guarantee a statistical distance negligibly small in n for a fixed rank d,
we require m ≥ d log2 q + ω(log2 n). Note that the requirement Ω(log2 n) is not
strong enough as limn→∞

(
1 + 1

c·n
)n

= e
1
c , for any positive constant c.

The Rényi divergence [R6́1,vEH14] defines another measure of distribution
closeness and was thoroughly studied for its use in cryptography as a powerful
alternative for the statistical distance measure by Bai et al. [BLL+15]. In this
paper, it suffices to use the Rényi divergence of order 2.

Definition 6 (Rényi divergence of order 2). Let P and Q be two discrete
probability distributions such that Supp(P ) ⊆ Supp(Q). The Rényi divergence
of order 2 is defined as RD2(P‖Q) =

∑
x∈Supp(P )

P (x)2

Q(x) .

The Rényi divergence is multiplicative and fulfills the probability preservation
property, as proved by van Erven and Harremoës [vEH14].

Lemma 8. Let P,Q be two discrete probability distributions with Supp(P ) ⊆
Supp(Q) and E ⊆ Supp(Q) be an arbitrary event. Further, let (Pn)n∈N, (Qn)n∈N
be two families of independent discrete probability distributions with Supp(Pn ) ⊆
Supp(Qn ) for all n ∈ N. Then, the following properties are fulfilled:

RD2

(∏
n∈N

Pn‖
∏
n∈N

Qn

)
=
∏
n∈N

RD2(Pn‖Qn), and Q(E) · RD2(P‖Q) ≥ P (E)2.

In Section 3, we need the Rényi divergence of two shifted discrete Gaussians.

Lemma 9 (Adapted from Lem. 4.2 [LSS14]). Let s and ε be positive real
numbers with ε ∈ (0, 1), c be a vector of Rn and Λ be a full-rank lattice in Rn.
We assume that s ≥ ηε(Λ). Then,

RD2(DΛ,s,c‖DΛ,s) ≤
(
1 + ε

1− ε

)2

· exp
(
2π‖c‖2

s2

)
.
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2.4 The module learning with errors problem

The module variant of LWE was first defined by Brakerski et al. [BGV12] and
thoroughly studied by Langlois and Stehlé [LS15]. It describes the following
problem. Let K be a number field of degree n and R its ring of integers with
dual R∨. Further, let d denote the rank and let ψ be a distribution on KR

and s ∈ (R∨q )
d be a vector. We let A(Rd)

s,ψ denote the distribution on (Rq)
d ×

TR∨ obtained by choosing a vector a ← U((Rq)
d), an element e ← ψ and

returning (a, 1q 〈a, s〉+ e mod R∨).

Definition 7. Let q, d be positive integers with q ≥ 2. Let Ψ be a family of distri-
butions on KR. The search version M-SLWEn,d,q,Ψ of the module learning with
errors problem is as follows: Let s ∈ (R∨q )

d be secret and ψ ∈ Ψ . Given arbitrar-

ily many samples from A
(Rd)
s,ψ , the goal is to find s. Let Υ be a distribution on a

family of distributions on KR. Its decision version M-LWEn,d,q,Υ is as follows:
Choose s ← U((R∨q )

d) and ψ ← Υ . The goal is to distinguish between arbitrar-

ily many independent samples from A
(Rd)
s,ψ and the same number of independent

samples from U((Rq)
d × TR∨).

Fixed number of samples. When using the Rényi divergence as a tool to
measure the distance of two given probability distributions, we need to fix the
number of requested samples a priori. Letm be the number of requested M-LWE
samples (ai,

1
q 〈ai, s〉 + ei) for i ∈ [m], then we consider the matrix A ∈ Rm×dq

whose rows are the ai’s and we set e = (e1, . . . , em)T . We obtain the representa-
tion (A, 1qA ·s+e), where s ∈ (R∨q )

d. We denote this problem by M-LWEmn,d,q,Υ .
Multiple secrets. Let k,m be natural numbers, wherem denotes the number of
requested samples of A(Rd)

s,ψ . In the multiple secrets version, the secret vector s ∈
(R∨q )

d is replaced by a secret matrix S ∈ (R∨q )
d×k and the error vector e← ψm

by an error matrix E ← ψm×k. There is a simple polynomial-time reduction
from M-LWE using a secret vector to M-LWE using a secret matrix for any k
polynomially large in d via a hybrid argument, as given for instance in [Mic18,
Lem. 2.9]. We denote the corresponding problem by M-LWEm,kn,d,q,Υ .
Binary secret. Another possibility is to choose a small secret. We are interested
in the case where the secret vector s is a binary vector, thus chosen from the
set (R∨2 )

d. We denote the corresponding problem by bin-M-LWEn,d,q,Υ . Note
that R∨2 is defined with regard to the coefficient embedding τ , see Section 2.1.
Discrete version. As pointed out by Lyubashevsky et al. [LPR10], sometimes it
can be more convenient to work with a discrete variant, where the second compo-
nent b of each sample (a, b) is taken from a finite set, and not from the continuous
domain TR∨ . Indeed, for the case of M-LWE, if the rounding function b·e : KR →
R∨ is chosen in a suitable way, see Lyubashevsky et al. [LPR13, Sec. 2.6] for
more details, then every sample (a, b = 1

q 〈a, s〉+ e) ∈ (Rq)
d×TR∨ of the distri-

bution A(Rd)
s,ψ can be transformed to (a, bq · be) = (a, 〈a, s〉+ bq · ee mod qR∨) ∈

(Rq)
d×R∨q . For technical reasons, we use the latter representation in Section 3.
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3 Hardness of binary M-LWE

In the following, we show a reduction from M-LWE to its binary secret version,
if the module rank d is at least of size log2 q+ω(log2 n), where q is the modulus
and n is the degree of the underlying number field.

Our proof follows the proof structure of Goldwasser et al. [GKPV10], but
achieves better parameters by using the Rényi divergence, while being as direct
and short as the original proof. The improvement on the noise rate α

β compared
to [GKPV10] stems from the fact that the Rényi divergence only needs to be
constant for the reduction to work and not necessarily negligibly close to 1
(compared to negligibly close to 0 for the statistical distance). However, using
the Rényi divergence as a tool for distance measurement requires to move to the
search variants of M-LWE and its binary version, respectively.

Within the proof of Theorem 1 we need to apply the leftover hash lemma over
rings (Lemma 7), and thus need to require that the modulus q is prime. Further,
we need Lemma 10, which only holds for cyclotomic number fields K = Q(ζ),
where ζ is a primitive root of unity. As stated in Section 2.1, in this case it
holds R∨q = 1

f ′(ζ)Rq for all q ∈ Z. In order to ease notation, we set λ = f ′(ζ)

and write x = 1
λ · x̃ for every x ∈ R∨q , where x̃ ∈ Rq.

In the following, we study the M-LWE problem in its discrete version, as
introduced in Section 2.4. This is convenient as we replace in the course of the
proof the public matrix A ∈ (Rq)

m×d by the second part of some multiple-
secret M-LWE sample. Thus, we need to ensure that the second part is also
an element of (Rq)m×d. Hence, we represent m samples by (A,A · s + e mod
qR∨) ∈ (Rq)

m×d× (R∨q )
m, with s ∈ (R∨2 )

d and e← ψ, where ψ is a distribution
on R∨. The theorem uses the discrete Gaussian distribution ψ = DR∨,αq, for
some positive real α.

Theorem 1. Let K be a cyclotomic number field of degree n with R its ring
of integers. Let `, d,m and q be positive integers with q prime and m poly-
nomial in n. Further, let α and β be positive real numbers such that α

β ≤
1√

m·n2d
. Let ε be a positive real number with ε ∈ [0, 1) such that βq ≥ ηε(R

∨).
and ε = O( 1

m ). Then, for any d ≥ ` · log2 q + ω(log2 n), there is a probabilis-
tic polynomial-time reduction from M-SLWEmn,`,q,DR∨,βq and M-LWEm,dn,`,q,DR∨,αq
to bin-M-SLWEmn,d,q,DR∨,βq .

The degree n of the number field K and the number of samples m are preserved.
The reduction increases the rank of the module from ` to ` · log2 q + ω(log2 n)
and the Gaussian width from αq to αq ·

√
m · n2d. Further, M-LWEmn,`,q,DR∨,αq

trivially reduces to M-SLWEmn,`,q,DR∨,βq , as β ≥ α.

Proof. Fix any n, `, d,m, q, α, β and ε as in the statement of the theorem. Given
a bin-M-SLWEmn,d,q,DR∨,βq sample (A,A · s + e) ∈ (Rq)

m×d × (R∨q )
m, with s ∈

(R∨2 )
d and e← (DR∨,βq)m, the search problem asks to find s and e. In order to

prove the statement, we define different hybrid distributions:
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– H0 : (A,A · s + e), as in bin-M-SLWEmn,d,q,DR∨,βq ,

– H1 : (A′ = λ(BC+Z),A′·s+e), where B← U((Rq)
m×`), C← U((R∨q )

`×d),
and Z← (DR∨,αq)m×d and s, e as in H0,

– H2 : (B,C,Z,B(λCs) + Z(λs) + e), where B,C,Z, s, e as in H1,
– H3 : (B,C,Z,B(λCs)+e′), where e′ ← (DR∨,βq)m and B,C,Z, s as in H2,
– H4 : (B,C,Z,Bs′ + e′), where s′ ← U((R∨q )

`) and B,C,Z, e′ as in H3.

For i ∈ {0, . . . , 4}, we denote by Pi the problem of finding the secret s (resp. s′

in H4), given a sample of the distribution Hi. We say that problem Pi is hard
if for any probabilistic polynomial-time attacker A the advantage of solving Pi
is negligible, thus AdvPi [A(Hi) = s] ≤ n−ω(1), where n is the degree of K. The
overall idea is to show that if P4 is hard, then P0 is hard as well.

Problem P4 is hard: By the hardness assumption ofM-SLWEmn,`,q,DR∨,βq , it yields

AdvP4
[A(H4) = s′] ≤ n−ω(1).

From P4 to P3: By the probability preservation property of the statistical dis-
tance (Lemma 3), we have

AdvP3
[A(H3) = s] ≤ AdvP4

[A(H4) = s′] +∆(H3, H4).

The only difference between the distributions H3 and H4 is that the element λCs
in H3 is replaced by s′ in H4. Our aim is to show that λCs is statistically close
to the uniform distribution on (R∨q )

`. We set C̃ = λC ∈ (Rq)
`×d and s = 1

λ s̃,
where s̃ ∈ (R2)

d. By the leftover hash lemma (Lemma 7) it yields that the
distribution (C̃, C̃s̃) is statistically close to the distribution (C̃, s̃′), where s̃′ ←
U((Rq)

`), as d ≥ ` log2 q + ω(log2 n). Dividing the first and the second part
of both distributions by λ preserves the statistical distance and yields that the
distribution (C, λCs) is statistically close to the distribution (C, s′), where s′ ←
U((R∨q )

`). Overall, it yields∆(H3, H4) ≤ 1
2

√
(1 + q`/2d)n − 1. As we require d ≥

` log2 q + ω(log2 n), we obtain ∆(H3, H4) ≤ n−ω(1).
From P3 to P2: By the probability preservation property of the Rényi divergence
(Lemma 8), we have

AdvP2 [A(H2) = s]2 ≤ AdvP3 [A(H3) = s] · RD(H2‖H3).

In order to compute the Rényi divergence of H2 and H3, we need to compute the
Rényi divergence of Z(λs) + e and e′. We claim that each of the m coefficients
of Z(λs) is bounded above by αqdn2 with probability 1 − 2−Ω(n), and provide
a detailed proof below in Lemma 10. Thus, it suffices to compute the Rényi
divergence of (DR∨,βq,c)

m and (DR∨,βq)
m, where c ∈ R∨ with norm bounded

above by αqdn2. Using that βq ≥ ηε(R
∨), the multiplicativity of the Rényi

divergence (Lemma 8) and the result of Lemma 9 about the Rényi divergence of
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shifted discrete Gaussians, we deduce

RD2 ((DR∨,βq,c)
m‖(DR∨,βq)

m) = RD2 (DR∨,βq,c‖DR∨,βq)
m

≤
(
1 + ε

1− ε

)2m

· exp
(
2π‖c‖2

(βq)2

)m
≈
(
1 + ε

1− ε

)2m

·
(
1 +

2π‖c‖2

(βq)2

)m
.

The last approximation comes from considering the function f(x) = exp(x),
developing its first-order Taylor expansion at the point 0, i.e. f(x) ≈ 1 + x, and
evaluating the function f at the small point 2π‖c‖2

(βq)2 . By setting 2π‖c‖2
(βq)2 ≤

2π
m ,

which leads to α
β ≤

1√
m·n2d

, we get exp
(

2π‖c‖2
(βq)2

)m
≈ e2π.

For the Rényi divergence to be bounded by a constant, we also need ε =

O( 1
m ). Indeed, we have

(
1+ε
1−ε

)2
=
(
1 + 4ε/1−ε

2

)2
< exp

(
4ε
1−ε

)
as
(
1 + x

y

)y
<

exp(x) for any x, y > 0. Without loss of generality, assume ε < 1
2 , then

1
1−ε < 2

and thus, we get
(

1+ε
1−ε

)2m
< exp(8mε) and therefore ε = O( 1

m ) suffices.

From P2 to P1: Since more information is given in distribution H2 than in
distribution H1, the problem P1 is harder than P2 and hence

AdvP1 [A(H1) = s] ≤ AdvP2 [A(H2) = s].

From P1 to P0: By the hardness assumption of M-LWEm,dn,`,q,DR∨,αq
, the distri-

butions H0 and H1 are computationally indistinguishable. More concretely,

AdvP0
[A(H0) = s] ≤ AdvP1

[A(H1) = s] + d ·AdvM-LWE

≤ AdvP1 [A(H1) = s] + d · n−ω(1)

where d is the number of secret vectors, represented as the columns of the ma-
trix C. Putting all equations from above together, we obtain

AdvP0
[A(H0) = s] ≤ AdvP1

[A(H1) = s] + d ·AdvM-LWE

≤ AdvP2
[A(H2) = s] + d ·AdvM-LWE

≤
√

AdvP3
[A(H3) = s] · RD2(H2‖H3) + d ·AdvM-LWE

≤
√

(AdvP4
[A(H4) = s′] +∆(H3, H4)) · RD2(H2‖H3)

+ d ·AdvM-LWE

≤ n−ω(1).

ut

To complete the proof above, we now show the following bound on the norm of
the product of some discrete Gaussian matrix (in the canonical embedding) and
a binary vector in the dual ring (in the coefficient embedding).
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Lemma 10. Let K be a cyclotomic number field with R its ring of integers
of degree n. Let Z ← (DR∨,αq)m×d and s ← U((R∨2 )

d), where R∨2 = λR2 as
in the statement of Theorem 1 above. We set s̃ = λs. Then, with overwhelm-
ing probability ‖Zs̃‖2 ≤ αqn2d

√
m. In particular, the Euclidean norm of each

coefficient (Zs̃)i for i ∈ [m] is bounded above by αqn2d.

Proof. We want to bound the norm ‖Zs̃‖2 = ‖σH(Zs̃)‖2, where the latter norm
is taken in Rnm. Since σ and σH only differ by a unitary transformation, we can
consider σ instead of σH . For all i ∈ [m] it yields

σ((Zs̃)i) = σ

∑
j∈[d]

zij · s̃j

 =
∑
j∈[d]

diag(σ(zij)) · σ(s̃j).

Let θ denote the ring homomorphism from Km×d → Cnm×nd, where

θ(Z) =

Z11 − Z1d

| � |
Zm1 − Zmd

 , with Zij = diag(σ(zij)) ∈ Cn×n.

Then, σ(Zs̃) = θ(Z)σ(s̃) and thus ‖σ(Zs̃)‖2 ≤ ‖θ(Z)‖2 · ‖σ(s̃)‖2. Using the
Vandermonde matrix V to switch from the coefficient embedding τ to the
canonical embedding σ, we can bound ‖σ(s̃)‖2 ≤ ‖V‖2 · ‖τ(s̃)‖2 ≤ n ·

√
nd,

where we use that for cyclotomic number fields it yields ‖V‖2 ≤ ‖V‖F =(∑
i,j∈[n] |α

j−1
i |2

)1/2
≤ n (as α is a unit) and that τ(s̃) is a binary vector

of dimension nd. Further, for each i ∈ [m] and j ∈ [d] it holds ‖σ(zij)‖2 ≤ αq
√
n

with probability 1− 2−Ω(n). Hence,

‖θ(Z)‖2 ≤ ‖θ(Z)‖F =

√∑
i∈[m]

∑
j∈[d]

∑
k∈[n]

|σk(zij)|2

=

√∑
i∈[m]

∑
j∈[d]

‖σ(zij)‖22 ≤ αq
√
nd
√
m.

Combining both bounds proves the claim. ut

4 Classical Hardness for Linear Rank Modules

In the following, we use the result from Section 3 to prove a classical reduction
from Mod-GapSVP to M-LWE for any polynomial-sized modulus p̂ and module
rank d at least 2n+ ω(log2 n), for the case of power-of-two cyclotomics.

Theorem 2. Let ν be a power of 2, defining the ν-th cyclotomic number field
with R its ring of integers of degree n = ν/2. Let d, p̂,m be positive integers
and β̂ and γ be positive reals. Fix ε ∈ (0, 12 ) such that β̂ ≥

√
2 · 2−n · ηε(R∨)
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and ε = O
(

1
m

)
. There is a classical probabilistic polynomial-time reduction

from Mod-GapSVPγ to M-LWEmn,d,p̂,Υβ̂ , where d ≥ 2n+ ω(log2 n) and

β̂ = Θ̃

(√
m · n 21

4

γ

)
.

We quickly recall the proof structure for Theorem 2 as pictured in Figure 1 in
the introduction:

1. A reduction from Mod-GapSVP to M-LWE with an exponential-sized mod-
ulus q in Theorem 4, Section 4.2,

2. A reduction from M-LWE and M-SLWE to bin-M-SLWE in Theorem 1,
Section 3, still with an exponential-sized modulus q,

3. A modulus reduction from bin-M-SLWE with exponential-sized modulus q
to bin-M-SLWE with polynomial-sized modulus p in Corollary 1, Section 4.1
(Corollary 2 for the power-of-two cyclotomic case),

4. A trivial reduction from bin-M-SLWE to M-SLWE,
5. A reduction from M-SLWE to M-LWE with polynomial-sized prime modu-

lus p, satisfying p = 1 mod ν, using [LS15, Sec. 4.3],
6. A reduction from M-LWE with prime modulus p satisfying p = 1 mod ν

to M-LWE with arbitrary polynomially large modulus p̂.

We first provide a modulus reduction in Section 4.1, using the results of Albrecht
and Deo [AD17]. Finally, we adapt in Section 4.2 the classical reduction from
Peikert [Pei09] to the module setting. In Section 4.3, we explain how to switch
between different error distributions.

4.1 Modulus switching

In order to prove the classical hardness of M-LWE, we provide a modulus
reduction, where the rank of the underlying module is preserved. This corre-
sponds to the modulus reduction for LWE shown by Brakerski et al. [BLP+13,
Cor. 3.2]. Note that Langlois and Stehlé [LS15] proved a modulus switching re-
sult from M-LWEn,d,q,Υβ to M-LWEn,d,p,Υβ′ , but the error increases at least by a
multiplicative factor q

p , which is exponential if q is exponential-sized and p only
polynomial-sized.

Prior to this paper, Albrecht and Deo [AD17] adapted the more general result
from [BLP+13, Thm. 3.1], from which Corollary 3.2 is deduced. Thus, we first
recall their general result [AD17, Thm. 1] and then derive the corollary we need
from it. Let K be a number field and let R be its ring of integers.

Theorem 3 (Thm. 1 [AD17]). Let d, d′, q, p be positive integers, ε ∈ (0, 12 )

and G ∈ Rd
′×d. Fix a vector s = (s1, . . . , sd)

T ∈ (R∨q )
d. Further, let Λ be

the lattice given by Λ = 1
pGT

HR
d′ + Rd with known basis BΛ in the canonical

embedding, let BR be some known basis of R in H and let BsjR be a known basis
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of sjR in the canonical embedding for j ∈ [d]. Let further be r a real number
such that

r ≥ max


‖B̃Λ‖ ·

√
2 ln(2nd(1 + 1/ε))/π

1
q‖B̃R‖ ·

√
2 ln(2nd(1 + 1/ε))/π

1
q max
j∈[d]

(
‖B̃sjR‖ · 1

min
i∈[n]
|σi(sj)|

)√
2 ln(2n(1 + 1/ε))/π

.

There exists an efficient mapping F : (Rq)
d × TR∨ → (Rp)

d′ × TR∨ such that:

1. The output distribution F(U((Rq)
d × TR∨)) given uniform input is within

statistical distance 4ε of the uniform distribution on (Rp)
d′ × TR∨ .

2. Set B = maxi∈[n],j∈[d] |σi(sj)| . The output distribution F(A(Rd)
q,s,Dβ

) is within

statistical distance (4d+ 6)ε of A(Rd
′
)

p,Gs,Dβ′
, where

(β′i)
2 = β2 + r2(γ2 +

∑
j∈[d]

|σi(sj)|2),

for i ∈ [n] and γ satisfying γ2 ≥ B2d.

4.1.1 General case. Whereas Albrecht and Deo [AD17] proved a rank-modu-
lus trade-off, defining a map from M-LWE in module rank d to d/k and from
modulus q to qk for any divisor k of d, we are interested in another particular
instance of Theorem 3 where the rank of the module is preserved. The following
corollary specializes the general result to the case of G = Id ∈ Rd×d and its proof
is essentially the same as in [AD17]. Overall, we obtain a modulus reduction,
where the rank d is preserved.

Corollary 1. Let d, q, p be positive integers with q ≥ p, ε and β be real numbers
with ε ∈ (0, 12 ) and β > 0 and G = Id ∈ Rd×d. Let χ be a distribution on R∨q
satisfying

Prs←χ

[
max
i∈[n]
|σi(s)| > B

]
≤ δ and Prs←χ

[
max
i,j∈[n]

|σi(s)|
|σj(s)|

> B′
]
≤ δ′,

for some non-negative real numbers B,B′, δ, δ′. By χd we denote the distribution
on (R∨q )

d, where every coefficient is sampled from χ independently. Let further
be r a real number such that

r ≥ max

{
1
p‖B̃R‖ ·

√
2 ln(2nd(1 + 1/ε))/π

1
qB
′‖B̃R‖ ·

√
2 ln(2n(1 + 1/ε))/π

.

Then, there is a polynomial-time reduction from M-SLWEmn,d,q,Dβ (χ
d) to the

problem M-SLWEmn,d,p,Dβ′ (χ
d) for (β′)2 ≥ β2 + 2r2B2d. This reduction reduces

the advantage by at most 1− (1− δ − δ′)d + (4d+ 6)εm.
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Proof. We use the transformation from Theorem 3 by taking γ2 = B2d and
replacing

∑
j∈[d] |σi(sj)| for every i ∈ [n] by B. For all j ∈ [d] it holds ‖B̃sjR‖ ≤

maxi∈[n] |σi(sj)|·‖B̃R‖. Thus, we can replace the maximum in the third condition
on r of Theorem 3 by B′‖B̃R‖. We can write G in the coefficient embedding
as Ĝ = Id ⊗ In = Idn, defining the corresponding lattice Λ̂ = 1

pĜTZdn + Zdn

with basis BΛ̂ = 1
pIdn. To move from the coefficient embedding to the canonical

embedding, we can simply multiply the basis by the matrix BRd = Id⊗BR. The
basis for Λ = 1

pGT
HR

d +Rd given in the canonical embedding is thus given by

BΛ = (
1

p
Id ⊗ In) · (Id ⊗BR) =

1

p
Id ⊗BR,

using the mixed product property of the Kronecker product. Orthogonalizing
from left to right gives ‖B̃Λ‖ = 1

p‖B̃R‖. As q ≥ p, we have 1
q‖B̃R‖ ≤ 1

p‖B̃R‖ =
‖B̃Λ‖ and we can thus merge the first and second condition on r of Theorem 3.
The loss in advantage is the result of a simple probability calculus. Let E be
the event that maxi∈[n] |σi(s)| ≤ B, which happens with probability greater
than 1 − δ, and F be the event that maxi,j∈[n]

|σi(s)|
|σj(s)| ≤ B′, which happens

with probability greater than 1 − δ′ for any s ← χ. It yields Pr(E ∩ F ) =
Pr(E) + Pr(F ) − Pr(E ∪ F ) ≥ Pr(E) + Pr(F ) − 1 ≥ 1 − δ − δ′. As the secret
vector s = (s1, . . . , sd)

T ∈ (R∨q )
d is chosen by drawing d times independently

from χ, we have to add the advantage loss of 1− (1− δ− δ′)d to the one coming
from Theorem 3. ut

4.1.2 Power-of-two cyclotomic rings. The quality of Corollary 1 depends
on the factor ∆ = 2r2B2d, that we have to add to the error β2. This factor
is determined by the rank d, the first bound B on the secret distribution χ
and the number r, which itself is quantified by the second bound B′ on the
secret distribution χ, the field degree n, the starting modulus q, the reduced
modulus p and the norm ‖B̃R‖. In the following, we give a concrete calculation
example for those parameters in the case of power-of-two cyclotomic rings and
where χd is the uniform distribution on (R∨2 )

d, denoted by U((R∨2 )
d). Let ν be

a power of two, defining the ring of integers of the ν-th cyclotomic field, given
by R = Z[ζ] ∼= Z[x]/〈f〉, where f(x) = xn + 1 and n = ν/2.

Corollary 2. Let R be the ring of integers of degree n, where n is a power of 2.
Let d, q, p be positive integers with q ≥ p, ε and β be real numbers with ε ∈ (0, 12 )
and β > 0 and G = Id ∈ Rd×d. Let further be r a real number such that

r ≥ max

{
1
p

√
n ·
√

2 ln(2nd(1 + 1/ε))/π
1
q · n

5/2 · 2(n−2)/2 ·
√

2 ln(2n(1 + 1/ε))/π
.

For (β′)2 ≥ β2 + 2dr2, there is a probabilistic polynomial-time reduction from
the problem M-SLWEmn,d,q,Dβ (U((R∨2 )

d)) to M-SLWEmn,d,p,Dβ′ (U((R∨2 )
d)). This

reduction reduces the advantage by at most 1− (1− 1
2n )

d + (4d+ 6)εm.
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In order to guarantee a negligible loss in advantage, we require n and d to be
polynomial in the security parameter and ε negligibly small. If q is exponentially
large, as it is the case in the classical hardness result of Section 4.2, say q ≥ 2n,
then we know that r is polynomial in n.

Proof. Let R be the ring of integers of degree n, where n is a power of 2. Its
dual R∨ = 1

nR is just a scaling of the ring R itself. Further, the map that takes
the vector of an element in R defined by its canonical embedding to the vector
corresponding to the coefficient embedding is a scaled isometry with scaling
factor 1√

n
. A basis BR for R in H is given by

√
n ·U, where U is unitary.

For any element s ∈ R, let SH be the matrix of multiplication by s in the
canonical embedding written in the basis {hi}i∈[n] ofH. Let Rot(s) be the matrix
of multiplication by s in the coefficient embedding. As mentioned above, going
from the coefficient embedding to the canonical embedding is a scaled isometry
of scaling factor

√
n. Thus,

SH = (BR)
−1 · Rot(s) ·BR =

1√
n
·U† · Rot(s) ·

√
n ·U = U† · Rot(s) ·U,

where U is unitary. As explained in the preliminaries, the singular values of SH
are given by |σi(s)| for i ∈ [n]. It yields

(SH)†SH = (U† · Rot(s) ·U)†(U† · Rot(s) ·U)

= U−1 · Rot(s)T · Rot(s) ·U.

As a conclusion, the singular values of Rot(s) are exactly the values given
by |σi(s)| for i ∈ [n]. The smallest (resp. largest) singular value of Rot(s) thus
determines the minimum (resp. maximum) of the set {|σi(s)|}i∈[n].

We use this observation to compute the bounds B and B′ of Corollary 1 for
the case where χ equals U((R∨2 )

d). Note that we provide new bounds, as the ones
calculated by Albrecht and Deo [AD17] hold for a Gaussian, and not a binary
secret distribution.

Using the identity R∨2 = 1
nR2, we know that Rot(s) = 1

nRot(s̃), where s̃ ∈ R2

and Rot(s̃) only has entries from the set {0, 1}. Let Rot(s̃) = U ·Σ ·V† be the
singular value decomposition of Rot(s̃), where U and V are unitary matrices
over R and Σ is a diagonal matrix with the singular values of Rot(s̃) on its
diagonal. The singular value decomposition of Rot(s) is thus given by Rot(s) =
U · 1

nΣ ·V† and we can deduce that the singular values of Rot(s) are just the
singular values of Rot(s̃), shrank by a factor of 1

n .
The largest singular value s1(Rot(s̃)) of Rot(s̃) is bounded above by its Frobe-

nius norm ‖Rot(s̃)‖F and hence

s1(Rot(s̃)) ≤ ‖Rot(s̃)‖F =

 ∑
i,j∈[n]

|Rot(s̃)ij |2
1/2

≤ n.

It follows s1(Rot(s)) ≤ 1.
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The smallest singular value sn(Rot(s̃)) of Rot(s̃) is bounded below by the
following formula given in [PP02]:

sn(Rot(s̃)) ≥
|det(Rot(s̃))|

2(n−2)/2‖Rot(s̃)‖F
≥ |det(Rot(s̃))|

2(n−2)/2 · n
≥ 1

2(n−2)/2 · n
.

The last equation stems from the fact that every entry of Rot(s̃) is an integer
and Rot(s̃) is invertible (in K) for every nonzero s̃, thus |det(Rot(s̃))| ≥ 1 for
every s̃ 6= 0. It follows sn(Rot(s)) ≥ 1

2(n−2)/2·n2 .We can thus set B = 1 with δ = 0

and B′ = n2 · 2(n−2)/2 with δ′ = 1
2n as

max
i,j∈[n]

|σi(s)|
|σj(s)|

=
s1(Rot(s))

sn(Rot(s))
≤ n2 · 2(n−2)/2,

for every s 6= 0, which happens with probability 1− 1
2n . ut

As the bound on the smallest singular value of [PP02] does not take the nega-
cyclic structure of Rot(s̃) for power-of-two cyclotomics into account, we conjec-
ture that it is very loose. Experiments in dimensions up to 210 show that Rot(s̃)
behaves as a random binary matrix and the smallest singular value sn(Rot(s̃))
can thus with high probability be bounded below by 1

10
√
n
. 2 With this heuristic

bound and requiring p to be large enough, we can achieve ∆ = β2. Overall, this
leads to an error increase from

√
2β to

√
3β in Step 3 of Figure 1, as explained

in the introduction. We refer to [vNG47] for more details on heuristic bounds on
the smallest singular values of random sub-Gaussian matrices.

4.2 Classical reduction for M-LWE

In this section, we adapt the classical hardness reduction of LWE from Peik-
ert [Pei09, Thm. 3.1] to the module setting. In their introduction, Langlois and
Stehlé [LS15] claimed that Peikert’s dequantization [Pei09] carries over to the
module case. We prove this claim in the following. By using the more recent
results of Peikert et al. [PRS17], our reduction directly reduces Mod-GapSVP
to the decisional variant M-LWE and holds for any number field K.

Throughout this section, let K be a number field of degree n with R its
ring of integers. Any module M ⊆ K` of R of rank ` ≥ 2 can be identified
with a module lattice Λ of dimension N = n`. First, we recall the following
results about sampling discrete Gaussians over lattices and about reducing the
decisional variant of M-LWE from the GDP problem over modules.

Lemma 11 (Thm. 4.1 [GPV08] and Lem. 2.3 [BLP+13]). There exists a
probabilistic polynomial-time algorithm D that, given a basis B of a lattice Λ of
dimension N , r ≥ ‖GS(B)‖ ·

√
ln(2N + 4)/π and a center c ∈ RN , outputs a

sample whose distribution is DΛ,r,c.

2 The Python code is publicly available on https://github.com/KatinkaBou/
Probabilistic-Bounds-On-Singular-Values-Of-Rotation-Matrices.
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Let n = t1+2t2. As in [PRS17], for any r > 0, ζ > 0, and T ≥ 1, we define the set
of non-spherical parameter vectorsWr,ζ,T as the set of cardinality (t1+t2)·(T+1),
containing for each i ∈ [t1 + t2] and j ∈ {0, . . . , T} the vector ri,j which is equal
to r in all coordinates except in the i-th (and the (i+ t2)-th if i > t1), where it
is equal to r · (1 + ζ)j .

Lemma 12 (Adapted from Lem. 6.6 [PRS17]). There exists a probabilis-
tic polynomial-time algorithm that, given an oracle that solves M-LWEq,Υα , a
real α ∈ (0, 1) and an integer q ≥ 2 together with its factorization, a rank `
module M ⊆ K`, a parameter r ≥

√
2q · ηε(M) for ε = exp(−`n), and polyno-

mially many samples from the discrete Gaussian distribution DM,r for each r ∈
Wr,ζ,T (for some ζ = 1/poly(n) and T = poly(n)), solves GDPM∨,g, for g =

αq/(
√
2`r).

For the sake of completeness, we include a proof for Lemma 12 in Appendix B.
Using these results, we are able to adapt the classical hardness result of LWE

from Peikert [Pei09, Thm. 3.1] to modules.

Theorem 4. Let α, γ be positive real numbers such that α ∈ (0, 1). Let n, `
and q be positive integers and set N = n`. Further, assume that ` ≥ 2, q ≥ 2

N
2

and γ ≥ N
√
`

α . Let M ⊆ K` be a rank-` module. There exists a probabilis-
tic polynomial-time reduction from solving Mod-GapSVPγ in the worst-case to
solving the problem M-LWEn,`,q,Υα , using poly(N) samples.

The proof idea is the same as the one from Peikert, but with two novelties. First,
we look at the structured variants of the corresponding problems, i.e., GapSVP
over module lattices (of rank ≥ 2) and M-LWE, where the underlying ring R is
the ring of integers of a number field K. Second, we replace the main compo-
nent, a reduction from the BDD problem to the search version of LWE ([Pei09,
Prop. 3.4], originally from [Reg05, Lem. 3.4]), by the reduction from the GDP
problem over modules to the decisional version of M-LWE (Lemma 12).

Proof. Let M ⊆ K` be a rank-` module over R, such that the corresponding
module lattice of dimension N has basis B = (bi)i∈[N ]. Further, let δ be a
positive real. The Mod-GapSVPγ problem asks to decide whether λ1(M) ≤ δ
(YES instance) or λ1(M) > γδ (NO instance). Without loss of generality, we
assume that the basis B is LLL-reduced (Lemma 1) and appropriately scaled,
thus the following three conditions hold:

C1) λ1(M) ≤ 2
N
2 ,

C2) mini∈[N ] ‖GS(bi)‖2 ≥ 1,
C3) 1 ≤ γδ ≤ 2

N
2 .

Note for C3, that Mod-GapSVPγ becomes trivial if δ lies outside this range. The
reduction executes the following procedure poly(N) many times:

– Choose w← Dg′ with g′ = δ
2 ·
√
N ,

– Compute w +M ,
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– Run the GDPg oracle from Lemma 12 with w +M , r = q
√
2N
γδ , g = αq√

2`r
,

and using the Gaussian sampler from Lemma 11,
– Compare the output of the oracle with w.

If the oracle’s answer is always correct, output NO, otherwise YES.
First, we show that the Gaussian sampler from Lemma 11 always succeeds

to provide polynomially many samples from the discrete Gaussian distribu-
tion DM∨,r for each r ∈ Wr,ζ,T (for some ζ = 1/poly(n) and T = poly(n)),
needed in Lemma 12. Note that for every r = (ri)i∈[n] ∈ Wr,ζ,T it yields ri ≥ r
for every i ∈ [n]. Thus, it suffices to show that the Gaussian sampler succeeds
for r. Let D = (B−1)T denote the basis of the dual M∨, where we denote
by di its column vectors for i ∈ [N ]. It yields for the `2-norm that ‖GS(D)‖2 =
‖GS(B)‖−12 . As we require in condition C2 that mini∈[N ] ‖GS(bi)‖2 ≥ 1, it fol-
lows maxi∈[N ] ‖GS(di)‖2 ≤ 1. Using the condition C3 and that q ≥ 2

N
2 , it yields

r =
q
√
2N

γδ
≥
√
2N ≥ 1 ·

√
ln(2N + 4)/π,

and thus the Gaussian sampler always succeeds.
Now, we assume that the reduction is given a NO instance, i.e., λ1(M) > γδ.

We claim that in this case, all requirements from Lemma 12 are fulfilled and thus
the oracle always outputs the correct answer. Using Lemma 2 it yields ηε(M∨) ≤√
N/λ1(M) for ε = exp(−N). Thus,

r =
q
√
2N

γδ
>
q
√
2N

λ1(M)
≥
√
2q · ηε(M∨).

Further, w is sampled from Dg′ with

g′ =
δ

2
·
√
N ≤ αγδ

2
√
n`

=
αq√
2`r

= g.

Additionally, w is the unique solution to this problem as with high probability

2 · ‖w‖2 ≤ 2 · g′
√
n` = 2 · δ

2
·
√
N ·
√
n` ≤ αγδ√

`
< γδ < λ1(M).

If, on the other hand, the reduction is given a YES instance, i.e., λ1(M) ≤ δ,
we can consider the following alternate experiment. Let z be a shortest vector
in M with ‖z‖2 = λ1(M) ≤ δ. Now, we replace w by w′ = w + z in the second
step of the reduction and thus hand in w′ +M to the GDP oracle. Using the
statistical distance of w and w′, it yields

Pr[R(w +M) = w] ≤ ∆(w,w′) + Pr[R(w′ +M) = w′]

≤ ∆(w,w′) + 1− Pr[R(w′ +M) = w],

where R denotes the GDP oracle. Note that w′ +M = w +M , so in the real
experiment we have Pr[R(w′ +M) = w] = Pr[R(w +M) = w] and thus

Pr[R(w +M) = w] ≤ 1 +∆(w,w′)

2
.
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Using the statistical distance of two Gaussian distributions with the same width
but different means, Lemma 4, we obtain

∆(w,w′) ≤
√
2π‖z‖2
g′

≤ 2

√
2π√
N
,

and thus Pr[R(w + M) = w] ≤ 1
2 +

√
2π√
N
. For sufficiently many iterations,

the oracle gives a wrong answer in at least one iteration and the reduction
outputs YES. ut

4.3 Adapting the error distribution

In order to complete our classical hardness result for M-LWE, Theorem 2, we
need to adapt twice the error distribution.

First, we have to move from the distribution Υα on elliptical Gaussian distri-
butions, as used within Section 4.2, to a discrete Gaussian distribution DR∨,α′q,
as used in Section 3. To achieve this, we use the techniques of [LS15, Sec. 4.4].

Lemma 13. Let n, `, q be positive integers and α be a positive real. There exists
a probabilistic polynomial-time reduction from M-LWEn,`,q,Υα to M-LWEn,`,q,φ,
where φ = DR∨,α′q with α′ = α · ω(log2 n).

Proof. First, we reduce M-LWEn,`,q,Υα to M-LWEn,`,q,Ψ≤α′ , where α
′ is given

by α · ω(log2 n). Recall, that Υα is a distribution on elliptical Gaussian distri-
butions Dr, where r2i is distributed as a shifted chi-squared distribution for the
real embeddings (i ∈ [t1]) and as a shifted chi-squared distribution with two
degrees of freedom for complex embeddings (i ∈ {t1 + 1, . . . , t1 + t2}). Using
properties about chi-squared distributions (see for instance [LM00, Lem. 1]), it
yields that ri ≤ α√

2
· ω(log2 n) ≤ α · ω(log2 n) = α′ with probability negligible

close to 1. Thus, M-LWEn,`,q,Ψ≤α′ is not easier than M-LWEn,`,q,Υα . Second, we
use the error re-randomization from Peikert [Pei10] to reduce the continuous ver-
sion M-LWEn,`,q,Ψ≤α′ to the discrete version M-LWEn,`,q,φ, where φ = DR∨,α′q.
Let Dr be arbitrarily chosen from Ψ≤α′ , thus r = (ri)i∈[n] with ri ≤ α′ for
all i ∈ [n]. For any e← Dr, we sample e′ ← e+D 1

qR
∨−e,r′ , where r′ = (r′i)i∈[n]

with r′i =
√
(α′)2 − (ri)2. Following Theorem 1 of [Pei10], the new error e′ is

statistically close to D 1
qR
∨,α′ . Multiplying by q completes the claim. ut

Second, we need to move from the discrete Gaussian DR∨,βq, as used in Section 3,
back to the continuous Gaussian D√2β , as used in Section 4.1. To achieve this,
we add a continuous noise of the same width and use Lemma 6.

Lemma 14. Let n, d, q be positive integers and β be a positive real such that β ≥√
2 ·ηε( 1qR

∨) for some ε ∈ (0, 12 ). There is a probabilistic polynomial-time reduc-
tion from M-SLWEn,`,q,φ to M-SLWEn,`,q,D√2β

, where φ = DR∨,βq.
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Proof. Given a sample of M-SLWEn,`,q,φ with φ = DR∨,βq, we first divide the
second part of the instance by q, thus the noise is distributed as a vector drawn
from D 1

qR
∨,β . Then, we add to the second part of the instance a vector drawn

from Dβ . Now, we apply Lemma 6 with σ = r = β to obtain that this new
sample is statistically close to a sample of M-SLWEn,`,q,D√2β

. ut
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Appendix A Leftover hash lemma over rings

In the following, we prove Theorem 5 from which we can easily deduce Lemma 7.
As the result is a straight forward generalization of [Mic07, Thm. 4.2], we use
the same terminology. Let S be a ring, S′ ⊆ S be a subset and m be a natural
number. The generalized knapsack function family is given as H(S, S′,m) =
{fa : (S′)m → S}a∈Sm , where fa(x) =

∑
i∈[m] xi · ai = 〈a,x〉. Let q be prime

and n be a natural number. Micciancio [Mic07, Thm. 4.2] showed that the hash
function family

H (S = Zq[x]/〈xn − 1〉, S′ = Z2[x]/〈xn − 1〉,m)

is ε-regular for ε = 1
2

√
(1 + q

2m )n − 1, i.e., that the statistical distance be-
tween (a, fa(x)) and U(Sm×S) for a← U(Sm) and x← U((S′)m) is at most ε.

In the following, we are interested in the case where S equals Rq = Zq[x]/〈f〉
being the finite quotient ring of the ring of integers R = Z[x]/〈f〉 of the number
field K = Q[x]/〈f〉 with f the defining polynomial of degree n and where S′
equals R2 = Z2[x]/〈f〉 being the subset of all binary polynomials in Rq.

Let d andm be any positive integers. In this section, we show the ε-regularity
of the following, slightly different, hash function family

H′(Rq, R2,m, d) =
{
fA : (R2)

m → (Rq)
d
}
A∈(Rq)d×m

,

with fA(x) =
(∑

j∈[m] aij · xj
)
i∈[d]

= Ax for A = (aij)i∈[d],j∈[m] ∈ (Rq)
d×m.

Note that Stehlé et al. [SSTX09] used the ε-regularity in the special case
of m = 1. In a recent result Liu and Wang [LW20] provided a more general
leftover hash lemma over rings, which can be seen as a generalization of the one
from Micciancio and Stehlé et al. over more general number fields and more gen-
eral secret distributions (here the secret distribution is the uniform distribution
over S′).

In order to show the ε-regularity, we have to show that the statistical dis-
tance between the uniform distribution on (Rq)

d×m × (Rq)
d and the distribu-

tion (A, fA(x)), where A← U((Rq)
d×m) and x← U((R2)

m), is at most ε. The
difference of the two hash function families H and H′ is that in the first case we
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look at one single inner product 〈a,x〉 of the vectors of ring elements x and a
and in the second case we are considering the inner products 〈a1,x〉, . . . , 〈ad,x〉
of one fixed vector x with several other vectors a1, . . . ,ad, represented as the
rows of the matrix A. In the first step, we need to adapt Lemma 4.4 of [Mic07].
Lemma 15. Let S be a finite ring and m, d be positive integers. Further, take
arbitrary ring elements z1, . . . , zm ∈ S. If A = (aij)i∈[d],j∈[m] ← U(Sd×m),

then
(∑

j∈[m] aij · zj
)
i∈[d]

is uniformly distributed over the ideal 〈z1, . . . , zm〉d.

In particular, for any z1, . . . , zm ∈ S and randomly chosen A = (aij)ij ∈ Sd×m,
the probability that

(∑
j∈[m] aij · zj

)
i∈[d]

= 0 i s exactly 1
|〈z1,...,zd〉|d

.

Proof. Let z1, . . . , zm ∈ S be a sequence of arbitrary ring elements. For b ∈ Sd

we define Tb =
{

A = (aij)ij ∈ Sd×m :
∑
j∈[m] aijzj = bi,∀i ∈ [d]

}
. Notice that

the probability that
(∑

j∈[m] aijzj

)
i∈[d]

= b over the uniform random choice

of A is exactly |Tb|
|S|d·m . If b /∈ 〈z1, . . . , zm〉d , then Tb = ∅ and hence

PrA←U(Sd×m)[(
∑
j∈[m]

aijzj)i∈[d] = b] = 0.

Thus, we assume that b is an element of 〈z1, . . . , zm〉d and can be represented
as
(∑

j∈[m] aijzj

)
i∈[d]

= b with A = (aij)ij . For any fixed matrix A it follows

that A′ ∈ Tb if and only if A′ −A ∈ T0. Further, the mapping A′ 7→ A′ −A is
a bijection between Tb and T0, which implies that |Tb| = |T0|. This shows that
all b have the same probability |Tb|

|S|d·m = |T0|
|S|d·m . ut

We also need the following Lemma, proved in [Mic07] and attributed to Rackoff
by Impagliazzo and Zuckerman in [IZ89].

Lemma 16 (Claim 2 [IZ89]). Let V, V ′ be independent and identically dis-
tributed random variables taking values in a finite set S. If V, V ′ have collision
probability Pr[V = V ′] ≤ 1+4ε2

|S| , then the statistical distance between V and the
uniform distribution on S is at most ε.

We now prove the following variant of the leftover hash lemma over rings. The
proof structure is based on that of Micciancio. However, we extend the result to
general rings of the form Z[x]/〈f〉, whereas the original proof uses the special
ring Z[x]/〈xn−1〉. Further, we show the leftover hash lemma for a matrix-vector
product instead of a vector-vector product.
Theorem 5. Let q be prime and n,m and d be positive integers. Further, let f
be the defining polynomial of degree n of the number field K = Q[x]/〈f〉 such that
its ring of integers is given by R = Z[x]/〈f〉. We set Rq = R/qR and R2 = R/2R.
Then, the hash function family H′(Rq, R2,m, d) is ε-regular for

ε =
1

2

√(
1 +

qd

2m

)n
− 1.
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Note that Lemma 7 follows immediately.

Proof. In order to show that the statistical distance between the uniform dis-
tribution over (Rq)

d×m × (Rq)
d and the distribution (A, fA(x)), where A ←

U((Rq)
d×m) and x← U((R2)

m), is at most ε, we bound the collision probabil-
ity of the latter and apply Lemma 16. Let

(A = (aij)i,j , (
∑
j∈[m]

xj · aij)i∈[d]) and (A′ = (a′ij)i,j , (
∑
j∈[m]

x′j · a′ij)i∈[d])

be two independent samples of the distribution arising from the hash function
familyH′, where aij , a′ij ← U(Rq) and xj , x′j ← U(R2) for all i ∈ [d] and j ∈ [m].
The collision probability is given by

Pr

aij = a′ij ,∀i ∈ [d], j ∈ [m] ∧
∑
j∈[m]

xj · aij =
∑
j∈[m]

x′j · a′ij ,∀i ∈ [d]


= Pr

[
aij = a′ij ,∀i, j

]
· Pr

∑
j∈[m]

xj · aij =
∑
j∈[m]

x′j · a′ij ,∀i | aij = a′ij ,∀i, j


=

1

|Rq|d·m
· Pr


∑
j∈[m]

(xj − x′j) · aij


i∈[d]

= 0

 .
By Lemma 15 over the random choice of A and the size of Rq, we can further
transform this equation to

1

(qn)d·m
· Pr


∑
j∈[m]

(xj − x′j) · aij


i∈[d]

= 0


=

1

qn·d·m
·
∑
I∈I

Pr
[
〈x1 − x′1, . . . , xm − x′m〉d = Id

]
|I|d

≤ 1

qn·d·m
·
∑
I∈I

Pr
[
〈x1 − x′1, . . . , xm − x′m〉d ⊆ Id

]
|I|d

=
1

q(n·d)·(m+1)
·
∑
I∈I

qn·d

|I|d
·
∏
j∈[m]

Pr
[
(xj − x′j) ∈ I

]
,

where I denotes the set of all ideals in Rq.
Let f =

∏
i∈[r] fi be the factorization of f in irreducible polynomials in Zq[x].

As Zq is a field, Zq[x] is a principal ideal domain. The ideal correspondence
theorem in commutative algebra states that every ideal in Rq corresponds to an
ideal in Zq[x] containing 〈f〉. As each ideal in Zq[x] itself is principal, thus of
the form 〈g〉 for a polynomial g ∈ Z[x], this is equivalent to g dividing f . Hence,
we know that the ideals of Rq are given by I = {〈fG〉 : G ⊆ {1, . . . , r}}, where
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we define fG =
∏
i∈G fi. By convention, we say that the empty set ∅ defines the

constant polynomial f∅ = 1. Using the facts that |〈fG〉| = qn−deg(fG) and

Pr
[
(xj − x′j) ∈ 〈fG〉

]
= Pr

[
xj = x′j mod fG

]
≤ max

x̃
Pr [xj = x̃ mod fG] ≤

1

2deg(fG)
,

where the maximum is taken over x̃ ∈ R2 with deg(x̃) < deg(fG), we get

qn·d

|〈fG〉|d
∏
j∈[m]

Pr
[
(xj − x′j) ∈ 〈fG〉

]
≤ qn·d(

qn−deg(fG)
)d ( 1

2deg(fG)

)m
=

(
qd

2m

)deg(fG)

.

Adding up over all ideals we can deduce∑
〈fG〉∈I

qn·d

|〈fG〉|d
·
∏
j∈[m]

Pr
[
(xj − x′j) ∈ 〈fG〉

]
≤

∑
G⊆{1,...,r}

(
qd

2m

)deg(fG)

=
∏
k∈[r]

(
1 +

(
qd

2m

)deg(fk)
)
≤
∏
k∈[r]

(
1 +

qd

2m

)deg(fk)

=

(
1 +

qd

2m

)n
.

Thus, the collision probability is at most
(
1 + qd

2m

)n
q−nd(m+1). Using the fact

that the hash function takes values in the set (Rq)d×m×(Rq)d, having size qnd(m+1),
and Lemma 16, it yields that the statistical distance between (A, fA(x)) and the

uniform distribution on (Rq)
d×m × (Rq)

d is at most ε = 1
2

√(
1 + qd

2m

)n
− 1. ut

Taking a polynomial f of degree n which totally splits in n irreducible linear
factors in Zq[x], i.e., r = n, makes the upper bound on ε tighter.

Appendix B Proof of Lemma 12

In the following, we prove Lemma 12, which is an adaption of [PRS17, Lem. 6.6]
to modules. The proof of [PRS17, Lem. 6.6] heavily uses a transformation from
a BDD instance to samples of R-LWE. Fortunately, there is already in [LS15]
an adaption of it to modules which transforms an instance of BDD over M∨ to
samples of M-LWE using some Gaussians over M .

Lemma 17 (Adapted from Lem. 4.14 [LS15]). There exists a probabilis-
tic polynomial-time algorithm that takes as input an integer q ≥ 2 with known
factorization, a module M ⊆ K`, a coset e +M∨ and bound δ ≥ ‖e‖2,∞ =
maxi∈[n](

∑
k∈[`] |σi(ek)|2)1/2, a parameter r ≥

√
2q · ηε(M), and Gaussian sam-

ples from DM,r,...,r for some r ≥ r. It outputs samples that are within negligi-
ble statistical distance of the M-LWE distribution A

(R`)
s,r′ , for a uniformly ran-

dom s ∈ (R∨q )
`, where the coefficients of r′ are given for every i ∈ [n] by

(r′i)
2 =

(
rδ

q

)2

+
r2i
∑
k∈[`] |σi(ek)|2

q2
.
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Note that if we sample a coset e + M∨ as in GDPM∨,g with g = αq/
√
2`r

its (2,∞)-norm is bounded above by δ =
√
` · g · f(n) = αqf(n)/

√
2r, for some

fixed f(n) = ω(
√

log2 n). If we then apply the lemma above with δ and ri = r,
the distribution of the resulting error rate r′ is exactly Υα.

The second component which is important in the proof of [PRS17, Lem. 6.6]
is the Oracle Hidden Center Problem (OHCP) together with an efficient solver.
This tool is independent of the underlying lattice and thus can still be used in
the case of module lattices.

Overall, it suffices to carefully adapt the definition of the BDD instances
to get M-LWE instances. Then we can use the oracle for M-LWE to simulate
some oracles Oi such that Oi has hidden center σi(e) for every i ∈ [n]. An
approximation of σi(e) can then be used with Babai’s algorithm to reconstruct e.

Proof (Lem. 12). Fix q, α, `, r, g as in the statement of the lemma. By f(n) we
denote a function in ω(

√
log2 n). Recall that any R-module M ⊆ K` of rank `

corresponds to a module lattice of dimension N = n`. Assume α ≤ exp(−N).
Using Lemma 2 with ε = exp(−n), it yields with high probability

‖σ(e)‖2 ≤
√
Ng ≤ αq

√
N√

2`r
≤ α

2
√
`
·
√
N

ηε(M)
≤ α
√
π

2
√
`
· λ1(M∨) ≤ 2−Nλ1(M

∨).

Thus, the LLL algorithm (Lemma 1) would solve the GDP instance efficiently
and without loss of generality we may assume in the following that α > exp(−N).
Define κ = poly(N) with κ ≥ 100N2m, such that the advantage of the oracle
for M-LWEq,Υα is at least 2/κ, when it receives m input samples. Let e +M∨

denote the input to the GDPM∨,g problem, where e = (e1, . . . , e`) with ek ← Dg

for every k ∈ [`]. The goal is to recover e.
The reduction uses the M-LWE oracle to simulate t1+ t2 different oracles Oi,

such that the acceptance probability of Oi on input (z, t) only depends on exp(t)·
‖z− σi(e)‖2. In other words, Oi has a hidden center σi(e). More concretely, we
define for the t1 real embeddings the oracles Oi : R` × R+ → {0, 1} (for 1 ≤
i ≤ t1) and for the t2 complex embeddings the oracles Oi : C` × R+ → {0, 1}
(for t1 + 1 ≤ i ≤ t1 + t2). The reduction can thus use the efficient solver of
[PRS17, Prop. 4.4] to find a good approximation of σi(e) for every i ∈ [t1 + t2].
Note that σt1+t2+i(e) is the complex conjugate of σt1+i(e), so it suffices to have t2
oracles for the complex embeddings.

In order to define the oracle Oi we define the following functions. For the
real embeddings with 1 ≤ i ≤ t1, we set ki : R` → (KR)

` with ki(z) = σ−1(z1 ·
ei, . . . , z` · ei)T . For the complex embeddings with t1 + 1 ≤ i ≤ t1 + t2, we
set ki : C` → (KR)

` with ki(z) = σ−1(z1 · ei + z1 · ei+t2 , . . . , z` · ei + z` · ei+t2)T .
On input (z, t), the oracle Oi chooses samples from DM,rij ,...,rij , where the in-
dex j is defined by t as (1 + ζ)j = exp(t). It then runs the transformation from
Lemma 17 on these Gaussian samples, the coset e − ki(z) +M∨, parameter r
and distribution bound δ = αqf(n)√

2r
=
√
` · g · f(n). Note that ‖e − ki(z)‖2,∞ ≤

‖e‖2,∞ + ‖z‖2 ≤ δ + ‖z‖2 and that we mostly only care about the behavior
of the oracle when z = 0. Let A(R`)

i,z,t be the resulting M-LWE samples. The
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oracle Oi then calls the oracle for M-LWE on these samples and finally out-
puts 1 if the latter one accepts. In a next step, the reduction uses the efficient
solver with confidence parameter κ, distance bound δ and receives some ap-
proximation zi to the oracle’s hidden center σi(e). Finally, it runs the LLL
algorithm on the coset e − σ−1(z1, . . . , zn)

T + M∨, receives as output ê and
returns ê + σ−1(z1, . . . , zn)

T as solution to the GDP instance.

We now prove that this reduction works as claimed. First, we assume that
the zi are valid solutions to the (exp(−κ), exp(−κ))-OHCP with hidden cen-
ter σi(e) for every i ∈ [t1 + t2] and show that the reduction outputs the correct
answer. Since σi(e) is a valid solution, by definition and Lemma 2 we have

‖σi(e)− zi‖2 ≤ exp(−κ)δ = exp(−κ)αqf(n)√
2r

≤ exp(−κ) f(n)
ηε(M)

≤ 2−N
λ1(M

∨)√
N

.

Having σi(e) for all i ∈ [t1 + t2], we construct the full vector σ(e) and com-
pute ‖σ(e)− (z1, . . . , zn)

T ‖2 ≤ (
∑
i∈[n] ‖σi(e)− zi‖22)1/2 ≤ 2−Nλ1(M

∨), and fi-
nally ‖e−σ−1(z1, . . . , zn)T ‖2 ≤ 2−Nλ1(M

∨). Thus, the LLL algorithm (Lemma 1)
succeeds and outputs the correct element ê = e − σ−1(z1, . . . , zn)T and thus
ê + σ−1(z1, . . . , zn)

T is a correct solution to the GDP instance. Second, we
show that for every i ∈ [t1 + t2] the oracle Oi represents a valid instance
of (exp(−κ), exp(−κ))-OHCP with hidden center σi(e). Lemma 17 with ri =

r exp(t) implies that the distribution of A(R`)
i,z,t only depends on exp(t)·‖z−σ(e)‖2.

As κ = poly(N) and every coefficient ek of e is sampled from Dg, it yields
for δ =

√
` · g · f(n) that exp(−κ)δ ≤ ‖σi(e)‖2 ≤ δ, for every i ∈ [t1 + t2] ex-

cept with negligible probability. Thus, Oi, κ and δ correspond indeed to a valid
instance of OHCP. To conclude the proof, we show that for every i ∈ [t1 + t2]
the oracle Oi satisfies the requirements to apply [PRS17, Prop. 4.4]. Let pi(z, t)
denote the probability that Oi outputs 1 on input (z, t) and p(∞) the proba-
bility that the M-LWE oracle outputs 1 on uniformly random input. Further, it
yields pi(0, 0) = pj(0, 0) for all i, j ∈ [t1 + t2]. Also note that pi(0, 0) − p(∞)
corresponds to the advantage of the M-LWE oracle, where the error rate that
we obtain from Lemma 17 on input e + M∨ is exactly Υα (as ki(z) = 0
and exp(t) = 1). As we assume that this advantage is bounded below by 2/κ, it
yields Ee←Dg [pi(0, 0)−p(∞)] ≥ 2/κ. For the first item of [PRS17, Prop. 4.4], we
have to show that pi(0, t∗)−p(∞) ≥ 1/κ for some t∗ ∈ R+. Setting t∗ = 0 and us-
ing a Markov argument, we get that Pre←Dg [pi(0, 0)−p(∞) ≥ 1/κ] ≥ 1/(κ−1),
which is non-negligible For the second item of [PRS17, Prop. 4.4], we have to
show that |pi(0, t) − p(∞)| ≤ 2 exp(−t/κ) for any t ∈ R+. It suffices to show
that the distribution of Ai,0,t is within statistical distance 2 exp(−t/κ) of the
uniform distribution for any t ∈ R+. Let t ≥ ln(2)κ. Using [PRS17, Lem. 6.9],
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the statistical distance for m samples is bounded above by

m · ε = m · exp(−c2n) = m · exp(−n
∏
j∈[n]

(r′j)
2/n)

≤ m · exp(−n/q2
∏
j∈[n]

(rj)
2/n

∏
j∈[n]

(‖σj(e)‖2)2/n)

= m · exp(−n/q2 exp(2t/n)r2
∏
j∈[n]

(‖σj(e)‖2)2/n).

Here, we use that (r′j)
2 ≥ ((rj)

2‖σj(e)‖22)/q2 for all j ∈ [n] and rj = r for
all j 6= i and ri = r exp(t). We deduce for every j ∈ [n] that

‖σj(e)‖2 ≥ exp(−N) · δ = exp(−N) · αqf(n)√
2r

> exp(−2N − 1)q/r.

We plug this equation into the one above to obtain

m · ε ≤ m · exp(−n/q2 exp(2t/n)r2
∏
j∈[n]

(‖σj(e)‖2)2/n)

≤ m · exp (−n exp(2t/n− 4N − 2))

< m · exp((−n(t/κn+ log2(m/2)/n)) = 2 exp(−t/κ),

where we used in the third step the loose equation exp(2t/n − 4N − 2) >
exp(t/n) > t/κn+ log2(m/2)/n, as we required t ≥ ln(2)κ ≥ κ/10 ≥ 10N2m.

And finally, for the last item of [PRS17, Prop. 4.4], we have to show the
Lipschitz property, i.e., that |pi(z, t1)− pi(z, t2)| ≤ κ|t1− t2| for any t1, t2 ∈ R+.
As mentioned before, the distribution of Ai,z,t only depends on exp(t)‖z −
σi(e)‖2. Thus, by Lemma 5, the distributions of Ai,z,t1 and Ai,z,t2 are within
statistical distance min{1, 10m(exp(|t1 − t2|) − 1)} ≤ κ|t1 − t2|, Here, we use
that if |t1 − t2| > 1/κ, then the bound κ|t1 − t2| is trivial. On the other hand,
if |t1− t2| ≤ 1/κ� 1/100, then exp(|t1− t2|)−1� 10|t1− t2|, so 10m(exp(|t1−
t2|)− 1) ≤ κ|t1 − t2|, which completes the proof. ut
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