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BOUNDARY VALUE PROBLEMS AND HARDY
SPACES FOR ELLIPTIC SYSTEMS WITH BLOCK
STRUCTURE

PASCAL AUSCHER AND MORITZ EGERT

ABSTRACT. For elliptic systems with block structure in the upper
half-space and t-independent coefficients, we settle the study of
boundary value problems by proving compatible well-posedness of
Dirichlet, regularity and Neumann problems in optimal ranges of
exponents. Prior to this work, only the two-dimensional situation
was fully understood. In higher dimensions, partial results for
existence in smaller ranges of exponents and for a subclass of such
systems had been established. The presented uniqueness results
are completely new. We also elucidate optimal ranges for problems
with fractional regularity data.

The first part of the monograph, which can be read indepen-
dently, provides optimal ranges of exponents for functional calculus
and adapted Hardy spaces for the associated boundary operator.

Methods use and improve, with new results, all the machinery
developed over the last two decades to study such problems: the
Kato square root estimates and Riesz transforms, Hardy spaces
associated to operators, off-diagonal estimates, non-tangential es-
timates and square functions, and abstract layer potentials to re-
place fundamental solutions in the absence of local regularity of
solutions.

This mostly self-contained monograph provides a comprehensive
overview on the field and unifies many earlier results that have been
obtained by a variety of methods.
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1. INTRODUCTION AND MAIN RESULTS

1.1. Objective of the monograph. Consider the elliptic system of
m equations in (1 4+ n) dimensions, n > 1, given by

ZZ@ A ()0’ () =0 (a=1,...,m, t>0, z€R"),

1,7=0 =1

where 0y := and 9; =2 ifi=1,...,n. Note that the coefficients do
not depend on the normal variable t > 0. Ellipticity will be described
below, but when m = 1, the uniformly elliptic equations are included.

Boundary value problems for such systems have been extensively
studied since the pioneering work of Dahlberg [38| in the late 1970s.
The upper half-space situation is prototypical for Lipschitz graph do-
mains. The case of t-independent coefficients is already challenging
and meaningful since t-dependent coefficients are usually treated via
perturbation techniques.! As usual in the harmonic analysis treat-
ment of elliptic boundary value problems, solutions are taken in the
weak sense, interior estimates involve non-tangential maximal functions
and /or conical square functions and convergence at the boundary is to
be understood in an appropriate non-tangential sense.

In this monograph, we consider the class of systems in block form,
that is, when there are no mixed gt 8‘9 -derivatives. In short notation,
the system can be written as

(1.1) O (adyu) + div,(dV,u) =0

where the matrix A = (A?]’B (x)) above is block diagonal with diagonal
(matrix) entries a = a(x) and d = d(z), hence the name. These sys-
tems enjoy the additional feature that one can always produce strong
solutions using the Poisson semigroup e~'L'? associated with the sec-
torial operator L := —a~!div, dV, on the boundary.? Existence and
uniqueness of solutions to the boundary value problems are therefore
inseparably tied to operator theoretic properties of L.

Our goal is to identify all spaces of boundary data of Hardy, Lebesgue
and homogeneous Holder-type, for which the Dirichlet and Neumann
boundary value problems have weak solutions, and then prove unique-
ness in these cases. Thus, we aim at proving well-posedness results for
the largest possible class of boundary spaces.

To this end, we unify and improve, with several new results along
the way, all the machinery developed over the last two decades to
study such problems: the Kato square root estimates and Riesz trans-
forms, Hardy spaces associated to operators, off-diagonal estimates,

IThe reader can refer to Kenig’s excellent survey [72] for background on these
topics. They lie beyond the scope of our monograph.
2We identify the boundary of the upper half-space with R™.
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non-tangential estimates and square functions, abstract layer poten-
tials replacing fundamental solutions in the absence of local regularity
of solutions, ...

Prior to this work, only the two-dimensional situation was fully
understood for the boundary value problems. In higher dimensions,
partial results for existence in smaller ranges of exponents and for a
subclass of such systems had been established. The uniqueness re-
sults are completely new. We essentially close this topic by obtaining
well-posedness in ranges of boundary spaces likely to be sharp in all
dimensions.

For Dirichlet-type problems these ranges go beyond the semigroup
theory for e LY on Lebesgue or Sobolev spaces. The global picture
is that for the regularity problem, one can go one Sobolev exponent
down from the semigroup range and for the Dirichlet problem, one can
go one Sobolev exponent up. In particular, we exhibit for the first time
the possibility of solving Dirichlet problems for Hélder and BMO-data
without relying on any sort of duality with an adjoint problem with
data in a Hardy space. For the Neumann problem, we shall provide
a missing link to the existing literature, so that well-posedness in the
optimal range of boundary spaces follows from earlier results. This
range is the one provided by the semigroup theory.

Natural extensions of the results above are the Dirichlet and Neu-
mann problems for data with fractional regularity between 0 and 1, for
which we also provide well-posedness results. This concerns data in
Besov and even Hardy—Sobolev spaces. We believe they are optimal in
the formulation of the problem as well as in the ranges of spaces.

Most recent results in the field rely on one of two opposing strategies,
sometimes referred to as second- and first-order approaches. None of
these two approaches can be used ‘off-the-shelf’ in order to cover the
full range of results that we are aiming at here. Indeed, in the for-
mer, the Poisson semigroup et g usually treated by comparison
with the heat semigroup e "L which offers better decay properties.?
When a # 1, it may happen that L is sectorial of angle larger than
7/2, and hence —L does not generate a heat semigroup. This forces
us to rely on resolvents (1 + t>L)~! instead, which offer sufficient off-
diagonal decay but introduce new and partly unsuspected technicali-
ties. In the first-order approach, the elliptic equation is rewritten as an
equivalent first-order system of Cauchy-Riemann-type for the variable
F = [adu, V,u]" called the conormal gradient.* The approach is gen-
uinely built on the use of resolvents of a first-order operator, but the
range of admissible data spaces is limited since it treats the interior
estimates for Dirichlet and Neumann problems simultaneously.

3References for these techniques are [13,32,33,77].
In this context the idea is pioneered in [7,9].
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Most of our arguments are carried out at the second-order level, but
whenever convenient, we employ first-order methods to give more ef-
ficient proofs and novel results, even when a = 1. Readers, who are
not familiar with the first-order approach, may find in this monograph
a light introduction to some important features of the theory, while
keeping technicalities at the absolute minimum. We also character-
ize all ranges of boundary spaces that have previously been obtained
through first-order methods, using only the second-order operator L.
We believe that this helps in rendering accessible the cornerstones of
the first-order method to the broader audience that they deserve. At
the same time, the block structure will reveal interesting new phenom-
ena that could not be captured by the first-order method.

1.2. The elliptic equation. Consider again the elliptic equation (1.1).
The value of m (the number of equations) is irrelevant to everything
that follows and the reader may assume m = 1 when it comes to dif-
ferential operators such as gradient and divergence.” We write (1.1)
as

Lu = —div(AVu) = —0,(adyu) — div, dV,u = 0,

where

a 0 n m mn
A= {0 d} :R" — L(C™ x C™)
is the coefficient matrix of dimension m(1 4+ n) in block form. The
equation is understood in the weak sense: By Lu = 0 we mean that
u € W2 (R C™) satisfies

loc
// AVu-Vodide =0 (¢ € C(RI™C™)).
RLT™

We assume that A is measurable and that there is a constant A € (0, 00)
called ellipticity constant, such that the following hold. First, A is
bounded from above:

[Alloo < A7

Second, A is bounded from below on the subspace H of vector fields
f="1[fo,... fa]" in L*(R™; (C™)*") that satisfy the curl-free condition
0;fx = Oxf; whenever 1 < j,k <n:

(1.2) Re(Af, ) = AIfllz (f €R),

where the angular brackets denote the inner product on L% Due to
the block form, this lower bound can be written equivalently as two

SNotation in the case m > 1 looks exactly the same and is explained in Sec-
tion 1.9.
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separate conditions® : Strict ellipticity” of a,
(1.3) Re(a(2)¢,€) > A[E]* (z € R", € € C™),

so that a is also invertible in L>°(R"™; C™), and the Gdarding inequality
for d,

(1.4) Re(dV,v, V,v) > N|Vo|5 (v e CPR™C™)),
which in general is weaker than strict ellipticity even when m = 1.2

1.3. The critical numbers. We use Hardy and homogeneous Hardy—

Sobolev spaces H? and H* in the range p € (1,,00) with the convention

that for p € (1,00) they coincide with Lebesgue and homogeneous

Sobolev spaces LP and WP, respectively. We denote by p, and p* the

lower and upper Sobolev conjugates of p. In particular, 1, = 7/(n+1).
We keep on denoting by

L =—atdiv, dV,

the boundary operator associated with (1.1), defined as a sectorial op-
erator in L? with maximal domain in Wh2.

The applications to boundary value problems require understanding
the functional properties of the Poisson semigroup (e_tL1/2)t>0, which
comes as the natural solution operator, on Hardy and Hardy-Sobolev
spaces. The existence of the Poisson semigroup operator e tH? g
granted from the functional calculus for L on L%°

Two intervals will rule our entire theory:

e (p_(L),ps+ (L)) is the maximal open set within (1, co) for which
the family (a(1 + t*L)"'a™1);~0 is uniformly bounded on H”.

e (q_(L),q.(L))is the maximal open set within (1,, co) for which
(tV4(1 +t*L)"ta™1);5¢ is uniformly bounded on H”.

The endpoints ps (L), g+ (L) are called critical numbers associated with
L.*° They have various characterizations proved throughout the mono-
graph. For example, replacing (1 + ¢*L)~! by et Jeads to the same
intervals, which shows that the critical numbers capture sharp uni-
form boundedness properties of the Poisson semigroup for L in Hardy

6This follows since in the definition of H the first component fy is arbitrary and
the curl-free condition is equivalent to [f1, ..., fn]" = V.h for some distribution h,
see [87, p. 59]. Then use that Cg° is dense in the homogeneous Sobolev space Wl’z,
see [89, Thm. 1].

"The term strict accretivity is also common.

8Take for instance d = [42 '

—i 42

9This is a classical construction. We give the necessary background in Section 3.

10The idea to use critical numbers for the sake of a flexible theory that applies
to any given operator originates in [6]. Therein, they have been defined for a = 1
through LP-boundedness of the heat semigroup. We shall prove that when a = 1
our intervals coincide with the ones of [6] in the range (1, 00), see Section 12.

} and calculate.
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spaces.'! We give a systematic study of these numbers, their inner

relationship and their values depending on the dimension for the class
of all L. In particular, we shall show that they are independent of a.'?
Of course, that does not mean that we can assume a = 1 in general.

For now, all one needs to know is that the best conclusion for the
critical numbers for the class of all L is

00) ifn=1
(p—(L),p+(L)) 2 4 [1,00) ifn =2
[, 2] ifn > 3

and
(2,00) ifn=1

2

[f—jz,z] ifn>2

(¢-(L),q+(L)) 2 {

and that in general p_(L) = ¢_(L) and p+(L) > (¢+(L))*. Includ-
ing systematically exponents p € (1,,1] is a novelty of our approach
for both the functional properties of L for their own sake'® and the
applications to boundary value problems.

1.4. Square root problem and Hardy spaces. One may wonder
how we determine the spaces of data for the boundary value problems.
Typically, they should include Lebesgue spaces, Sobolev spaces in the
range p > 1 and also Hardy and Hardy—Sobolev spaces in the range
p < 1, as well as their intermediate fractional spaces. Indeed, it is
natural from the point of view of regularity theory to incorporate the
possibility of having estimates for p < 1, as is the case for instance
for equations with real coefficients. The limitation to p > 1, can be
understood from Sobolev embeddings and duality: The best one can
hope for in absence of smoothness of the coefficients is regularity theory
in Holder spaces of exponents less than 1.

The whole theory is built from the case p = 2. For the regularity
problem!?, it was Kenig'® who observed that the required interior esti-
mates are linked to the Kato conjecture for L, that is, the homogeneous
estimate

laL'2 fll2 = [V fll2,

HThis is proved in Section 12.

2This is proved in Section 6.

13Gection 10 is about consequences for the functional calculus and Section 14
provides a connection to kernel estimates.

N ore precisely, the problem (R)4 defined in Section 1.5.

15See [72, Rem. 2.5.6].
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which identifies the domain of L'/? as the Sobolev space W2 since a
is invertible in L°°. This conjecture is now solved.!®

The HP-theory for the square root of L consists in comparing aL'/?
and V, in H”. One estimate is the HP-boundedness of the Riesz trans-
form V,L7Y2a7! namely ||V, fllgr < ||aL'?f|lur, and then there is
the reverse estimate. Of course, the left multiplication with the strictly
elliptic function a can be omitted when p > 1. The conclusion is'’

IVafllwe S lal?fllwe  if and only if ¢-(L) < p < q+(L)

for the Riesz transform and that the reverse estimate holds in a larger
range, namely

laL2flluw S VoSl if (-(L). V L) < p < py(L).

What allows us to push the discussion to the range of exponents 1, <
p < 11is the systematic use of Hardy and Hardy-Sobolev spaces H} and
Hi’p associated to L that are defined using square functions involving
the functional calculus of L.

This foreshadows the main operator theoretic result of the mono-
graph. Indeed, our approach to obtaining square function bounds and
non-tangential maximal function bounds as in Theorem 1.1 and The-
orem 1.2 below is to determine the ranges of exponents for which ab-
stract Hardy and Hardy—Sobolev spaces associated to L coincide with
concrete spaces.'® The upshot is that up to equivalent p-quasinorms,
we are able to show

(1.5) H? =a '(H?NL?) if and only if p_(L) < p < py (L)
and

(1.6) H}? = HYY N L2 if (¢_(L), V1,) <p < qs(L),

1610 the case a = 1, these are the results in [34] when n = 1, [60] when n = 2
and [12] in all dimensions. When a # 1, this is proved in [71] when n = 1 and then
[25] in all dimensions.

1"This is proved in Section 11. In the Lebesgue range (1,00) it was first done in
[23] when n =1 and 1 < p < oo, and reproved in [16]. For all dimensions, when
a = 1, the optimal range of p within (1, 00) was settled in [6] after earlier works of
[30,56]. For discussions in the Hardy range p < 1 when a = 1, see [58]. Smaller
intervals within the Lebesgue and Hardy range when a # 1 have been obtained in
[22,48,64].

18This approach is of course not new and the very reason why these spaces
have been introduced. The latest development and exposition can be found in [3].
Elaborations on Hardy—Sobolev spaces associated to L were previously considered
in [58] when a = 1 and then in [22,48] for general Dirac operators.
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where identification fails at the upper endpoint.!? Even for the func-
tional calculus per se these identifications yield interesting new re-
sults.? We now come to the boundary value problems.

1.5. Main results on Dirichlet problems. Since for general systems
the solutions might not be regular, we use the Whitney average variants
of the non-tangential maximal function in order to pose our boundary
value problems. Also we formulate the approach to the boundary in
a non-tangential fashion using Whitney averages. When we get back
to systems where solutions have pointwise values, these variants turn
out to be equivalent to the usual non-tangential pointwise control and
limits. More precisely, we let

t>0

N.(F)(x) = sup <]§€V(m) [F(s,y)I* dsdy) " (z € R"),

with W (t,x) = (Y/2,2t) x B(z,t).
For 1 < p < oo, the L? Dirichlet problem with non-tangential maxi-
mal control and data f € LP(R";C™) consists in solving

Lu =0 (in RYt™),
(D); N, (u) € L"(R"),
limy g HW |u (s,y) — f(x)|dsdy =0 (a.e. x € R").

For the endpoint problem (D)f the natural data class turns out to be
a subspace of L', namely the image of H' under multiplication with
the bounded function a~!.

As usual, well-posedness means existence, uniqueness and continu-
ous dependence on the data. Compatible well-posedness means well-
posedness together with the fact that the solution agrees with the en-
ergy solution that can be constructed via the Lax—Milgram lemma if
the data f also belongs to the boundary space HY*%(R"™; C™) for energy
solutions.

Let us formulate our principal result on the Dirichlet problem, where
we denote by S the standard conical square function

1
dsdy \ ? "
(//Ix y|<s |2 31+n> (= € R7).

Theorem 1.1 (Dirichlet problem). Let p > 1 be such that p_(L) < p <
pi(L)*. Given f € LP(R%;C™) when p > 1 and f € a~' H'(R";C™)

This is proved in Section 9, except for the openness of H(L) and H'(L) at the
upper endpoint, which are obtained in Section 11 as a consequence of the results
for the Riesz transform. When a = 1 and m = 1, results are obtained in [58] with
a different definition for the Hardy—Sobolev space and p < 2, and limitations to
p > 1 for the identification for the Hardy space.

20See Section 10.
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when p = 1, the Dirichlet problem (D)g 15 compatibly well-posed. The

solution has the following additional properties.

(i) There is comparability
IVl = llaf we = 1SEVU)]l,.

ii) The non-tangential convergence improves to L2-averages
(ii) g g P g

lim lu(s,y) — f(z)|*dsdy =0 (a.e. x € R").
t—0 W(t,ac)

(iii) Whenp < py(L), then au is of class** Cy([0, 00); HP(R™; C™))N
C>((0,00); HP(R™; C™)) with u(0,-) = f and

sup [lau(t, ) |[ur == [laf]|me.
>0

(iv) When p > py (L), then for all T > 0 and compact K C R", u
is of class C([0,T]; L*(K;C™)) with u(0,-) = f and there is a
constant ¢ = ¢(T, K) such that

sup {|u(t, )2y S cll fllp-
0<t<T

As expected, the solution above is given by u(t,z) = e_tLl/zf(x) if
in addition we have f € L? and by an extension by density of this
expression for the respective topologies for general f. In the range
p < pi(L) we can use the extension to a proper Cy-semigroup on
the data space, which explains the regularity result (iii). However, and
this was never observed before, the range of exponents in the statement
exceeds by one Sobolev exponent the range provided by the semigroup
theory.?? This means that in this case v is understood as a function
of both variables ¢ and = simultaneously that does not come from a
semigroup action.

Parts (i) and (iii) in the theorem remain true for the Poisson semi-
group extension u(t,z) = e_tL1/2f(:1:) of data f € a~'(H?NL?), even
when p_(L) < p < 1. This is why we have systematically incorporated
multiplication by a in our estimates, although it can be omitted when
p>12%

21 As usual, the notation Cy([0,00)) means continuity and limit 0 at infinity.

22When a = 1, Mayboroda [77] dealt with variants where the L?-averages in the
maximal functions are replaced with LP-averages. Her range of exponents is not the
same and indeed, she shows that well-posedness is limited to the semigroup range.

2These estimates can be extended to f in a closure of the data class for the
quasinorm ||a - ||». However, since H? does not embed into Li,. for p < 1 and a is
not smooth, it is unclear whether this abstract extension has any reasonable (e.g.
distributional) interpretation on the level of the boundary value problem. Even if
a =1, (ii) has no meaning for us.
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For 1, < p < oo, the H” regularity problem consists in solving, given
f e HP(R™C™),
Lu=0 (in RIt™),
(RE { N(Vu) € L(RY),
lim, g HW(t,w) lu(s,y) — f(z)|dsdy =0 (a.e. z € R™).

As a (quasi-)Banach space H'? is a space of tempered distributions
modulo constants but this point of view is not appropriate for the reg-
ularity problem. What we mean here is that the data f is a tempered
distribution such that V,f € H?. By Hardy—Sobolev embeddings any
such distribution is a locally integrable function and this gives a mean-
ing to the boundary condition.?*

Our principal result exhibits again an extended range of compatible
well-posedness.?” The solution is given by the Poisson semigroup if
the data also belongs to L? and appropriate extensions thereof in the
general case.

Theorem 1.2 (Regularity problem). Let (¢_(L). V 1) < p < ¢, (L).

Then the regularity problem (R)g is compatibly well-posed. Given f €
Hl’p(R"; C™), the unique solution u has the following additional prop-

erties.
(i) There are estimates

IN(Va)lp = |SEVO)lp = Ve f [l 2 gl

with ¢ = —aL'?f being the conormal derwative of u, where
the square root extends from H'P(R™; C™) N WH*(R™ C™) by
density.

(ii) For a.e. x € R™ and all t > 0,

1

(]%V(m u(s,y) — f(z)? dsdy) : <IN (Va)(2).

In particular, the non-tangential convergence improves to L*-
averages. Moreover, limy_ou(t,-) = f in D'(R™).
(iii) If p > 1, then for a.e. x € R",
adu| | g(x)
V,u V.f(x)
24 fact, the condition N, (Vu) € LP(R™) guarantees existence of a trace in H'P
in the sense of this limit at the boundary. See Appendix A.
2The fact that there is an extended range related to a Sobolev exponent down
was observed by Mayboroda [77] when a = 1, who establishes || N, (Vu)|l, < [V fllp
for p € (p_(L). V 1,2 + €] inspired from the estimate |LY2f||gr < ||Vof|lue in a
similar range from [6]. We point out that Step V in the proof of [77, Thm. 4.1]

has a flaw that can be fixed (personal communication of S. Hofmann) or treated
differently, see the argument in [33].

2
dsdy = 0,

lim
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where g is as in (1).
(iv) Vau is of class Cy([0, 00); HP(R™; C™))NC>((0, 00); HP(R™; C™))
with V,u(0,-) = V. f and

IV fllar = sup [ Vou(t, )|
£>0
If p < n, then up to a constant’® u € Cy([0, 00); L7 (R™;C™)) N
C>((0, 00); LP (R™; C™)) with u(0,-) = f and
1 p SIVafllwr +11f

(v) If p > p_(L), then adyu is of class Cy([0, 00); HP(R™; C™)) and,
with g as in (1),

IN-@e)lly = sup ladult, ) [wr = gl = [V flln-

p* < Sup u(t, ) p*e
t>0

As mentioned earlier, prior to these two results the situation was
fully understood only in the case of boundary dimension n = 1.7

One may wonder whether in the case p (L) > n there are results
for the Dirichlet problem with exponents ‘beyond oo’, which, in view
of Sobolev embeddings, we think of corresponding to the homogeneous
Hoélder spaces A%(R™;C™), 0 < a < 1, with the endpoint case A® =
BMO. We define the Carleson functional

1/1 [ dyds\ /2
Co(F)(2) :=sup—(t—n [ |F<s,y>|2ﬂ) (x € RY).
0 JB(zt) S

t>0 ¢

For a € (0,1), one formulation of the Dirichlet problem with data
f € A%(R™; C™) consists in solving

Lu =0 (in RY™),
(D)% Co(tVu) € L¥(R"),
lim;_,o ﬂw(m) lu(s,y) — f(z)|dsdy =0 (a.e. z € R").

The interior control from the Carleson functional alone implies exis-
tence of a non-tangential trace f € A® (R™; C™) as in the third line®; so
that this is the weakest possible formulation of the boundary behavior.
Again, we regard A% as a space of functions to make sense of the limit
condition. This non-tangential trace also satisfies || Nyo(u — f)|loc S

26The constant is chosen via Hardy-Sobolev embeddings such that f € L? .

2TThis is due to [23], where existence and uniqueness are shown in the largest
possible range 1 < p < 0o as well as existence for a Dirichlet problem in the Hardy
range 1, = 1/2 <p < 1. When n > 2 and a = 1, non-tangential maximal functions
estimates pertaining to the Dirichlet and regularity problems first appeared in [77]
and some related square functions estimates are in [13]. Uniqueness has not been
considered in general, except for systems having regular solutions [59,61]. A possible
strategy for general elliptic systems has been developed in [11], but it only covers
some smaller range of exponents when it comes to the block situation.

28We include a proof of the trace theorem in Appendix A.
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|Co(tVu)|| o, where on the left-hand side we use the sharp functional
on Whitney averages

- 1/2
Ryl — F)(@) = sup = ( i s =) dsdy) (z €R").

t>0 t¢

Such a trace result is not available for &« = 0 and we formulate the
boundary behavior for the endpoint problem differently, using conver-
gence of Cesaro averages, which is natural from the point of view of
both our construction and our approach to uniqueness theorems:

Lu=0 (in RIt™),
(D) { ColtVu) € L¥(RY),
limy o £, [u(s,) — flds =0 (in L} (R";C™)).
The discussion of non-tangential traces naturally leads us to formu-
lating a modified A* Dirichlet problem

Lu =0 (in RY™),
(D)fe Nypolu = f) € LZ(R?),
lim;_,o HW(W) lu(s,y) — f(z)|dsdy =0 (a.e. x € R").

As we have seen above, this second problem is a priori comparable to
the first one when a > 0.%

We obtain compatible well-posedness for both problems in the same
range of exponents. In order to formulate the theorem, and systemati-
cally throughout this book, we denote by L* the boundary operator for
the adjoint equation £*u = 0, that is L* = —(a*) "' div, d*V,.

Theorem 1.3 (A® Dirichlet problem). Suppose that p,(L) > n and
that 0 < o < 1 —"/pyr). Then the Dirichlet problems (D)5, and
(E)ﬁa are compatibly well-posed. Given f € A*(R™;C™), the unique
solution u is the same for both problems and has the following additional
properties.

(i) There is comparability

[Ca(tVu)]loo 2= [| f| o
(ii) One has the upper bound

INpale = Plloe S 11 £1lze

and convergence

lim lu(s,y) — f(z)?dsdy =0 (a.e. z € R™).
t—0 W(t,il?)

29%Uniqueness for the BMO Dirichlet problem with interior Carleson control and
Whitney average convergence at the boundary appears to be out of reach. See
[75,76] for a very recent account on such Fatou-type theorems in the case of elliptic
systems with constant coefficients.
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In addition, u is of class C([0, T]; L, .(R™; C™)) with u(0,-) = f
for every T > 0.

(iii) If, moreover, p_(L*) < 1 and o < n(Yp_(t#) — 1), then u is of
class Cy([0,00); A2, (R™; C™)) N C=((0, 00); AY - (R™; C™))

weak™ weak*
and

sup [u(, <)l jo = [[f]] 4o
t>0

In addition, u is of class /.\O‘(]R}f”; C™), with
||u||Aa(R}F+n) 54 ||f||AO‘

Since A N'L? is not dense in A%, we cannot extend the Poisson
semigroup to the boundary space by density. In (iii), A% is considered
as the dual space of H?, where a = n(1/p— 1), with the weak* topology.
The assumption in (iii) implies p (L) = oo and that the solution can be
constructed by duality, using the extension of the Poisson semigroup for
L* = a*L*(a*)~" to HP. Therefore the solution keeps the A®-regularity
in the interior. This construction has appeared earlier.’

The construction of the solution under the mere assumption that
p+(L) > n is much more general and we have

u(t,z) = lim e (1. 2y £)(2),
J]—00

where p, (L) > n is used already to prove convergence of the right-
hand side in L (R1"";C™). This opens the possibility of uniquely
solving Dirichlet problems for Hélder continuous (or BMO) data, while
producing solutions that have no reason to be in the same class in the
interior of the domain. To the best of our knowledge this phenomenon
is observed for the first time. Note also that p, (L) > n always holds
in dimension n < 4, so that in these dimensions both BMO Dirichlet
problems are compatibly well-posed.

1.6. Dirichlet problems with fractional spaces of data. If we
think of the Dirichlet problem (D)Zf as a boundary value problem with
regularity s = 0 for the data and the regularity problem (R)5 as a
Dirichlet problem with regularity s = 1, we can depict the exponents
for both problems simultaneously in an (1/p, s)-diagram. There are two
classical scales of data spaces to fill the intermediate area of points
with 0 < s < 1: The homogeneous Hardy-Sobolev spaces H*? that
can be obtained from the endpoints by complex interpolation and the

homogeneous Besov spaces B*? that result from real interpolation.?!

30References are [19,22,61].
31We give a detailed account on all sorts of relevant function spaces in Section 2.
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For 0 < p <ooand 0 <s <1 satisfying /p < 1+ s/n*?, the Dirichlet
problem with data f € B*P(R™; C™) consists in solving
Lu=0 (in RYF™),
(D), QW(E"Vu) € LY(RY ),

lim, g Hw(m) lu(s,y) — f(z)|dsdy =0 (a.e. z € R"),
where W(F) is the Whitney average functional

W(F)(t,z) = (]%m,x) \F(S,y)Pdsdy)% ((t, z) € RY™).

For 0 < p < oo and 0 < s < 1 satistying 1/p < 1+ $/n, the Dirichlet
problem with data f € H*?(R™; C™) consists in solving

Lu=0 (in RY™),
(D)fres S(t'~*Vu) € LP(R"),
limy g ﬂw(t’z) lu(s,y) — f(z)|dsdy =0 (a.e. x € R"),

where S is the same conical square function as before.?

For p = 0o we can identify B¥>® = A®, so that (D)%, . is a third

formulation of a Dirichlet problem for that space of data. The end-
point problems for the Hardy—Sobolev scale are formulated for data in

Strichartz’ BMO-Sobolev spaces H*® = BMO® and consist in solving
Lu=0 (in Rit™),
(D)fyo.ne Co(t'~*Vu) € L= (R™),
lim; ﬁW(t,x) lu(s,y) — f(z)|dsdy =0 (a.e. z € R").

We note that the approach to the boundary in these problems is
not in the sense of the usual trace theory, that is by extension of
the restriction map to the boundary defined on smooth functions. In
fact, this approach would work for Besov spaces®® but not for Hardy—
Sobolev spaces, which are not trace spaces in this sense. Our choice of

32When 0 < p < oo, this Sobolev-type condition characterizes the spaces that
can be obtained by interpolation between data spaces for the Dirichlet problem
(LP with p > 1) and the regularity problem (H” with p > 1.), see Section 2.6. In
particular, it is the natural restriction guaranteeing that all distributions in X*?
are locally integrable functions. The spaces B*> and H** also have this property,
see Section 2.5.

33Boundalry value problems for general elliptic equations (m = 1) with data of
fractional regularity have been pioneered by Barton—-Mayboroda [28]. They treat
B*P-data for equations with the de Giorgi-Nash-Moser property. This assumption
was then removed in the first-order approach by Amenta along with the first au-
thor [3] and their approach includes the problems with H*?-data. Thanks to the
block structure we do not have to include a limiting condition for u as ¢ — oo in
the formulation of our fractional Dirichlet problems. Such a condition appears in
the general framework of [3] but not in [28].

34This is the point of view taken in [28]. See also [3].
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a non-tangential convergence of Whitney averages has one main advan-
tage, valid for all situations: each interior control implies existence of a
unique measurable function f, called non-tangential trace (in the sense
of Whitney averages), such that the third condition holds, whether
or not u is a weak solution to Lu = 0. In this sense, we prescribe
the boundary limit in the weakest possible form. If, via a trace op-
erator, lim; ,ou(t,-) also exists in the sense of distributions (modulo
constants), then the two notions of boundary trace coincide (modulo
constants).>® The same limit condition was taken in the boundary
value problems from the previous section (except for one of the Dirich-
let problems with BMO-data). We stress again that we consider the
data spaces as classes of measurable functions and not as distributions
(modulo constants) and that this is possible due to the assumption
1/ p < 1+ 5/ n.

In the Figures 1, 2, 3 below we are going to unite all results of the
monograph on (compatible) well-posedness of boundary value prob-
lems. First, we collect compatible well-posedness results from the pre-
vious section on thick horizontal boundary segments at s = 0 and s = 1.
For p = 0o, we can represent these results also on a thick vertical seg-
ment at 1/p = 0. Empty circles indicate boundary points that are not
contained in a segment of well-posedness. This allows us to create a
map f +— u for different values of (1/p, s) on these lines and, roughly
speaking, we can interpolate to fill in a shaded region for compatible
solvability of both fractional problems.>¢

Of course, interpolation does not preserve uniqueness. Still, we shall
be able to show uniqueness (and hence compatible well-posedness) even
in a possibly larger region than for existence of a solution.?’

Theorem 1.4. Let 0 < s < 1 and 1, < p < oo. If (Yp,s) belongs to
the region displayed in Figure 1, Figure 2 or Figure 3 (including the

thick vertical segment), then (D)%, is compatibly well-posed.

As customary, we obtain continuous dependence on the data: the
interior control is bounded by the data in the boundary space. For
the problems corresponding to all thick segments we have also seen the
reverse estimates in the previous section. Various additional regularity

35A11 this is shown in Appendix A. Similar trace theorems appear in [3, Sec. 6.6],
where they are used to derive non-tangential convergence of the solution at the
boundary a posteriori.

36The fact that not only the data spaces but also the interior control from the
functionals S and W interpolate, shows again that these are natural classes of
solutions from our perspective.

3TThe corresponding regions and the proofs of the uniqueness theorems in the
non-fractional and fractional cases can all be found in Section 21, together with
illustrations of uniqueness regions (Figures 17 and 18). That section can be read
almost independently of the rest of the monograph and we use quite original tech-
niques for establishing uniqueness.
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properties in the spirit of Theorems 1.1 - 1.3 hold depending on the
particular boundary space.®®

A color code allows us to distinguish different zones that explain the
relation of the corresponding well-posedness results with the first- and
second-order operator theory that we develop in parallel. A reader who
is not familiar with these tools (yet) might ignore the different colors
for the time being and focus only on the shape of the regions.

e Gray corresponds to what can be obtained from the theory of
first-order D B-adapted spaces in [3], although we shall argue
independently of 3] when it comes to solving boundary value
problems.

e Blue shows additional results obtained from the theory of L-
adapted spaces.

e Red indicates results outside of the theory of operator-adapted
spaces.

All shaded regions in the strip 0 < s < 1 capture a situation that is
common to Hardy-Sobolev and Besov data and we set X to designate H
or B. They depict three different cases: first p, (L) < n, next p, (L) > n
but p_(Lf) > 1 and eventually p_(L*) < 1, which turns out to imply
p+(L) = co by duality.*

We begin by illustrating the situation when py (L) < n. In this case
we obtain the segment on the bottom line for s = 0 and the top line for
s =1 from Theorems 1.1 and 1.2, respectively. This leads to Figure 1.
In all such figures we shall write p” instead of p, (L) and so on for the
sake of a clearer typeset.

In the case p(L) > n we can extend the bottom line to exponents
‘beyond infinity’, using Theorem 1.3. The point corresponding to com-
patible well-posedness of (D)%, is (—2/n,0). We shall see that this also

A
leads to compatible well-posedness of (D)f, .. at (0,a) as stated. A
similar result holds for (D)EHQ,OO at (0, )." Figure 2 illustrates this ex-

tension in the case that p, (L) > n but p_(L*) > 1. This is the generic
situation in dimensions n = 3, 4.

Figure 3 describes the case when p_(L*) < 1, which happens for
instance when n = 1,2 or for special classes of systems such as equa-
tions (m = 1) with real-valued coefficients d.*! The caption of Figure 3
contains a more specific discussion of this particular case.

38Precise results are stated and proved in Section 19.

39Let us mention that the diagrams are up to scale when p_ (L) > 1 but not
when p_(L) < 1. In this latter case, the top right vertex of the blue region is
always situated at (1/p_ (L), 1), while the bottom right vertex would be (1,0).

40g¢e Proposition 19.9.

41\ore examples are given in Section 14.3.
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FIGURE 1. Compatible well-posedness region for Besov
and Hardy-Sobolev data when p, (L) < n.

1 1 1 n+1
(qiu)/ pf\/l (pE)*Vl* n

FI1GURE 2. Compatible well-posedness region for Besov
and Hardy—Sobolev data when p, (L) > n but p_(L*) >
1.
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F1GURE 3. Compatible well-posedness region for Besov
and Hardy-Sobolev data when p_(L*) < 1. This implies
p+(L) = co. Hence, at the bottom there is no horizontal
thick red line as in Figure 2 for !/p > 0 and Theorem 1.3
yields compatible well-posedness for the full horizontal
segment with 1/p < 0. The number 6 comes from the
first-order approach in [3]. It has a specific meaning, see
Proposition 19.3, and is not larger than n(1/p_(zt) — 1),
which is the limitation of part (iii) in Theorem 1.3 for A®-
data. When 1—1/p_(z%) < —/n <0, well-posedness of the
A® Dirichlet problem for £ can also be obtained by du-
ality from well-posedness of the H/*" regularity prob-
lem for £* using DB*-adapted spaces [3, Thm. 7.11].
This is why the corresponding horizontal segment for
1/p = =2/n < 0 has been colored in gray.

1 oq_ L 0 A%l 1 1 ntl

n Pt af 2 Gy PPV DL
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1.7. Neumann problems. Although this is not central to our mono-
graph, we complete the discussion with results on the Neumann prob-
lem. For 1, < p < 0o, the Neumann problem with data g € H?(R"; C™)
consists in solving (modulo constants)

Lu=0 in RL™",
(NE A N(Tu) e PR,
lim; o adu(t,-) =g (in D'(R™;C™)).

Note that due to the block structure ad;u is indeed the conormal de-
rivative d,,u = eg - AVu. Here, constants are solutions which do not
change the Neumann data, so we must argue modulo constants. Once
again there is a construction of energy solutions via the Lax—Milgram
lemma, using the data space H™7>2 for ¢.%

In order to understand how our results help in deducing a range of
exponents for which the Neumann problem is compatibly well-posed
from existing literature, we recall the first-order approach. For block
systems it simply begins by writing (1.1) in the equivalent form

adsu 0 div,| [at 0] [adu| [0
L7 o [vzu] * {—vz 0 } {o d} [qu = o]’
where the second line is a dummy equation, or in short notation

(1.8) &,F + DBF =0,

where F' = V u = [adyu, V,u]" is the conormal gradient and DB is
called perturbed Dirac operator. This operator is bisectorial and there
are associated abstract Hardy spaces HY, ;. The idea then is to work
backwards from that: first classify all weak solutions to (1.8) in the
usual classes and then try to reconstruct u from its conormal gradient.

The principal thesis in the work of the first author with Stahlhut [22]
and Mourgoglou [19] is that there is an open interval I, C (1., 00) such
that if p € I, then

e the conormal gradient of every weak solution to (N)5 has
an a priori representation via the semigroup associated with
|DB| = ((DB)*)"/?,

e compatible well-posedness follows if the estimate HN* (Vu)|l, S
g/l holds for all g € HP(R™; C™) nH™22(R"; C™) and u the
energy solution with Neumann data ¢.**

The interval I, corresponds to identification HY,, = HY, of abstract
and concrete Hardy spaces up to equivalent p-quasinorms and a certain
LP-coercivity assumption of B when p > 2.

In the block case one can produce a formal solution to the Neumann
problem by u(t, z) == —L~Y2e~L""* (q~1¢)(x), so that once this is made

42\We recall the construction in Section 22.
43This is Theorem 1.8 in [19].
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rigorous, compatible well-posedness of (N )5 follows in the range p € I7.
This being said, our main contribution for the Neumann problem lies
in proving the equality**

(1.9) I, = (¢-(L), ¢+ (L))
and then we conclude the following result.

Theorem 1.5 (Neumann problem). Let q_(L) < p < q4(L). Then the

Neumann problem (N)5 is compatibly well-posed (modulo constants).

With the determination of I, at hand, one can write down all further
implications from [19] for solutions with the a priori representation of
V 4u. This would lead us too far from the objective of our monograph.
Let us just mention that there are additional regularity properties for
solutions to (N)% in Theorem 1.5, similar to Theorem 1.2, and that
well-posedness of an adjoint ‘rough’ Neumann problem follows by dual-
ity.*> Finally, in the spirit of Section 1.6, there are fractional Neumann
problems in between for which ranges of compatible well-posedness
have also been described via I;.%° In fact, this is the gray region in the
diagrams above.

1.8. Synthesis. We close the introduction with a comment further ex-
plaining the color code in the diagrams in Section 1.6. Heuristically,
the HP-theory for DB comprises the theory for L at both smoothness
scales s = 0 and s = 1. On the level of Hardy spaces, this becomes
apparent in the fact that the interval in (1.9) is the intersection of in-
tervals of identification for H? and H}*, compare with (1.5) and (1.6).
On the level of boundary value problems, the first-order approach via
DB yields ranges of exponents in which problems with Neumann and
Dirichlet data are simultaneously well-posed — this is the gray region.
The L-adapted theory allows us to separate issues and obtain signifi-
cantly larger ranges for the problems with Dirichlet data — gray and
blue regions. Finally, there is a new phenomenon — solving Dirichlet
problems for one Sobolev conjugate above the limitation of the Hardy
space theory in the red region.

4The proof is in Section 15, Corollary 15.2 and the principal issue is to prove
the LP-coercivity for p > 2. Before it was only known that when a = 1, I, cannot
be larger than (¢ (L), ¢+ (L)) and that its upper endpoint is ¢ (L) if in addition d
is strictly elliptic, see [22, Sec. 12.4.1].

45For further regularity in the Neumann problem, see Corollary 1.2 in [19].
Therein, the Dirichlet data is given by f = —L~'/?(a"g) € H'? using a suitable
extension of the square root. For the duality with the rough Neumann problem
see Theorem 1.6 and then Theorem 1.3 and Corollary 1.4 in [19] for the a priori
representation and regularity for its solutions.

468ee [3] for an introduction to and results on these problems.
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1.9. Notation. The following notation will be used throughout the
monograph.

Geometry and measure. We let B(z,r7) C R™ the open ball of radius
r > 0 around z € R". Given a ball B C R" of radius r(B), we write cB
for the concentric ball of radius ¢r(B) and define the annular regions

OJ(B)a ] € N7 by

Ci(B) :=4B, C;(B):=2"B\2B (j>2).
The same type of notation will be used for cubes instead of balls. In
this case, £(Q)) denotes the sidelength of ). In order to avoid even the
slightest confusion, let us explicitly state that for us N :={1,2,3,...}.

We write the Euclidean distance on finite-dimensional vector spaces
as d(z,y) = |z — y| and extend the notation to sets E, FF C R" via

d(E,F) =inf{d(z,y) :z € E, y € F}.

The characteristic function of E is 15. In R'*™ we denote points by
(t,x) and define the open upper halfspace

R = {(t,z) : t >0, z € R"}.

We write | - | for the Lebesgue measure if the underlying Fuclidean
space is clear form the context. For integral averages we use § and ff
in R" and R'™, respectively, as well as the notation (f)g = fE f. We
use the (uncentered) Hardy-Littlewood maximal operator defined for
measurable functions on R” via

M(£)(@) = sup ][ fldy (z€RY),

where the supremum runs over all balls B that contain x. Occasionally,
we also use cubes instead of balls.

Gradient and divergence of vector-valued functions. Partial derivatives
of C™-valued functions are taken componentwise. If f is a C™-valued
function on a subset of R™ or R, then

Vz’f = [axlfa s >aznf]T

is a function valued in C™ = (C™)". In the opposite direction, if
F=1F,...,F,)" is C"-valued, then we let

divy F = 0y FyL + ... + 0y, Fp.

Gradient and divergence with respect to all variables in R'™ are de-
fined as Vf = [0,f, V. f]" and div = 0,F, +div, F| if F = [F, F}|" is
valued in C™ x C™".
Ezxponents. We let

1 1

—=1-- (p € [1, 00], Holder conjugate),
p p
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1 1 1
=4 (p € (0, 00], lower Sobolev conjugate),
P« P N
1 1 1 .
= _Z (p € (0,m), upper Sobolev conjugate),
P n
1 1-6 60 . o
= 4+ = (p;i € (0,00], 6 € [0, 1], interpolating index).

[po,p1le po m1
The underlying dimension for Sobolev conjugates is usually n and will
always be clear from the context. We also agree on p* := oo for p > n.

Constants. Given a, b € [0, 00|, we write a < b to mean a < Cb for some
C € (0,00) (oftentimes called ‘implicit constant’) that is independent
of a and b. We write a ~ b to mean a < b and b < a. In this case
one of a, b is equal to co (or 0) precisely when both are. Unless stated
otherwise, estimates in this monograph are quantitative in the sense
that constants in estimates depend only on constants quantified in the
relevant hypotheses. Such dependence will usually be clear.

Index. This monograph has an index. For the sake of readability we
shall occasionally refer to results by their name listed in the index
instead of a number in the text.

2. PRELIMINARIES ON FUNCTION SPACES

This chapter contains all necessary background on function spaces that
will be used later on. Throughout, we consider C¥-valued functions for
some fixed k£ € N. For simplicity we often drop the dependence of k
in the notation and write L?(R") = L?*(R™; CF), and so on. On R™ we
abbreviate further L? = L?*(R"). Concerning the dilemma that parts
of the literature only treat scalar-valued functions, we agree on using
such results for k£ > 1 without further notice in the following cases:

e splitting into components is immediately clear from the defini-
tion (e.g. L*(R™; CF) = ®%_, L*(R™; C)),

e proofs are exactly the same except for a systematic replace-
ment of absolute values by Euclidean norms (e.g. Calderén—
Zygmund decompositions or atomic decompositions).

2.1. Lebesgue spaces and distributions. On a (Lebesgue) measur-
able set £ C R™ we let LP(E), p € (0, 00|, be the (quasi-)Banach space
of function classes with finite (quasi)norm

1 les) = ( /E | f!”dx)p.

The right-hand side is interpreted as the essential supremum when
p = co. We abbreviate |||, = || - ||[Lrrn). The classes of functions that
are p-integrable on compact subsets of E are denoted by LY (E) and
carry the natural Fréchet topology.
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We write C;°(0), where O C R™ is open, and S(R") for the test
functions with compact support and of Schwartz-type, respectively.
Their topological duals are the distribution spaces D'(O) and S'(R").
The subspace Z(R") C S(R™) is the space of Schwartz functions f
whose Fourier transform Ff satisfies D*Ff(0) = 0 for all multi-
indices « € Nj. The dual Z'(R™) can be identified with the quo-
tient S'(R™)/P(R"), where P(R"™) is the space of polynomials on R",
see |94, Sec. 5.2.1].

For p € [1, 00] the Sobolev spaces W'?(O) is the collection of those
f € LP(O) that satisfy V,f € LP(O) in the sense of distributions.

Again, there are local versions denoted by WL?(0).

2.2. Tent spaces. Tent spaces have been introduced by Coifman—
Meyer—Stein in [35]. Good sources for detailed proofs are |1, 2].
For x € R™ we introduce the cone with vertex x,

D(x) = {(s.y) € RY™: |z —y| < s},

and define the corresponding (conical) square function for measurable
functions F : RI*" — CF by

ey o= ( A )é (v €Y.

For o > 0 the Carleson functional is defined as

(22)  C.F(z) _ili%)F( / /m dedt) |

With a slight abuse of notation, we denote by t~*F' the function (¢, y) —
t*F(t,y).
Definition 2.1. Let s € R, a > 0 and p € (0, oo]. For finite p the tent

space T*P consists of all functions F' € L; (R1*") with finite quasi-
norm

[E e = 1S F) [l

For p = oo the tent space T consists of all functions F' € Lj (R™™)
with finite norm

[E|ps.ocie = {|Ca(tF)|oo-
Remark 2.2. For brevity we set T? := T°? for finite p and we abbre-
viate and T = T*°C with the special case T = T"®Y We also
note that F' +— t°F is an isometric isomorphism from T? onto T*? and
from T%°%% onto T,

All tent spaces are quasi-Banach spaces (Banach when p > 1) and
their topology is finer than the one on Li (R}"™). Both statements
follow directly from the bounds

_in
SE(z) > (2t) 2 | Fllz(w20x B,
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C F(x) > 15’770‘HF||L2 B)x B(a,t)):

for t > 0 and x € R™ and Fatou’s lemma. Moreover, for p < oo there
is a universal approximation technique by functions in LQ(RE") with
compact support [2, Prop. 1.4]:

VE €T lim 11 jyxpoyl = F (in T%P).

]—>OO

‘Universal’ refers to the fact that the same approximating sequence can
be used in all tent spaces that F' belongs to. Results of this type will be
important for us since we shall often work with intersections of spaces.
We could also change the cones I'(z) to

La(z) = {(s,9) € RL" : o — y| < as}

for any fixed a > 0. This change of angle yields equivalent tent space
norms [35, Prop. 4.

If p € (0,00), then the (anti-)dual space of T*? can be identified
through the L? duality pairing

23) w6 = [ P Tan =

see |2, Prop. 1.9 & Thm. 1.11]. We have

I i ifp>1
(T ,P) = —s,00;n(2—1) . :
T » ifp<l1

In particular, T? = L*(R{™, dttﬂ) with equivalent norms, which can

also be seen directly by Fubini’s theorem:

5 dsd dsd
[ A
n S |z—y|<s

where w,, is the measure of the unit ball in R™. This technique is called
averaging trick in the following.

We shall need one more tent space that is related to the (modified)
non-tangential mazximal function

(2.4) N*F(x) ‘= sup (]9[ |F(s,y)]? dsdy) ,
>0 W (t,z)
where x € R" and W (t,z) := (¢/2,2t) x B(z,t) is called Whitney box.

Definition 2.3. Let p € (0,00). The tent spaces T°? consists of all
functions F € Li (RY™) with finite (quasi-)norm

[ o = [[NFlp.

As before, these are quasi-Banach (Banach when p > 1) spaces with
a topology that is stronger than L?OC(Ri+”). Moreover, a change of
Whitney parameters to W (t, z) = (cy't, cot) x B(z, c1t) with ¢y > 1 and
c¢; > 0 leads to an equivalent T% -norm. For the reader’s convenience
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we reprove this fact in Appendix A together with further auxiliary
properties of non-tangential maximal functions.

2.3. Z-spaces. In the context of boundary value problems these spaces
emerged from the work of Barton-Mayboroda [28] under a different
name. Their relation to tent spaces has been noted by Amenta [2].

For measurable functions F' on Rf" we introduce the Whitney av-
erage functional

wie)en = (ff » FlsaPasay) (o) € RE™)

Definition 2.4. Let s € R and p € (0,00]. The Z-space Z*P? consists
of all functions F € L (RY™) with finite quasi-norm

loc
[Fllzes = W (" F) g, s

All Z-spaces are quasi-Banach spaces (Banach when p > 1), their
topology is finer than the one on LIQOC(]R?L") and for p < co they have
the same universal approximation technique as the tent spaces. This
can simply be checked by hand or deduced by real interpolation since
Z-spaces are the real interpolants of tent spaces, see Section 2.6 below.
Many properties of tent spaces have a Z-space analog: A change of
Whitney parameters leads to equivalent quasi-norms (Remark A.2),
the averaging trick reveals Z%? = L*(RI™", 442) — T%2 and the L?

duality pairing (2.3) gives rise to

O £ itp>1
= 1 ,
Zfern(;fl),oo lfp <1

see [3, Prop. 2.22 & Thm. 2.28].

2.4. Hardy spaces. For 1 < p < oo we set H? := L” and for p < 1
we denote by H” the real Hardy space of Fefferman—Stein [43,91]. For
p = 1 we have the continuous inclusion H* C L.

We shall exclusively work in the range p > 1, and for most of our
applications it will be convenient to think of HP-spaces in terms of
atoms.

Definition 2.5. Let p € (1,,1] and ¢ € (1,00]. An Li-atom for H? is

n n

a function a supported in a cube @ C R™ such that ||a|, < ¢(Q)« »
and fR" adx = 0.

Of course we could also use balls instead of cubes in the definition.
The atomic decomposition [91, Sec. I11.3.2] states that every f € H? can
be written as f =Y .-, A;a;, where the sum converges unconditionally
in H”, the a; are L™-atoms for H” and the scalars \; satisfy

(2.5) A ler < 11 -
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Moreover
£l = inf )

When working with operators that are defined on some space L, s €
(1,00), but not on distributions, the following compatibility property
will be important: If f € H?NL?, then the series that realizes (2.5)
can be taken such that it also converges in L°. In fact, the explicit
construction in [91] has this property, as has been carefully verified in
[84].

Occasionally, we shall need that for p € (1,, 1] smooth functions with
compact support and integral zero are dense in H”. This follows, for

example, by mollification of L>*-atoms for H” with a smooth kernel [44,
Thm. 3.33|.

2.5. Homogeneous smoothness spaces. Good textbooks for fur-
ther background are [52,82,86,94]. An operator-theoretic perspective
on these spaces will emerge later on in Section 8.5. All function spaces
will be on R™ and for the sake of a clear exposition we omit this from
our notation.

Let ¢ € Cg° be supported in the annulus % < [¢| < 2 and normalized
to

D @) =1 (EeR"\{0})
JEL
and introduce for j € Z the associated Littlewood-Paley operators

Ajf = F Y(27-)Ff). Here F denotes the Fourier transform on R™.
Whenever f € Z’) then

(2.6) S Af=f (nZ2),

JEZ
see [86, Prop. 2.11]. The Paley—Wiener—Schwartz theorem |62, Thm. 1.7.7]
asserts that the packets A; f are smooth functions of moderate growth
and the general idea behind the following homogeneous smoothness
spaces is to measure them in Lebesgue-type norms.

Definition 2.6. Let s € R and p € (0, 00]. The homogeneous Hardy-
Sobolev space H*P when p < oo is the set of those f € Z’ with finite
(quasi)norm

e = 17 = 278, F ()l llp-

The endpoint space H** is determined by the norm
fllgsoo = _inf 5= 27 £ (I 2 |l so-
11 fi%ﬂmw iOlle@ll

The homogeneous Besov space B¥P is the set of those f € 2’ with finite
(quasi)norm

/]

geo = 3 = 27085 f ol @)
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Remark 2.7. Within the full scale of homogeneous Besov-Triebel-
Lizorkin spaces the common notation for H*” and B> is ' , and B}, ,
respectively.

In the following let X denote either B or H. Then X*P is a quasi-
Banach space (Banach when p > 1), different choices of ¢ lead to
equivalent (quasi)norms and there are continuous inclusions

ZCXPC Z,

Moreover, Z is dense in X*P when p < oo via a universal approrimation
technique |94, Sec. 5.1.5]: If ¢ € S is such that ¢(0) = 1 and Fe is
supported in || < 1, then

VfeX*: lim lim (gp(é-) Z Ajf> = f (in X*P).

N—oo §—0 4
l7I<N

‘Universal’ has the same meaning and purpose as for the tent spaces
and the approximants are in Z provided that § < 2=V—1.

While the ambient space Z’ is well-suited for general considerations,
applications to boundary value problems require more concrete ‘real-
izations’ of X*P. This issue can be resolved thanks to an observation
due to Peetre [82, pp. 52-56], see also [86, Sec. 2.4.3]. Suppose that
L € Ny is such that L > s — n/p and let P;_; be the space of poly-
nomials of degree at most L — 1. Then for any f € X the series in
(2.6) converges in §’/Pr_1 and identifying f with the limit yields an
isometric copy of X*P that is continuously embedded into the ambient
space 8'/Pr_1. In particular, the spaces of smoothness s < 1 can be
viewed as subspaces of §’/C and even of &’ if s <0 and p < oc.

Within these smaller ambient spaces, X*P can often be given an
equivalent and more familiar quasinorm that does not make sense mod-
ulo all polynomials. For example, we have the Littlewood—Paley theo-
rem

H* =HP =17 (1 <p< ),
HO? = 1P (p<1),

see [52, Sec 6.2 & 6.4] and in accordance with the observation above L”
and H? do not contain any polynomials besides 0. For p = oo we have

(2.7) % = BMO =: A,

see |94, Sec. 5.2.4] and references therein. Here, BMO is the John-
Nirenberg space of functions modulo constants with bounded mean
oscillation

1o = sup ][ (@) — (f)s] dz,
B B
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where the supremum is taken over all balls in R". For 0 < s <1
we denote by A® the Hoélder space of functions modulo constants with

finite norm
a0 I
oty T =Y

/]

which can be identified with
A* =B (0<s<1),

see |94, Thm. 5.2.3.2].

Next, we recall relevant duality results in the case of finite exponents
p. Since in this case Z is dense in X*?, we can view the (anti-)dual
space (X*P)* as a subspace of Z’ by restricting functionals to Z. In
this sense we have

Y

(XoP) =X (1< p<o0).

A direct proof for inhomogeneous spaces that applies mutatis mutandis
in our homogeneous setting is given in [94, Sec. 2.11.2|, see also [94,
Sec. 5.2.5]. For s = 0 and p = 1 this is the famous H* —BMO duality of
Fefferman—Stein [43]. In the case p < 1 we shall only need the duality

(2.8) (HO7) = A"G=Y (1, <p < 1),

see |68, Thm. 4.2| or again [94, Sec. 2.11.2]. An alternative proof is
given in [45, Rem. 5.14].

Spaces for different smoothness parameters are related via a lifting
property. The Riesz potential I, := F~ (| - | °Ff) is an isomorphism
X#P — X*+oP This is proved in [94, Sec. 5.2.3] for p < oo and follows
by duality for p = oo, see [94, Rem. 2.3.8.2]. On the basis of (2.7) we
find that

H*>® = [,(BMO) = BMO®* (0<s<1)

agree up to equivalent norms with Strichartz’ BMO?®-spaces. We have
H*>> C B**® with continuous inclusion as a mere consequence of the
definitions and the inclusion (*(Z) C (>°(Z). In particular, H** is a
space of Holder continuous functions of exponent s. An equivalent,
more concrete norm is given by

29 [flpyior =sn (i /Q dexdy){

Q \IQ| |z — |2

where the supremum is taken over all cubes @@ C R™, see [92, Thm. 3.3].
Together with the Mihlin multiplier theorem [94, Sec. 5.2.2/3| the
lifting property also yields for p < co that

HY” ={fe8/C:V,f e}
[ fllie = (Ve flli-
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For p > 1 these are the more common homogeneous Sobolev spaces and
we write

Whr = HY? & W= (W) =H ' (1<p<).

In our usual range of exponents p € (1,,00) any distribution f € HP
can be identified with a locally integrable function. This follows by
density of Z in H'” and the extended Sobolev embedding theorem
that we recall for later reference.

Proposition 2.8. There are continuous embeddings
H' CH" (1, <p<n),
H'» c A% (n <p< o).

The second part is the classical Morrey inequality [50, Thm. 7.17].
The first part is a special case of the general embedding theorem

XSO,PO C Xsl’pl (O < po <pp <00, S — ”/po = 81 — n/p1),
see |68, Thm. 2.1].

2.6. Interpolation functors. Here, and throughout the monograph,
‘complex interpolation’ refers to the Kalton—Mitrea complex interpo-
lation method [70, §3|, which is well-defined for quasi-Banach spaces
and agrees with the classical Calderén complex interpolation method
on couples of Banach spaces. As usual, we write [-,-]g, 6 € (0, 1), for
the complex interpolation bracket. ‘Real interpolation’ refers to the
classical K-method [29, Sec. 3.10] and the corresponding interpolation
bracket is denoted by (-, )ap, 6 € (0,1), p € (0, 00].

We gather the standard interpolation formulee that will be needed
in the further course. To this end we let 0 < pg,p1 < 00, Sp,51 € R,
6 € (0,1) and set p == [po, p1]e, s = (1 — 0)sg + Os1.

As for tent and Z spaces, we have up to equivalent quasi-norms,

[Trome, T2 [y =T (one p; finite),
(TR T, = 2T (s 7 ),
(ZSO,PO7 751,01 ) = 7%P (30 7é 51)7

0,p
see [3, Thm. 2.12 & Thm. 2.30 & Prop. 2.31|. A different proof for
complex interpolation of tent spaces can be found in [63, Thm. 4.3].
The required interpolation identities for X*? have been proved in
[3, Thm. 4.28 & Thm. 5.2| via an approach based on tent and Z spaces.
Their proof uses the language of operator-adapted spaces that will be
introduced in Section 8. We have up to equivalent quasinorms

|:H507p07 stl]e — H5P (one Di ﬁnite),
(Xoom Xoum) B (504 8).

0,p
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Different proofs for some of the identities have been given in many
earlier references. A complete reference for complex interpolation is
[69], see also [45,94|. For real interpolation, the techniques in [29,
Chap. 6] apply in the range py, p; > 1 whereas in the range pg, p; < 2
all results can be found in [83, Sect. 3.3|. Finally, Wolff reiteration [96]
gives the full picture.

3. PRELIMINARIES ON OPERATOR THEORY

In this chapter, we introduce the elliptic operators used in this mono-
graph and recall their main properties in the L*-setting. We also recall
material on (bi)sectorial operators and their holomorphic functional
calculus. A particularly useful reference for our purpose is Haase’s
book [53] and the reader is advised to refer thereto whenever neces-
sary.

3.1. Definition of the elliptic operators. We let a and d be the
coefficients of £ as in (1.1). The bounded multiplication operator B

and the first-order Dirac operator D are defined with maximal domain
in L*(R™; C™ x C™) by

_fa 0 [ o div,
S P

We note that D is self-adjoint. Hence, it splits L? into an orthogonal

sum N(D) & R(D). The null space N(D) consists of all f = [f., f,]"

with f, = 0 and div, f;, = 0 and the closure of the range R(D) = H
is the space in our ellipticity assumption (1.2). Consequently, (1.2) is
equivalent to

Re/ Bf -Fde>A [ |a U2+ |f2de (f € R(D)).

or again, using angular brackets to denote inner products, equivalent
to

(3.1) Re(BDu, Du) 2 ||Dull3 (u € D(D)).

Because of this, we say that B is accretive (or elliptic) on the range of
D.
The perturbed Dirac operators

1 0 a~tdiv, . 0 div, d
(3.2) BD = [—dvm 0 } , DB = [—anl 0 }

are again considered with maximal domain in L% Since B is bounded,
DB is closed and as consequence of (3.1) also BD is closed. Their
squares contain the following second-order operators:

_|—atdiv, dV, 0
0 —dV a" div,

L 0
0 M

(3.3) = (BD)*,
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(3.4)

I o] [—divzdvma_l 0

0 M| 0 —Vea tdiv, d

] = (DB)%

The definition of L coincides with the more traditional variational ap-
proach to defining second-order operators. Indeed, the Lax—Milgram
lemma provides an isomorphism,

(3.5) AW 5 W20 (A, v) = / dV u - Vv da.

We have Au = —div, dV,u in the sense of distributions and one sees
that v € D(L) means that v € L "W"? with Au € L* and Lu = o' Au.
Note that the domain of L does not depend on a. Occasionally, we will
write

LO = — lez dvx

for the divergence form operator L in the special case a = 1, that is to
say, the maximal restriction of A to an operator in L.

3.2. (Bi)sectorial operators. Statements and proofs for sectorial and
bisectorial operators usually go mutadis mutandis. Most authors have
decided to showcase sectorial operators. In case of doubt the reader
can consult [42, Ch. 3], which goes the other way round.

Let w € (0,7). We define the sector S} = {z € C: |argz| < w}
and agree on S§ = (0,00). A linear operator T on a reflexive Banach
space X is sectorial of angle w € [0, ) if its spectrum is contained in
S+ and if for every p € (w, ),

(3.6) My, = sup |z(z — T) xox < oo.
z€C\S}

Usually, wr denotes the smallest angle w with this property. A sectorial
operator is densely defined, induces a topological kernel /range splitting

(3.7) X = N(T) © R{T),

and the restriction of 7" to R(7T') is sectorial, injective and has dense
range [53, Prop. 2.1.1].

Bisectorial operators of angle w € [0,7/2) are defined analogously
upon replacing sectors with bisectors S, = S! U (—S]) and share the
same properties. If T is bisectorial of angle w, then writing

(" =T ==(z=T) (== =T)7",
we see that T2 is sectorial of angle 2w. Moreover, N(T?) = N(T') and

hence R(7?) = R(T), see |53, Prop. 2.1.1¢)|.
As prototypical examples, BD and DB are bisectorial of the same

angle wgp = wpp with

(3.8) R(BD) = BR(D), R(DB)=R(D),
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see 9, Prop. 3.3]. From (3.3) and (3.4) we obtain that L, M, L, M
are sectorial of angle not larger than 2wgp, but possibly exceeding /2,
with

(3.9) R(L) x R(M)
(3.10) R(L) x R(M)

In particular, L and L have dense range and hence they are injective.

Y

(L2(R";C™) x dR(V,)
(L(R";C™) x R(V,).

3.3. Classes of holomorphic functions. Let p € (0, 7). The classes
W7 (S)), 0,7 € R, consist of those holomorphic functions ¢ : S} — C
that satisfy

() S 27 ALzl (2 € 8)).

We write H*(S7) = W{(S;) for the bounded holomorphic functions

on S;. The classes of functions with some decay and arbitrarily large
polynomial decay at 0 and co are

IS = [J vis)) and WX(S)) = () ¥i(S,).

o,7>0 o,7>0

respectively. We suppress reference to S:[ in the notation when the
relevant sector is clear from the context.

On bisectors we use the same notation and call a function non-
degenerate if it does not identically vanish on one of the two connected
components. An example of a degenerate function is z + [z], where

2] = V22 (z€C\iR)

is defined via the principal branch of the logarithm.

3.4. Holomorphic functional calculi. For the same reason as be-
fore, we can focus on the sectorial case. So, let T be sectorial and let
p € (wr,m). If ¥ is of the form ¥(z) = a + B(1 + 2z) ™' + ¢(z) for some
a,f€Cand g € \I’I(S:), then ¢(7') is defined as a bounded operator
on X via

(3.11) Y(T)=a+p1+T)" —|—i, 0(2)(z —T) " dz,
27 BSL-IF

where v € (wr, i), the choice of which does not matter in view of
Cauchy’s theorem, and JS; is oriented such that it surrounds the spec-
trum of T' counter-clockwise in the extended complex plane. The def-
inition extends to larger classes of functions by regularization: If e(T)
and (ey)(T) are already defined by the procedure above and if e(7T') is
injective, then

U(T) = e(T) " (ey)(T)
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is defined as a closed operator and can be shown not to depend on the
choice of e. The expected relations

O(T) +o(T) € (¥ +)(T)
W(T)o(T) € (ve)(T)

hold and there is equality if ¢)(7T") is bounded.

Since the restriction of T" to R(T) is an injective sectorial opera-
tor, e(z) = z(1 + 2)72 regularizes any bounded holomorphic func-
tion in H*(S}). The convergence lemma states that if (1;); is a
bounded sequence in HOO(S:) that converges pointwise to ¢ and if

sup; ”wJ(T)HTT)%TT) < 00, then

(3.12) W(T) = lim vy(7)

in the sense of strong convergence on R(T). In our applications the
additional assumption on [|¢;(T')||gey_rer is automatically satisfied
because of the following property.

We say that T has a bounded H®-calculus on R(T) (of angle 1 > wr)
if for all v € (u, ) there is a constant M7S, such that

(3.13) 1) lreyry < Mrulldlli=(ss) (¥ € H(S))).

In fact, by the convergence lemma, it suffices to have the bound for all
¢ € UI(S/}). In Hilbert spaces, these properties are independent of the
angle u. This is one of the statements of the following fundamental re-
sult due to McIntosh [78], see also [53, Thm. 7.3.1] or [42, Thm. 3.4.11].

Theorem 3.1 (Mclntosh). Let T' be a (bi)sectorial operator in a Hilbert
space H. Then T has a bounded H*-calculus of some angle on R(T')
(equivalently, of angle wr) if and only if the quadratic estimate

i ([ )

holds for all f € R(T') and some (equivalently, all) admissible and non-
degenerate @ € U7

Remark 3.2. The following dependence of the implicit constants eas-
ily follows from the proof in [42] and is also explicitly stated in [65,
Thm. 10.4.16/19]. For fixed angle v, a bound Mz, for the H*-calculus
depends on My, for some p € (wp,v) and implicit constants in the
quadratic estimates. Conversely, for ¢ € U7 with 0,7 > 0 on some
(bi)sector of angle v, the quadratic estimate

. 1/2 L
([ 1mni ) <clsta (¢ eRa)

holds with C' depending on My, v,o, 7 and sup, /G)I/ (2177 12177).

1284
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We also recall the important reproducing formula for sectorial oper-
ators [53, Thm. 5.2.6] and remark that up to the usual modifications
there is a bisectorial version |22, Prop. 4.2].

Lemma 3.3 (Calderén reproducing formula). Let T' be a sectorial op-
erator in a reflevive Banach space X and let ¢ € Vi on a suitable
sector be such that [~ ¢(t)3 =1. Then

o dt E—
| e S =5 (<RI
0
as an improper strong Riemann integral.

Remark 3.4. For any non-zero ¢ € H* there is ¢ € U on the same
sector such that ¢ = ¢ satisfies the Calderon reproducing formula, for
example 1(2) = cp(Z)e VZVVZ where ¢t = [ |p(t)|2e ViU VELL

Coming back to concrete operators, quadratic estimates (and hence
bounded functional calculi) for BD and DB is a deep result due to
Axelsson-Keith-McIntosh [25]. For a condensed proof, see also [8,
Thm. 1.1]

Theorem 3.5 (Axelsson-Keith-McIntosh). The operators BD and
DB have bounded H* -calcult on the closure of their ranges.

Let now p € (2wpp, ) and ¢ € WE(S]). Then ¢ defined by ¢(2) =
¥(2?) belongs to W1 (S, ). From (3.3) we obtain

(L) 0 } 5
3.14 =y ((BD)") = p(BD).
sy | 8] = esp® - D
The same argument works for Z, M by referring to DB instead. McIn-
tosh’s theorem implies the following

Corollary 3.6. The operators L and L have bounded H™-calculi on

L?. Likewise, M and M have bounded H®-calculi on the closure of
their ranges.

Since B is accretive on H = R(DB) and maps this space onto BH =
R(BD), it follows that Bly : R(DB) — R(BD) is invertible and that
the restrictions of BD and D B to the closure of their ranges are similar

under conjugation with Bly. Therefore

(3.15) ©(BD)B = Bo(DB)

holds as unbounded operators from R(DB) into R(BD), whenever one
side is defined by the respective functional calculus. Elaborating fur-
ther along these line, we obtain

Lemma 3.7 (Intertwining relations). Let ¢ € H* on a suitable bisector
and ¢ € H> on a suitable sector. Then

Do(BD)f = o(DB)Df (f € D(D))
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and

div, (M) f, = @/J(z) div, fi,  (fy € D(divy)),

V(L) fo = (M)Vofr,  (fr € WH).

Proof. For the first identity we note that Df € R(D) = R(DB) by
(3.8). Hence, we can apply (3.15) to D f in order to obtain

BD¢(BD)f = Bp(DB)Df
and the claim follows since B is accretive on R(D). By means of (3.14)
and the analogous identity for DB the identities for L and M follow.
O

3.5. Adjoints. We note that the adjoint of a (bi)sectorial operator in
a Hilbert space is again bisectorial of the same angle [53, Prop. 2.1.1]
and that B* has the same properties as B. Since B is bounded, we have
(BD)* = DB* and likewise (B*D)* = DB, which yields (DB)* = B*D
because B*D is closed. Since all these operators are bisectorial, we
obtain ((BD)?)* = (DB*)?, which in matrix form reads

L 0] [—div,dV,(a*)™" 0

The W-calculus of any (bi)sectorial operator dualizes in the expected
manner ¢ (T)* = ¢*(T*), where 1)*(z) = ¢(Z) . If T has dense range,
for example 7" = L, then this relation also holds for all ¥ € U, cr¥7,
see [53, Prop. 7.0.1(d)]. When a = 1, the operator L* is in the same
class as L. When a # 1, the operator L* is not in the same class as L
but is similar to such an operator under conjugation with a*. This is
why instead of L* we usually work with

L} = —(a") "' div, d'V, = (a*)"'L*a*
when it comes to duality arguments.

3.6. Kato problem and Riesz transform. Since z — [#l/> and its
inverse are bounded and holomorphic on any bisector, the bounded
H*-calculus for BD entails that BD and [BD] share the same domain
along with comparability

|BDf||, ~ ||[BDIf||, (f€D(BD)).

The left-hand side is also comparable to || D f||2 by ellipticity. Looking
at the first component and using the specific form of (BD)?, see (3.3),
we obtain the resolution of the Kato conjecture.

Theorem 3.8 (Resolution of the Kato conjecture). It follows that
D(LY?) = W'? with the homogeneous estimate |[L2f|y ~ ||V f||2-
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As a consequence, we obtain a bounded extension LY/2 : Wh? — 1,2
by density that is injective with closed range. It is an isomorphism
since its range contains R(L), which is dense in L? by (3.9). We denote
its inverse by L=2. In particular, the Riesz transform V,L~/? is a
bounded operator on L.

The domains of fractional powers of exponent a € (0,1/2) can be
determined by complex interpolation.

Corollary 3.9. If o € (0,1/2), then D(L®) = H*** N\ L* with the ho-
mogeneous estimate || L f|l2 > || f]lf2e02-

Proof. By [15, Thm. 5.1] we have D(L*) = [L? W"?],, N L? with the
homogeneous estimate ||L® flla = || f|[2 yy1.2},, and from Section 2.6 we

know that [L2, W'y, = H?*2. O

3.7. Off-diagonal estimates. We develop on these estimates in Sec-
tion 4 below. Here we only gather the well-known L*bounds for our
standard operators from Section 3.2.

Definition 3.10. Let Q C C\ {0} and let V, V5 be finite-dimensional
Hilbert spaces. A family (T(z)).cq of linear operators L*(R™;V;) —
L*(R"; V;) satisfies L? off-diagonal estimates of order v > 0 if there
exists a constant C' such that

LT ()16 Sl < c(1 n @) 11571l

holds for all measurable subsets E, FF C R", all z € Q and all f €
L*(R™ V;). It there are constants C,c > 0 such that the stronger

estimate
(B.F)

11rT(2)1efll2 < Ce ™ F|[1ef|2
holds, then the family is said to satisfies off-diagonal estimates of ex-
ponential order.

While decay of polynomial order is most suitable for the abstract
theory that we develop in the upcoming sections, our prototypes actu-
ally satisfy the exponential estimate. For completeness, we include the
argument from [8, Prop. 5.1].

Proposition 3.11. The resolvent families ((1 + itBD)™')er\j0y and
(1 + itDB) )ier\goy satisfy L? off-diagonal estimates of exponential
order.

Proof. We begin with the resolvents T'(t) := (1+itBD)"!. Fix t, E, F
and set d := d(E, F'). The family (T'(t)):er\ {0y is uniformly bounded in
L? since BD is bisectorial. Hence, it suffices to obtain the exponential
estimate for |t| < ad, where a > 0 will be chosen later on in dependence
of dimensions and ellipticity.
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We introduce G = {x € R" : d(z, F') < d2}. As d(F,°G) > d/2,
we can pick a smooth function ¢ that satisfies 1 < ¢ < 14 and
|V2|lso < €/a for some dimensional constant C. Let n := eled/lthe 1
and observe that

ad

n=0 (onE) and n:e%—lz el (on F).

N | —

Thus, we obtain for all f € L? that

(3.17) %eaf'llllFT(t)lEfllz < T @)1efll2 = [0, T®1ef 2,

where [, T(t)] = nT'(t) —T(t)(n-) is the commutator between 7'(t) and
multiplication with 7. Next, we expand

(3.18) [0, T(®)] = T(W)[1 +itBD,yT(t) = itT(t) B[D, T (t).

By the product rule we find that [D,n] acts via multiplication by a
function ge(@d/Ih? where @ is supported in G and uniformly bounded
by a dimensional multiple of 2d/j¢|||V¢|w < €/i). Since T'(t) and B

are (uniformly) bounded on L?  we conclude that

InT () 1sflls < Calle#T(H) 151,
< Ca(InTt)1eflls + IT()1ef]2),

where C' depends on ellipticity and dimension and the second step
merely follows from n = e(@d/[)¥ — 1 Setting o := 1/2c, we can absorb
the first term on the right-hand side back into the left-hand side and
we are left with

InT()1eflle < [|T(E)1Ef].-

Using (3.17) on the left and uniform boundedness of 7'(t) on the right
completes the proof for the resolvents of BD.

For D B the only modification in the argument concerns (3.18), where
B appears on the right of [D,n]. O

Remark 3.12. The off-diagonal estimates extend to complex param-
eters t = z € S, for any p € (0,7/2 —wpp). The proof is literally the
same but it is also instructive to remark that one can use Stein inter-
polation against the uniform resolvent bounds. This argument appears
in greater generality in Lemma 4.13 below.

Corollary 3.13. The following families (T(,Z'))ZGS;r satisfy off-diagonal
estimates of exponential order:
(i) T(z) = (14 22T)"' if p € (0, —w)f2) and T € {L,L, M, M?}.
(i) T(2) = 2V (1 4+ 22L)7' if p € (0, (—wr)/a).
In particular, these families satisfy L* off-diagonal estimates of arbi-
trarily large order.
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Proof. By Stein interpolation, see the preceding remark, it suffices to
argue for z € R\ {0}. Thanks to Proposition 3.11 we have off-diagonal
estimates of exponential order for

%((1 +12BD)™' + (1 — izBD)—l) = (1+2*(BD)*)™,

as well as for the corresponding family with DB replacing BD. Thus,
(i) follows from (3.3) and (3.4). Similarly, we have

—~

—izdiv, d(1 + z2M)~*

1
—((1+izDB)' - (1—izDB) ') = 2
2 (( +12DB) (1-i:DB) ) 1zV,a (1 + 220)7!

and we obtain the required off-diagonal estimates for
2Vaa (14 220) " = 2V, (1 + 22L) ta™
as stated in (ii). d

4. H? — H? BOUNDED FAMILIES

In this section we discuss general principles for H” — H?-bounded op-
erator families. We provide a toolbox that will allow us to manipulate
resolvent families associated with our first and second-order operators
efficiently on an abstract level.

4.1. Abstract principles. Throughout we work under the following
assumption unless stated otherwise:

o (I'(2));eq is a family of bounded operators
L*(R™; V1) — L*R™V;) indexed over some set
2 C C\ {0}, where the V; are finite-dimensional
Hilbert spaces,

e a; € L¥(R™ L(V;)), i = 1,2, are such that a;(x) is
invertible for a.e. x and a;' € L®°(R"; L(V})).

(4.1)

Definition 4.1. Let (T(2)).eq be an operator family as in (4.1) and
let 0 < p < ¢ < oo. This family is a; H? —ay H?-bounded if

(4.2) laz ' T(z)an fllue S 2] 7% || fllw (2 € 2. f € HPNLP).

Usually, €2 is a half-line, a sector or a bisector in our application,
hence the follow-up on the scaling in (4.2).

Remark 4.2. (i) We omit © and simply write (7'(z)) when the
context is clear. We speak of a HP-boundedness when a; =
a; = a and p = q. If ¢ > 1, then multiplication by ay is
an automorphism of H? = L? and hence a; may be dropped
on the left-hand side of (4.2). We simply speak of a; H? — L?-
boundedness. If also p > 1, then a; may be dropped as well and
we speak of L” — LI-boundedness (LP-boundedness if p = q).
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(ii) Occasionally, we shall use the following extensions to the no-
tions above. First, we can include endpoint Lebesgue spaces
for a; HP — L% ¢ € {1,000}, and L? — L-boundedness, p,q €
{1,00}. Second, when 0 < p < oo and 0 < a < 1, we speak of
ay H? —ayA®-boundedness if

lay ' T(2)a fllje S 121777 I flwe (2 € Q, f € HPNL?)

and make the same kind of notational abbreviations and ex-
tensions as before.

Since the Hardy spaces interpolate by the complex method and
have a universal approximation technique, the notion of a; H” —ay H?-
boundedness interpolates as well. Moreover, the notions ‘dualize’ in
the expected way as the next lemma shows.

Lemma 4.3. Let (T'(z)) be as in (4.1).
(i) If 1 <p < q< oo, then (T(z)) is LP — Li-bounded if and only
if (T(2)*) is LY — L¥ -bounded.
(i) If 1. <p <1< q < oo, then (T(2)) is ay H” — Li-bounded if
and only if (T(2)*) is LY —(a”{)*ll\"(%fl)-bounded.

Proof. We can assume a; = 1 and a; = 1 — otherwise we replace
(T'(2)) by (a3 'T(2)a;). All of the claims take the abstract form that
one of (T'(z)) and (T'(2)*) is X; — Xs-bounded and the other one should
be X3 — X -bounded. As

(T(2)f.9) =(f.T(2)g) (€9, f,geL?,

it suffices to know that the X ;-norm can be computed by testing against
functions in X7 N L% Above, either X; is a Hardy or Lebesgue space
and Xy is its dual (so the claim follows since X; N L2 is dense in Xi)
or X; = L™ and X; = L' (and the claim follows by testing against
characteristic functions of bounded sets). g

The next lemma provides us with a useful criterion for a family to
map a given H%space back into H? = L?.

Lemma 4.4. Let (T(z2)) be a family as in (4.1) with Vi = Vo =V
and a; = ay =: a. Suppose that (T(z)) is L?-bounded and there exist
p,0 € (0,2) for which (T(z)) is aH? —aH? and aH? — L*-bounded.
Then, for each q € (p,2), there exists an integer B = B(p,q, 0) such
that (T?(2)) is a H? — L*-bounded.

Proof. 1f o < p, then we can simply interpolate and take § = 1. Hence-
forth, we assume p < p.

Consider a (1/s, 1/t)-plane as in Figure 4 where (1/s, 1/t) is marked pro-
vided (T'(z)) is a H®* —a H*-bounded. The initial configuration are the
vertices A = (1/p,1/p), B = (1/2,1/2) and C' = (1/o, 1/2). By interpolation,
we obtain their convex hull, that is to say, the closed triangle ABC'.
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Boundedness properties for (72%(z)) are visualized in Figure 4 as
follows: Take a point X = (1/s,1/t) on AC, move to AB on a hor-
izontal line, then move to AC' on a vertical line and call that point
X' = (Y+,1/¢). Then (T2(2)) is a H* —a H' -bounded.

=

N
7

~
0 =

FIGURE 4. Visualization of the proof of Lemma 4.4.

If 1/q < /o, then ABC' contains the point (1/q,1/2) and we can take
£ = 1. Otherwise, the segment AC' contains at least one point Xy with
abscissa 1/q. Starting from there, we construct Xz := (Xz_1)" as above.
After a finite number $(p,q, o) of steps, Xz lies on the segment BC
with constant ordinate 1/2. Hence (T%(2)) is a H? —a H?-bounded, that
is, a H? — L?-bounded. O

4.2. Off-diagonal estimates. For Lebesgue spaces we shall make ex-
tensive use of off-diagonal estimates.

Definition 4.5. Let 1 < p < ¢ < oo. An operator family (7(z)).cq as
in (4.1) satisfies L? — L? off-diagonal estimates of order v > 0 if

n_n d(E,F)\ "
ez sl $1e1 3 (14 HEE) e,

for all measurable subsets E, F CR", all z € Q and all f € LPNL2. If
there are is a constant ¢ > 0 such that the stronger estimate

d(E

n_n _ dEF)
T () 1efllg S T2l re ™ F (e f,

holds, then the family is said to satisfies off-diagonal estimates of ex-
ponential order.

As usual, we shall simply speak of L? off-diagonal estimates when p =
q. For p = ¢ = 2 this notion is consistent with Definition 3.10. Duality
for Lebesgue spaces yields the principle that (7'(z)) satisfies L? — L? off-
diagonal estimates of order v (resp. of exponential order) if and only
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if (T(2)*) satisfies LY —L?" off-diagonal estimates of order ~ (resp. of
exponential order). As for composition of off-diagonal estimates, we
have the following rule.

Lemma 4.6. Let 1 < p < g < oco. Let (T(z)) and (S(z)) be families
as in (4.1) that are compatible in the sense that (S(z)T'(z)) is defined.
Suppose that they satisfy LP — L7 and LY — L" off-diagonal estimates of
orders yr and ~yg, respectively. Then (S(2)T(z)) satisfies LP —L" off-
diagonal estimates of order ys Nyr. If the order is exponential for both
families, then the same is true for the composition.

Proof. Given E,F C R", we put d := d(E, F) and define G := {z €
R™ : d(z, E) < 4/2}. Since we have d(F,°G) > 4/2 and d(F,G) > d/2,
the claim follows on splitting

and applying I” — LY and L? — LI" off-diagonal estimates. O

Taking F = F' = R", we see that L? — L off-diagonal estimates are
a stronger notion than L” — L%boundedness, but more is true. This is
well-known but we include a proof for convenience.

Lemma 4.7. Let 1 < p < ¢ < oo. If an operator family (T'(z)) as in
(4.1) satisfies LP — L7 off-diagonal estimates of order v > n, then it is
L7-bounded and LP-bounded.

Proof. If p = oo, then ¢ = oo, and L™ off-diagonal estimates imply
L*-boundedness. From now on we may assume p < oo.

Let f € LP. For fixed z, we partition R™ into closed, axis-parallel
cubes {Qy}rezn of sidelength |z| with center |z|k. From Holder’s in-
equality and the assumption we obtain

ITE A=) e T f I

kezn
<ol Y 110,
kezm
n—=22 P
<Y (S e wuq)
kezn \jezn
Q7Qk> i
<Y (X e(+ M) g,
kezr ~jezn

Let | - |o be the ¢>*°-norm on R™ and d., the corresponding distance.
Then

d(Qj, Qr) > doo(Qj, Qx) = [2| max{|j — k| — 1,0}
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Young’s convolution inequality yields

TG < Y ( S (- k:|oo>”||1ij||p)

kezn N jezn
V4
< c( S+ |k|oo>”) (Z ||1ij||§).
kezn jezn

The sum in k converges since for fixed m € N there are (2m + 1)" —
(2m — 1)" = O(m™ ') points k € Z" with |k|., = m. The sum in j
equals || f[[P. This proves the LP-boundedness of (7'(z)).

The same argument applies to the dual family, which satisfies LY — L¥'

off-diagonal estimates of order . This yields L%boundedness of (T'(z)).
U

Remark 4.8. Re-examining the above proof reveals that (7'(z)) even
satisfies L” and L? off-diagonal estimates, both of order v —n, and that
the order is exponential provided that this is the case for the LP — L4
off-diagonal estimates.

Indeed, assume that f is supported in a set F and that the L”-norm is
taken on a set F' with d := doo(E, F)) > 4]z|. All cubes @, and @); that
are necessary to cover I and F, respectively, satisfy 2|k — j|wo|2| > d.
Consequently, we only need to sum over k € Z" with |k| > d/22| in the
final estimate. This sum is dominated by a multiple of (1 4 4/j2/) 77+,
If the order for the L” — L off-diagonal estimates is exponential, then

cd
we would sum over e “*l= and get control by e 2. By duality, the
same conclusions are true on L.

The previous lemma provides a means to obtain uniform bounded-
ness in one space from sufficient decay between different spaces. We
also need a result of this type for p < 1.

Lemma 4.9. Let (T'(z)) be an operator family as in (4.1). Suppose that
0 € (1,,1) and q € (1,00) are such that (T(z)) is a; H® — LI-bounded
and satisfies L off-diagonal estimates of arbitrarily large order. In ad-
dition assume [g, ((a2)"'T(2)a1 f)(x)dz = 0 for all z and all compactly
supported f € L* with integral zero. Then (T(2)) is ay H? —aq HP-
bounded for every p € (p, 1].

Proof. We can assume a; = 1 and ay = 1. Otherwise we replace T'(z)
with (ay)™'T(2)a;. Relying on the (L2-convergent) atomic decompo-
sition for H” NL? (see Section 2.4) it suffices to show that there is a
constant C' such that ||T'(z)allgr < C for all z and all L*-atoms a for
H”.

Step 1: Molecular decay. We show that there exist ' ¢ independently
of a, z and j > 1 such that

(4.3) |7 (2)allLs ;@) < C(220(Q)) e 727,
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where () is the cube associated with a. For j = 1 we can simply use
LY-boundedness and Holder’s inequality:

1T (2)ally < Cllally < CK(Q)%HQHOO < CK(Q)%*%.
For j > 2 the off-diagonal assumption yields

20(Q)\
ITGlalhsceson < & (152 ) lalhoce

<c, (W(Q))_%Q)z;‘

||

(4.4)

with v > 0 at our disposal. Likewise, H? — L%boundedness yields

n

(45)  IT()allucy@) < Clals™ ¢ llallne < Clef™ e £(Q)e >,

where in the second step we have used that £(Q)"/?~"/2q is an L*>°-atom
for H%. Now, fix 0 > 0 such that !/p —1/q = (1 — 26)(}/o — 1/q). This is
possible since we have p > . For |z| > 271=9¢(Q) we use (4.5) to get

IT(2)allLs(cy i@y < C2U G2 Q)a™
= C(270(Q)) s r27 e,

=3

whereas for |z| < 27079¢(Q) we employ (4.4) and find

n n

IT(2)alluec; @) < CVQ*J'%WQ)E—E,

We take v > 671 (7/p — n/q) to make sure that these bounds take the
form (4.3).

Step 2: Conclusion. Since f = T'(z)a has integral zero by assumption,
(4.3) implies ||f||lur < C for some constant independent of f. Indeed,
this is due to the molecular theory of Taibleson—Weiss [93, Thm. 2.9|
but we include their argument in our special case in the subsequent
lemma. O

Lemma 4.10. Let p € (1,,1] and ¢ € (1,00). Suppose f € L? has
integral zero and satisfies for some C e > 0, some cube @@ C R" and
all j > 1,

1 flles(cy iy < CIEQ))T 527,

Then, there exists a constant C' depending on C,e and dimensions,
and Li-atoms a; for HP with support in C;+1(Q) U C;(Q), such that

f=Y C'27q
7=1

with unconditional convergence in Li .. In particular, the sum also

converges in H” and || f|lwr < 5.
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Proof. The final statement follows from the atomic representation, us-
ing the maximal function characterization of H” to push the sum in j
through the p-th power of the HP-quasinorm, see also [91, p.106]. To
prove the rest, we set

fi=la@l pi=Ho@leo:
Then f; — p; has mean value zero and satisfies
1f5 = pille < 211 f5llq < 20(276(Q)) 5727
This means that 2572%/477/P(2C)~1(f; — p,) is an L%atom for H”. Next,

letting ¢; = > 0 i ka(Q) fdz, summation by parts gives a pointwise
identity
(4.6) ij Z — Cjr1) ]C ij
7j=1
with

) :=c-+1( lon@  low )
TOTGR(@Q) 165(Q)

There are no boundary terms since we have ¢; = 0 and, from the
assumption,

el <> ICK(Q)] QI Lo flla S Z (25 0(Q)) v 2t
P

- Q)2

so leil/jc;(@)| tends to 0 as j — oo. Identity (4.6) holds in Li . with
unconditional convergence because the sums are locally finite since b,
has support in C;+1(Q)UC;(Q). Moreover, b; has mean value zero and
satisfies

1 1

‘C]'Jrl(Q)’E |CJ<Q)’E 1 (0] DD ej

Il < ey + < C"@UQ)iTE
=1 IGa @I T 1G@)

Hence, 2574™/7-"/P(C")~1b; is an Lf%-atom for H” and [ = >3, f; —

p;j + b; is the representation we are looking for. O

4.3. Interpolation principles. We continue with interpolation prop-
erties. Our main tool will be the Stein interpolation theorem, which
we state in an abstract version due to Voigt [95]. In the following we
work on the strip S :={2€ C:0<Rez < 1}.

Proposition 4.11 ([95]). Let (Xo, X1) and (Yo, Y1) be two interpolation
couples of Banach spaces and let Z be a dense subspace of Xy N Xj.
Let (T(z2)).es be a family of linear mappings Z — Yy + Y1 with the
following properties for all f € Z:
(i) The function T(-)f : S — Yy + Y1 is continuous, bounded and
holomorphic in the interior of S.
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(i) For j = 0,1 the restriction T'(-)f : j +iR — Y; is continuous
and there is a constant M; that does not depend on f such that

sup 1T +it) flly; < Ml fllx;-
S

Then for all 8 € (0,1) and all f € Z,
HT(Q)fH[Yo,Yﬂe < M(}iaMle?HfH[Xo,Xﬂe‘

Remark 4.12. The classical version of the theorem is when X; and
Y, are LP-spaces, 1 < p < 0o, and Z is the space of step functions, [51,
Thm. 1.3.4]. Then continuity is not required in (ii) and in (i) it suffices
to assume that for all f,g € Z and all z € S the integral [;, T'(z)f-gdz
converges absolutely and defines a bounded and continuous function of
z that is holomorphic in the interior of S. For example, it suffices that
T(-): S — L? is bounded, continuous and holomorphic in the interior.
Such weakening of assumptions is not possible for general interpolation
couples [37].

As a first application we prove the following

Lemma 4.13. Let pg,qo,p1,q1 € [1,0], p; < ¢; and w € (0, 7). Let
(T'(2)),es+ be a uniformly bounded family on L? as in (4.1) that depends
holomorphically on z. Let 6 € (0,1) and set

po = [po.pile  and gy = [qo, q1]o-
(1) If (T'(2))ze(0,00) 18 L — L®-bounded and (T'(2)) ,eg+ s L7 — LI~
bounded, then (T(Z))zesgw is LP? — L% -bounded

(ii) If (T'(2))zc(0,00) B8 L —L*-bounded and (T(z)),cq+ satisfies
LP* — L% off-diagonal estimates of order -y, then (T(z))zesgw
satisfies LP? — LY off-diagonal estimates of order 0.

(iii) If (T'(2)):c(0,00) Satisfies LP* — L% off-diagonal estimates of or-
der v and (T(2)),cq+ is L' — L -bounded, then (T(z))zesgw
satisfies LP? — L9 off-diagonal estimates of order (1 — 0)~.

Ezxponential order in the assumptions leads to exponential order in the
conclusion with the decay parameter ¢ changed accordingly.

Proof. We prove the three statements first and indicate the necessary
modifications in the case of exponential order afterwards.

Proof of (i),(ii),(ii). We begin with part (ii). We fix v € (—w,w)
and r > 0. Then we fix measurable sets £, FF C R", set d :== d(F, F)
and consider the family S(z) = e 9*1,T(re"*)15. This family is
uniformly bounded on L? and holomorphic in an open neighborhood of
the strip 0 < Rez < 1. By assumption we have for all ¢ € R and all
step functions f,

. _ g 42
1S(it) fllg < Colre™" 10 "o el = £y,

< Co(re a0 |l
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and
: —t - d - 1—¢2
IS(1+i6)fll < Calre™ 575 (14 =) el
—wlt - d =Y 2
< C'l(re |t‘)q1 P1 (1 + rew|t‘> el™t Hprl

We use 1+ dfresitl > e @I*l(1 4 d/;) in the second line and that the
additional factor e=** acts in our favor, in order to give

15(t) fllgy < Moreo 2| fp,,

. n_n d\ —
IS(1+it)fllor < Mrra 3 (145) 1l

where the M; are still also independent of r, v and E, F'. Stein inter-
polation yields

n_m —O
I10)Flly < M35 55 (14 ) 1l
Since we have S()f = 1T (re™?)15f, this estimates means that T'(z)
satisfies LP — L% off-diagonal estimates of order 67 for 2z € S .
The proof of part (iii) is exactly the same except that now the esti-
mate for S(it) comes with decay.
The proof of part (i) does not need the sets F, F' and uses the same

interpolation argument for z e(Z*Q)QT(rei”Z)'

Proof of (ii), (iii) in the exponential setting. The proof of (ii) in the case
of exponential order follows the same idea but is slightly more technical.
We fix again E, FF C R" and prove the estimate at z = re”?. By (i) we
already know that (T(z))zesa is LP? — L*-bounded. Hence, it suffices
to prove the exponential estimate for 4/» large, say d/r > «/=(7/p, — 7/q)
for = 0,1, where € > 0 will be chosen small later on in dependence of
w and 6. Now, we set

S(2) = 1T (re?) 1

and obtain as before

n n d

1S (it) fllq < Co(reyao "m0 e=r (= £||
< Corin 1% || |l po,

where we have used the lower bound on 4/r and then that 1+ [t|—? < 2
in the second step. Similarly, but now using the off-diagonal estimates
of exponential order, we get

(4.7)

d
ed

1S(1+it) fllg < CulreMtyarore™ ret = =) £|1,

< C17“ﬁ_ﬁe%(—Clew‘tl‘*‘a(lﬂtl_ﬂ)) ||f||p1'

At this point, we claim that we can pick £ > 0 such that

2
—cre™M (14t = %) < —5¢  (tER).
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Indeed, we have 1+ [t| —1? < 3-8/2 < —2/g if |t] > /3 + 4/o = ty and if
[t| < tg, then the left-hand side above is controlled by —cje % +¢(1+4
tg) < —2¢/p provided ¢ is small enough. Altogether, with € now being
fixed, we conclude

(4.8) IS(1+it)flly, < Cyrm me o

Flipr-
Using (4.7) and (4.8), we get by Stein interpolation that

n

1SO) fllay < Co~"Clrn o™ |,

which is the required estimate since S(0) = 1T (re?)1p.

The proof of (iii) in the exponential setting is again the same except
that 6 should be replaced by 1 — 6 in the construction of € since now
the estimate for S(it) comes with decay. O

For families with constant domain in z the argument is much simpler.

Lemma 4.14. Let po, qo,p1, 1 € [1,00] with p; < q; and suppose that
a family as in (4.1) is LP° — L®-bounded and satisfies LP* — LI off-
diagonal estimates of order vy (of exponential order). Then for each
0 € (0,1) it satisfies Lipopile _qlooale o5 diagonal estimates of order
0~ (of exponential order).

Proof. Apply the Riesz—Thorin theorem to the operator 1p7(z)1g,
where z and the measurable sets E/, FF C R™ are fixed. U

4.4. Applications to the functional calculus. We turn to the more
specific setting that the family (7'(2)) is modeled after the resolvents
of a sectorial operator. In this section, we assume that

e T'is a sectorial operator on L*(R"; V) of some angle w €
(4.9) [0,7), where V' is a finite-dimensional Hilbert space,
o ((1 4 t2T)7 "5 satisfies L? off-diagonal estimates of
arbitrarily large order.

Lemma 4.15. Let p € (1,00) be such that (1 + t*T)7 ') is LP-
bounded. Let 6 € (0,1]. Then for every p € (0,0—w)/2) the family
(1 + Z2T)_1)zesj satisfies L2 off-diagonal estimates of arbitrarily
large order.

Proof. The resolvent z ~— (14 22T)~! on L? is a bounded holomorphic
function on S} for any u € (0, (*—«)/2). We apply Lemma 4.13 twice.
First, interpolation between the L% -bounds on sectors and the L?
off-diagonal estimates on the positive real axis yields L? off-diagonal
estimates of arbitrarily large order on S for any u € (0, ("=«)/2). Sec-
ond, interpolation between the L? off-diagonal estimates on sectors and
the L”-bounds on the positive real axis yields the claim. Il
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We obtain off-diagonal estimates for the functional calculus similar
to [22, Part II|. In applications we usually work with holomorphic func-
tions that are in the respective classes on any sector and the technical
conditions on the angles can be ignored. On the other hand, the order
of off-diagonal decay is of utmost importance: It is mainly the decay of
1 at z = 0, quantified by the classes U] from Section 3.4, that limits
the available off-diagonal decay for (1(t2T))o-

Lemma 4.16. Let p € (1,00) be such that ((1 + t*T)™)so is LP-
bounded. Let 6 € (0,1], put q == [p, 2]y and fix an angle p € (0, 9(x—w)/2).
Let 0,7 >0 and ¢ € W3 (S;_,,). Then the following estimates hold.

(i) Let (n(t))e=o be a continuous and uniformly bounded family of
functions in H*(S}_,,). Then for all measurable sets E,F C

R™, allt >0 and all f € LINL?,

Ad(E, F)\¥
LRy S Il 1+ S5 ) 21,

The norms are ||| g7, = SUD.cst [/ (217 A127) and ||n|| =
supysg [|7(t) |-

(i) Furthermore, if n(t)(z) = @(t*z) for some p € WY(Sy_,,
for all 0 < r <t and with the same dependencies,

d(E,F)\ %
e TIAET Lol S [ larlleloan (14 S50 ) sl

(iii) Finally for each v € [0,0] N[0, 7), it follows for all r > 0 with
the same dependencies,

) ) 7,.2 Y
T e S Wllarlillon( 5 ) 151

Proof. Throughout, let ||f||;, = 1. We pick an angle v € (u,0™—w)/2).
By Lemma 4.15 we have L? off-diagonal estimates of arbitrarily large
order for the resolvents for z € S;. Here, we use the order 20 + 1.

We begin with the first estimate and put X = d(£.F)/;. Since

), then

dO@OET) =5 [ nOEuE)E-1) a:
(4.10) ) — s
= 2 o n(t)(2t)(2)(1 = 2271T) 7! >

where (—t2271)1/2 € Sf, we obtain

Len@ (T (ET)1pf |,

I B de]
(411> ~ 88::7211 (1 _'_ |Z|1/2X)20'+1 ‘Z|
|27 A =7 df]
< .
< Al llorp /BS:QV (14 [2[1/2X)20+1 |z
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In the case X < 1, we minimize the denominator by 1 to derive the
desirable bound

11T (D) 1eflly S 10lllle]o,mp-

In the case X > 1, we split the integral at |z] = X2 to give the
desirable bound

ILen(O(T)o(ET)1pfl,

X2
A [ B
< 7T ——
Sl [ S+ [ e
S Il X

This completes the proof of (i).
Turning to the second estimate, we take n(r)(z) = p(r?z) in (4.10)
and change variables to

AETIED) =5 [ el =)

omi

L de

This time we set X = d(E.F)/r and obtain

t2 —2 d
(412)  11re(r*T)o(*T)1efllq < /8S+ ifﬁ)”z'zﬁg?;)?i)l' !Z"

The important observation is that
(4.13) ()] < llelloonullzl” A1)
and, since r < t,
[W(Er22)] < l[9lloo A ([ llorult?r ™22 77) < [ llorps(L A 12]77),
so that
oIV (Er7*2)] < W llorpullolloonllzl” Al2l7T).

Thus, we can bound the right-hand side in (4.12) by the same param-
eter integral that already appeared on the far right in (4.11) and get
the same bound (1 + X))~ for the integral. Now, (ii) follows.

As for (iii), we first argue as in (ii) with £ = F = R" and X =0 to
obtain

I (2T YT,
< ¢ lomll ol / (LA J2]7) ([ 22" A |Pr 2] )
0

Using (1 A |2|7) < |z|” in order to get a homogeneous estimate and
changing variables, we conclude

2TV (2T < ﬁ e T(|s|o -7 M
It Tl S Wllrallelonn (35 ) [ 120 (a7 AL 7

and the remaining integral is finite since we assume 0 < v < 7. Il

d|2]

i
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The decay of ¢ at the origin can be replaced by the assumption that
¥ (2) has a limit as |z| — 0 with order of convergence O(|z|”) for some
o > 0. The exemplary result of this type is as follows. The obtained
order of decay is optimal and already attained when T'= —A,.

Corollary 4.17. Let p € (1,00) be such that ((1 4 t*T)7 )50 is LP-
bounded and let @ € (0,1). Then (e™T""*) oo satisfies LP off-diagonal
estimates of order 1.

Proof. This is a consequence of the preceding two lemmata since we
can write e " = ¢(2) 4+ (1 + 2)~! with ¢ € ¥}, on any sector. [

5. CONSERVATION PROPERTIES

In order to extend the operator theory for L to Hardy spaces, we need
to guarantee that certain operators f(L) preserve vanishing zeroth mo-
ments or have the conservation property f(L)c = ¢ whenever ¢ is a
constant. In absence of integral kernels, the action of such operators
on constants is explained via off-diagonal estimates as follows.

Proposition 5.1. Let T be a bounded linear operator on L*(R™; V),
where V' is a finite dimensional Hilbert space. If T satisfies LP off-
diagonal estimates of order v > n/p for some p € [2,00), then T can be
extended to a bounded operator L= (R™; V) — LY (R™; V) via

loc
(5.1) Tf=) T(le,monl)-
j=1

Moreover, if (n;) € L*(R™;C) is a family such that

® sup |7l < 00,

j
(5.2) ° an(x) =1 for a.e. x € R",
j=1

e 1; has compact support, which for some C,c and all
sufficiently large j is contained in B(0,C27)\ B(0, ¢27),
then

Tf =Y T;f)
j=1

p

where the right-hand side converges in Ly

Li (R V).

loc

(R™; V) and in particular in

Remark 5.2. A particular example for a family with the required
properties is 7; = 1¢;(p) for an arbitrary ball (or cube) B C R™.

Proof. We put B := B(0,1) and fix any compact set K C R". For all
large enough j we have d(K,C;(B)) > 277! and therefore

1Ty Hllrae S 2771 fllrcs )
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S P57 f oo

Hence, the series on the right-hand side of (5.1) converges absolutely
in LP(K) and the limit satisfies |1 f|Lr(x) < Ck| f|l for a constant
Ck that depends on K but not on f.

Next, we pick an integer jo > 1 such that ¢2° > 1 and therefore
2B C B(0,c2710) for all J > 1. If J is large enough so that the
annular support of n; is granted, then Z}]:1 1o;(B) — Zjifo n; vanishes
on 2771 B, has support in C"27 B for some C” that does not depend on
J and is uniformly bounded. The off-diagonal bounds yield again

J J+jo
Y T(emf) =Y Tnf) S 2757 flloes
j=1 j=1 LP(K)
which shows that » > T'(n; f) converges to T'f in L”(K). O

We begin with the conservation property for the resolvents of the
perturbed Dirac operator BD that has appeared implicitly in several
earlier works [22,85]. The proof relies on the cancellation property
Dc = 0 for constants ¢ (where D is understood in the sense of distri-
butions).

Proposition 5.3. If a € N and 2 € Syj2_uy,, then for all c € C™ x
Cmn;

(1+i2BD) %c=c= (1 + 2*(BD)*) “c.

Proof. Let R > 0 and (n;) be a smooth partition of unity on R"™ sub-
ordinate to the sets

Dy == B(0,4R), D, = B(0,27"'R)\ B(0,27'R) (j >2),

such that [|n;]le + 27 R|| Va7l < C for a dimensional constant C.

We begin with the resolvents of BD, which satisfy L? off-diagonal es-
timates of arbitrarily large order by Proposition 3.11 and composition.
According to Proposition 5.1 we can write

[e.e]

(1+12BD)“c =Y (1 +izBD) *(n;0),
j=1
so that
(1+i2BD)™**'c— (1 +i2BD) “c=Y_iz(1+izBD) " BD(n;c),
j=1

where we set (14 12BD)% = ¢ and used n;c € D(D) = D(BD). Now,
BD(njc) has support in B(0,2"'R) \ B(0,27'R) also for j = 1 and
satisfies || BD(n;¢)|loo < Cle|||Blls(2?R)™!. The off-diagonal estimates
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of order /2 yield
|(1412BD) " *"'c — (1 +12BD) " *c||i2(p(0./2) S B2 Zw 37771

with an implicit constant that is independent of R. Sendlng R — o0
gives (1+12BD) "¢ = (1 +1zBD) “c. Since (1 +izBD)% = ¢, we
conclude (1 +izBD) %c = ¢ for all a.

The argument for the resolvents of (BD)? is identical and draws
upon the identity

(1 + ZZ(BD)2)—01+1C o (1 + 22(BD)2)—aC
~ 3" 2BD(1 + 2(BDY) BD(ne).

The off-diagonal decay for 22BD(1+2?(BD)?)~* follows again by com-
position since this operator can be written as

_g((l —izBD)™t — (1 + iZBD)*)(l L 2(BD))H, -

As a corollary we obtain the conservation property for the second-
order operator L. The reader can refer to [81, Sec. 4.4] and references
therein for related conservation properties in the realm of semigroups.

Corollary 5.4. Let « € N and z € S+ )2 Let ¢ € C™ and let
f € L? have compact support. Then one has the conservation formula
(1+2*L)%c=c

and its dual version
/ a(l1+ 2°L) " *(a ' f)dw = fdz.
n R
Proof. Since f has compact support, we obtain from off-diagonal esti-

mates of order v > 7/2 that a(1+ 22L)~*(a"!f) € L', locally uniformly

in z. The left-hand sides are holomorphic functions of z (valued in Li

and C™, respectively). Hence, it suffices to argue for z = ¢ € (0, 00).
We have
9 (1+¢*L)~™ 0
aemopye = [CFEET 2

so the fist claim follows from the conservation property for BD. As
(a*)"'L*a* belongs to the same class as L, we also get

/ a(l+¢*L) ™ *(a ' f)-edz = [ f-(1+¢3(a*)'L*a*) 2cdx
. -

f-cdx
RTL
and since ¢ € C™ is arbitrary, the second claim follows. Il



54 PASCAL AUSCHER AND MORITZ EGERT

We turn to more general operators in the functional calculus. In
view of Lemma 4.16 the decay of the auxiliary function at the origin
limits the available off-diagonal decay and hence, in contrast with the
case of resolvents, we have to use Proposition 5.1 for exponents p # 2.

Lemma 5.5. Let p € [2,00) be such that ((1+t2L)™1)s¢ is LP-bounded.
Suppose that 1 is of class U7 on any sector, where 7 > 0 and o > 7/(2p).
Then

Y(t*L)ce=0 (ceC™ t>0).

Proof. Let 6 € (0,1] be such that ¢ := [p, 2]y satisfies 0 > 7/(2). Ac-
cording to Lemma 4.16 the family (¢(t2L));~0 satisfies L? off-diagonal
estimates of order 20 > n/q. Hence, ¥(t*L)c is defined via Proposi-
tion 5.1.

Lemma 4.13 provides L? off-diagonal decay for the resolvents of L of

arbitrarily large order on some sector S}. We write the definition of
Y(t2L) as

e e

27 GS:_QU

Setting B := B(0,1) C R", we formally have

Y (L) (Leyme) = ! /8S+ ¢(t22)2(1—Z_IL)_I(chB)C)%

i , z
g>1 T—2v 7j>1
1 dz
= 2z
27T1 631721, w( ) z
— O’

where the second line uses the conservation property and the third one
Cauchy’s theorem. It remains to justify convergence and interchanging
sum and integral sign in the first line.

To this end, fix any compact set K C R". Using off-diagonal esti-
mates, we obtain for all j large enough to grant for d(K, C;(B)) > 277!
that

[ (t*2) (1 = 27 L)~ (Leym)0) Loy
1 i
S !w(tQZ)\(H?] H2l2) el iy
Lo =2
) L R
~ t27]z]° "2 if 2] <1’
where v > 0 is at our disposal. We take 7/¢ < v < 20, in which
case the right hand side takes the form 277¢F(z) with ¢ > 0 and

F, € LY0S;_,,,44/)2), locally uniformly in t. This justifies at once
convergence and interchanging sum and integral sign in LI(K). O
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Our third conservation property concerns the Poisson semigroup. In
line with the previous result we need LP-boundedness of the resolvents
for large p to compensate for the poor decay of e~V# — 1 at the origin.

Proposition 5.6 (Conservation property for the Poisson semigroup).
If (1 +t2L) ™) 4s0 is LP-bounded for some p > n, then

e o= ¢ (ceC™ t>0).

Proof. We have e V% = (1 + 2)7! + 9(z) with ¢ € \111/2 on any sector
and the claim follows from Corollary 5.4 and Lemma 5.5. O

6. THE FOUR CRITICAL NUMBERS

In this chapter, we define the four numbers that rule the functional
calculus properties of our elliptic operators and that will help us to
describe the ranges of well-posedness of our boundary value problems.
We introduce the sets

J(L) = {pe€ (1,00): (1 + L) )40 is a ' H-bounded }
and
N(L) = {p € (1,,00) : (tV4(1 +t*L)")s=0 is a~' H” — H” -bounded },

where we recall that 1, = 7/(n+1). These sets contain p = 2 (Corol-
lary 3.13) and since the notion of a; H” —ay HP-boundedness interpo-
lates, they are in fact intervals.

Definition 6.1. The lower and upper endpoints of J (L) are denoted
by p_(L) and p (L), respectively. Similarly, the endpoints of N'(L) are
denoted by ¢_(L) and ¢4 (L).

The exponents py (L) and gy (L) are called critical numbers in the
following. In this section we study intrinsic relations between these
numbers, using the machinery developed in Section 4. For the various
duality arguments in this section we recall that L* = —(a*)~! div, d*V,
is in the same class as L and similar to L* under conjugation with a*.
In particular, we have

1V p-(LF) = py (L)',
(1Vp_ (L)) = py(LF).

6.1. General facts on critical numbers. Here, we prove the fol-
lowing general relations between the four critical numbers. In fact,
there are only three of them since p_(L) and ¢_(L) coincide. The
two inequalities are best possible in the class of all operators L, see
Remark 6.8 further below.

(6.1)

Theorem 6.2. The critical numbers satisfy
p-(L) = q-(L),
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p+(L) > q4 (L),
p—(L) < (q+(LF)")..

We prepare the proof through a sequence of lemmata that are of
independent interest.

Lemma 6.3. Let n > 2. Then (2.,2*) C J(L) and (1 +t*L))4sq is
L% — Li-bounded and LY — L2-bounded for every q € [2,2*] N [2, 00).

Proof. We have 2* = co when n = 2 and 2* < oo when n > 3. The
restriction on ¢ is precisely such that we have the Gagliardo—Nirenberg
inequality

lully S IVoullglull™ (v e WH(R™),

where o = /2 — n/q. We set u = (14 t2L)"'f, f € L?, t > 0, and use
the L:-boundedness of the resolvent and gradient families to give

11+ 22L) " fllg S 0o

Hence, the resolvents are L? — L9-bounded. Interpolation with the L?
off-diagonal estimates by means of Lemma 4.14 leads to L2 — L9 off-
diagonal estimates of arbitrarily large order for any ¢ € [2,2*) and
L%-boundedness follows from Lemma 4.7.

The rest follows by duality and similarity by applying the above to
L% in place of L. O

In dimension n = 1 we have 2, = 2/3 and by analogy with the
previous lemma we expect that (2/3,00) C J(L). However, in the one-
dimensional situation we have div, = V, and this allows us to improve
the lower bound to the best possible value 1, = /2.

Lemma 6.4. Let n = 1. Then (}/2,00) C J(L) and [2,00) € N(L).
Moreover (14 t2L)"Y)s0 is a=* H? — L*-bounded for every p € (1/2,2]
and ((1+t*L) " )is0 and (-2 (1 +¢*L) )50 are both L — Le-bounded
for every q € [2,00).

Proof. In the one-dimensional setting the operator L takes the form

L = —a'3d(d2) and the space H in (1.2) coincides with L. In

particular, just as a, also d is strictly elliptic.

Step 1: L? — Li-bound for the gradients. It suffices to obtain the bound
for ¢ = 1 with an implicit constant that depends on the coefficients
only through ellipticity. Indeed, for ¢ # 1 we can use the change of
variable fi(x) := f(tx) in order to write

t%(l +120) 7 f(2) = (%(1 + L)) (),

where L; .= —a; lﬁ(dt%) has the same ellipticity constant as L.
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Let now f € L* and set u :== (1+ L)' f, so that L (dLu) = af —au.
In one dimension the Sobolev embedding W'? g L? holds for any
q € [2,00). Thus, we have

15 ulle = lldgzull,

S ldgzullwe2
S lldgulla + llafllz + llauly
S 11l

where in the final step we have used the L2-boundedness of the resolvent
and gradient families. This is the required L? — L%bound.

Step 2: L2-bound for the gradients. This follows from Lemma 4.14 and
Lemma 4.7 as in the previous proof. Hence, we have [2,00) C N (L).

Step 3: Bounds for the resolvents. Let ¢ € [2,00) and define o €
(1/2,2/3] through 1 —1/q = /o — 1.

For f € L? and ¢ > 0 we use the Sobolev embedding W4 C A!~"/
and the result of Step 1 for L* to give

(1 + LY i1 S I35 (1 + 2L
ST £

Hence, the resolvents of Lf are L? —A'""9-bounded. Since we have
Lf = (a*)"'L*a*, we obtain by duality that the resolvents of L are
a~'H? — L:-bounded, see Lemma 4.3. They also satisfy L? off-diagonal
estimates of arbitrarily large order and have the cancellation property
fRn a(1+t*L)"'a~! fdz = 0 if f € L? has compact support and integral
Z€ro, see Corollary 5.4. Hence, we are in a position to apply Lemma 4.9
and obtain a~! HP-boundedness for p € (g, 1].

Since ¢ € [2,00) was arbitrary, the conclusion is that the resolvents
are a~' H? — L2-bounded and a~! H?-bounded for all for all o € (1/2,2/3]
and all p € (1/2,1]. By interpolation with the L*-bound we can allow
all 0,p € (1/2,2]. Finally, the L? — L? and L-bounds of the resolvents
for all ¢ € [2,00) follow again from duality and similarity, by applying
the results for p € (1,2] to LF. 0

We also need a result that allows us to switch between powers of the
resolvent in H” — H%-estimates.

Lemma 6.5. Let 1, < p < ¢ < oo withq > 1 and"/p—"/q < 1. Suppose
that there exists an integer 3 > 1 such that (tV,(1 + t2L)P~1)sg is
a ' HP — L7-bounded. Then also (tV.(1 + t*L)™ ') s a” ' HP — LI-
bounded.

Proof. Let t > 0 and f € L2 The Calderén reproducing formula for
the injective sectorial operator T' = 1 + t2L and the auxiliary function
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¢(2) = 2(1 4+ 2)777! reads

(6.2) f= ﬁ/ (1+20)(1 + u + t*ul) P71 f du.
0

Applying the bounded operator tV,(1+*L)~! and re-arranging terms
gives

V(L +1°L)7 f

o0 1 ut? \ 2 ut? —A-1
= V.l 1+ L du.
6/0 (1+u)ﬁ+%u%(1+u> ( 1+u ) d

Now, we let f € H? NL?, apply the formula to a~* f, and take L? norms
on both sides, in order to give

[tVa(1+ L)~ a ™" £l

0 1 Ut2 %(%_%)
Sl [ — (P )
o (14+wu)T2uz \1+u
q

n_n o0 u?
<t | | du.
0o (14+wu)’ 2t 2

The numerical integral in u converges as we have 7/ — 7/p > —1 by
assumption. Il

Proof of Theorem 6.2. The argument is in two steps.

Step 1: Resolvent estimates from gradient bounds. Here, we show the
upper bound in the first line and the second and third lines. In dimen-
sion n = 1 we have p_(L) = 1, and p4(L) = oo by Lemma 6.4 and
there is nothing to prove. For the rest of the step we assume n > 2.

Let o € N(L). If o < n, then a Sobolev embedding yields for all
f eH?NL? and all t > 0 that

I+ L) a fller S VL0 + L) a e
<l

Hence, the resolvents of L are a=* H¢ — L¢ -bounded. Likewise, if o > n,
then we obtain for all f € L2NL? and all £ > 0 that

11+ L) flljanre S 1S le-

By duality the resolvents of L* are (a*)"'H" —L¢-bounded. The ex-
ponent r is determined by 1 —7/o = n(1/r — 1), that is, r = (¢'),. From
these observations, we can infer further mapping properties in each
case.

Step 1a: The Lebesgue case 1 < o < m. The resolvents of L are
L2 — L¢ -bounded. Lemma 4.14 yields Ll¢2e — [¢"2o off diagonal esti-
mates of arbitrarily large order, where § € (0, 1) is arbitrary. Lemma 4.7
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yields both LI¢Z¢ and Ll¢"Z¢_houndedness. Consequently, we must
have p_(L) < ¢ and p, (L) > o*.

Step 1b: The Hardy case 9 < 1. Since N(L) is an interval, we have
(0,2) CN(L). The first part applies to all exponents in (1,2) instead
of o and we first get L?-boundedness of the resolvents of L for all
q € (1,2%) and then L7 off-diagonal estimates of arbitrarily large order
by interpolation.

If o =1, then p_(L) < p follows directly.

Now, assume po < 1. As p > 1,, we can take ¢ = p* and have
L? off-diagonal estimates of arbitrarily large order and a~!H¢ — L9-
boundedness. For compactly supported f € L%, Corollary 5.4 yields
Jgn a1 + L) (a7 f)dz = 0. We have verified the assumptions of
Lemma 4.9 and obtain that the resolvents of L are a~! HP-bounded for
every p € (o,1]. Therefore, we have again p_(L) < p.

Step 1c: The Hélder case o > n. From the preliminary discussion
we know that the resolvents of L! are (a*)~* H)* — L¢-bounded. We
claim that they satisfy LY off-diagonal estimates of arbitrarily large
order. Taking the claim for granted, p_(L*) < (¢), follows as in the
previous step.

For the claim we first prove (1,2) € J(Lf). In dimension n = 2
this is due to Lemma 6.3. In dimension n > 3 we have (2,n) C N (L)
since the latter is an interval that contains 2 and p. Step la applies
to all exponents in (2,n) in place of ¢ and yields (2,00) € J(L). By
duality, we get again (1,2) € J(L!). As we have ¢ € (1,2), the L¢
off-diagonal estimates for the resolvents of L* follow by interpolation
with the L*-result.

Let us conclude Step 1. In dimension n > 3 the set N'(L) N (1,,n) is
non-empty because it contains 2. Letting o vary over N (L) N (1., n),
we conclude p_(L) < g_(L) and p (L) > q4(L)* from Steps la & 1b.
In dimension n = 2 the same argument applies unless ¢_(L) = 2. But
in this case?” the inequalities in question trivially hold because we have
p—(L) <1 and p (L) = oo by Lemma 6.3.

As for the third line in the theorem, if ¢, (Lf) < n, then

p-(L) < (IM(U))I < (%(Lﬁ)*)/ = (%(Lﬁ)/)*

follows from (6.1) and the second line. If ¢, (L¥) > n, then the inequal-
ity p_(L) < (q4(L*F)"), follows from Step lc with the roles of L and LF
switched.

Step 2: Gradient bounds from resolvent estimates. Let p € J(L) with
p < 2. Hence, ((1+t2L)™ 150 is a~ ! HP-bounded. Lemmata 6.3 and 6.4
guarantee that this family is L¢ — L?-bounded for some o € (1,2). Ac-
cording to Lemma 4.4, we find for every ¢ € (p,2) an integer 5(q) > 1

47n fact this case never occurs as we shall see later on.
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such that ((1 4 t?L)7#@),5, is ' H? — L?-bounded. By composi-
tion with the L2-bounded gradient family, (tV,(1 + t2L)7#@=1),_; is
a~'H? — L?-bounded. Note that by interpolation the integer 3(q) can
be taken the same on compact subsets of (p, 2).

Step 2a: The Lebesgue case p > 1. We know that (tV,(1+t2L)~P@=1),_,
is LY — L%:-bounded. By composition, this family also satisfies L? off-
diagonal estimates of arbitrarily large order. Since this holds for every
q € (p,2), we can run the usual argument: L?—L? off-diagonal esti-
mates of arbitrarily larger order follow by interpolation and this implies
LY-boundedness. Thanks to Lemma 6.5 we get L?boundedness also for
(tV(1+¢*L)"1)4>0. Since q € (p,2) was arbitrary, we have ¢_(L) < p.

Step 2b: The Hardy case p < 1. We slightly refine the argument in
the Lebesgue case by appealing to Lemma 4.9. In the following let
q € (p,1) and s € (1,2) such that /¢ —1/s < 1/n. Such s exists since we
have p > 1,.

First, consider the family (tV,(1+t2L)~#@=1), ;. Tt is a ' H? — L*-
bounded and satisfies L? off-diagonal estimates of arbitrarily large or-
der. For compactly supported f € L? we get that (1 + t2L) 5@ (g1 f)
and V,(1+#2L)P@(q=1 f) are in L' from the L? off-diagonal decay of
order v > n/2. The integral of the gradient of a W'-function vanishes,
SO [on tVa(1 4+ ¢*L) @ (a~! f)dz = 0. We have checked the assump-
tions of Lemma 4.9 and obtain a~! H? — H%boundedness for every g.
This interpolates with the original o~ H? — L*-boundedness, so that
the conclusion is a~! H? — L*-boundedness for all ¢ and s.

Now, we consider (tV,(1+t?>L)™1);~o. Lemma 6.5 yields ¢~ H? — L*-
boundedness for all ¢ and s. Step 2a applies to s and yields L°-
boundedness, which implies L® off-diagonal decay of arbitrarily large
order for every s by interpolation with the L?-result. As before, we also
have [, tV,(14+t*L)"(a' f)dz = 0 for compactly supported f € L2,
We have again verified the assumptions of Lemma 4.9 and conclude for
a~! H? — H%-boundedness for every ¢q. Thus, we have ¢_(L) < p.

Asp e J(L)N(1,,2) was arbitrary, Steps 2a & 2b yield the missing
inequality ¢_(L) < p_(L) that completes the proof of the first line in
the theorem. O

6.2. Worst-case estimates for the critical numbers. The follow-
ing extrapolation from the L2-theory has been proved by an application
of Sneiberg’s stability theorem [10,88|.

Proposition 6.6 ([21, Prop. 4.5|). There exists € > 0, depending on
ellipticity and dimensions, such that whenever p € [2 —&,2 + €|, then
(1+itDB)™')ier is LP-bounded.

We use this result to give the following global picture for the critical
numbers for the class of all L in all dimensions.
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Proposition 6.7. The following relations hold.
(i) In dimension n =1,

p-(L)=q-(L)=5 & pi(L)=qs(L) =00

(ii) In dimension n > 2 there exists € > 0, depending on ellipticity
and dimenstons, such that

p(L)=q (L) <2 —¢c & pu(l)>24+e & qi(L)>2+e.

Proof. The identification ¢_(L) = p_(L) in any dimension is due to
Theorem 6.2. In dimension n = 1, Lemma 6.4 shows that p_(L) = 1/2
and ¢, (L) = oo = py(L) take the best possible values. Hence, (i)
follows.

As for (ii), we use (3.4) to write, whenever t > 0,

%((1 +itDB)™' — (1 — itDB)l) = —itDB(1 + t*(DB)*)™*

—it div, d(1 + 2M) !

itV,a (1 +2L)7!

This family is LP-bounded for p € [2—¢, 2+¢] due to Proposition 6.6. In
particular, the second component is LP-bounded and since a is strictly
elliptic, the same is true for tV,a™'(1 + t*L)"'a = tV,(1 + t*L)~ 1.
Hence, for a possibly different choice of ¢ we have ¢, (L) > 2 + ¢ and
q_(L) < 2 —e. The same thing for L. Now, the claim follows from
Theorem 6.2. Il

Remark 6.8. (i) In the one-dimensional setting the identification
of the critical numbers could also be obtained from the kernel
estimates in [18]. They are only stated for m = 1 but the argu-
ment literally applies to systems (m > 1) under our ellipticity
assumption. In fact, the proof of Lemma 6.4 mimics some in-
termediate steps in [18]. The value p_(L) = 1/2 has appeared
in a related context in [23].

(ii) In higher dimensions the bounds above cannot be improved in
general, even when ¢ = 1 and m = 1. More precisely, given
e>0,any of p_(L) <2, —¢,ps(L) >2"+¢,q. (L) >2+¢
can fail for some L.

Indeed, for py in dimensions n > 3, counterexamples rely
on Frehse’s irregular solution [47] and can be found in [58,
Prop. 2.10]. In view of Theorem 6.2 such counterexamples
satisfy 2* + ¢ > py (L) > q+(L)* > 2*. Hence, they also serve
as counterexamples to the general improvement of ¢, and show
that the inequalities in Theorem 6.2 are best possible in the
class of all operators L.

When n = 2, the counterexample for ¢, due to Kenig comes
with d real symmetric [24, Sec. 4.2.2]. The same operator is
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a counterexample for the general improvement on p_, that is,
p—(L) can be as close to 2, = 1 as one wants. Hence, the final
inequality in Theorem 6.2 is again best possible. There is no
discussion of p, since 2* = cc.

6.3. a-independence of critical numbers. It is tempting to com-
pare the critical numbers for L with those for

LO = — leI dvx,

seeing L = a~ 'Ly as a multiplicative perturbation of Ly. Let us prove
that the critical numbers for both operators are indeed the same.

Theorem 6.9. The critical numbers for L and Lqy coincide, that is,
p+(L) =ps(Lo) & qu(L) = qu(Lo)-

Proof. The claim in dimension n = 1 is an immediate consequence of
Proposition 6.7. The proof in dimensions n > 2 is divided into six
steps.

Step 1: p_(L) < p_(Lo). Let p € J(Lo) N (1,,2,]. This interval is
non-empty thanks to Proposition 6.7. We set py := p, define iteratively
pr = pj_, and stop at the first exponent k™ > 0 with py+ € (2.,2].
We shall prove by backward induction that (pg,2] € J(L) for all k.
Hence, we eventually find (p,2] C J(L) and taking the infimum over
all p yields p_(L) < p_(Ly).

Once again by Proposition 6.7, we have (pg+,2] C J(L). For the
inductive step we assume (pg,2] € J(L) and pick any ¢ € (pg_1, 24].
For all t > 0 we have

1= (a+t*Lo)(1 +#*Lo) " + (1 —a)(1 +t?Lo) "

as operators on L?. Multiplication by (1 + t2L)"'a™! = (a + t2Ly) ™"
from the left yields the key identity

(1+#L) a™?

(63) — (1 + t2LO)—1 + (1 + t2L>71a71(1 o a)(l 4 tZLO)fl'

On the right-hand side ((14#2L)~");0 is LY -bounded by the induction
hypothesis. By Theorem 6.2 we have q_(Lg) = p_(Lo) so that ((tV,(1+
t?Lo) )40 is H%-bounded. By a Sobolev embedding we have

11+ Lo) ™ fllg S NIVall 4+ Lo) ™ fllne < ¢ llae,

whenever f € HYNL? and t > 0. Hence, ((1 +t*Lo) " )ss0 is H? — L -
bounded. Now, it follows from (6.3) that ((1+2L)™")sqis @' H? — L7 -
bounded. This was the key step.

If ¢ > 1, then we have LY — L -boundedness for the resolvents of L.
Interpolation with the L? off-diagonal estimates (Lemma 4.14) followed
by Lemma 4.7 yields (¢,2] C J(L).
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If ¢ = 1, then (px_1,2,] also contains exponents that are strictly
smaller than 1 and we can jump right into the following case.

In the remaining case ¢ < 1 we have a~! H? — LY -boundedness for
the resolvents of L. As ¢* is an interior point of J (L) by the induction
hypothesis, we get again LY off-diagonal estimates of arbitrarily large
order from the ones on L? by interpolation. For compactly supported

f € L?, Corollary 5.4 yields [g, a(l +¢*L)"'a™' f dz = 0. This means
that we have verified the assumptions of Lemma 4.9 and (¢,2] C J(L)
follows.
Step 2: p_(Lo) < p_(L). We only need a key identity replacing (6.3)
and allowing us to deduce H? — L7 -boundedness of ((1 4 t2Lo)")ss0
from L -boundedness of ((1+t2Lo)~");s0 and @~ H? — L7 -boundedness
of (14+t*L)™')4=0. The rest of the proof for p_(L) < p_(Ly) was sym-
metric in L and L.

For the new key identity we split

1= (1+#Lo)(a+t*Lo) " + (a —1)(a+t*Ly) "

and multiply by (1 +t*>Lg)~! from the left in order to get the desirable
decomposition

(14+2Ly) ' = 1+ 2L) P + (14 t2Ly) Ha — 1)(1 +t*L) ta™ .

Step 3: q-(L) = q-(Lp). This follows from the first two steps and
Theorem 6.2.

Step 4: py(L) = py(Lg). Simply note that by the duality relations
(6.1) and the first two steps we have

p+(L) = (1V p-(LH)) = (1V p-(L§))' = p+(Lo)-
Step 5: q+(Lo) < q+(L). Let 2 < g < q(Lp). For t > 0 we use a new
decomposition, namely

tV (1 + L))"
(6.4) =tV,(1+t*Lo) Ha+t*Lo+1—a)(1 +*L)"!
=tV (1+ L) ta+tV, (1 +*Lo) ' (1 —a)(1 +#2L) 1.

On the right-hand side (tV,(1 + t?Ly)™!)>0 is L%bounded by as-
sumption and ((1 + ¢2L)™!);>0 is L%-bounded since we have ¢, (Lg) <
p4 (L) = py (L) by Theorem 6.2 and Step 4. Thus, (tV,(1+t>L) )=
is L%bounded. Taking the supremum over all ¢, we obtain ¢, (Lg) <

q+(L).
Step 6: q+(L) < q+(Lg). The argument follows by reversing the roles
of L and Ly in Step 4 and using the identity

tVa(1+t*Lo) "
=tV(a+t2Lo) (1 + 2Ly +a — 1)(1 +t*Ly) "
=tV (1 + L) ta™ +tV, (1 +2L) ta  (a — 1)(1 +#Ly) "
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instead of (6.4). O

As an application of Theorem 6.9 we determine the critical numbers
of multiplicative perturbations of the (coordinatewise acting) Lapla-
cian.

Corollary 6.10. In any dimension it follows that
p_(—a'A) = q_(—a'A,) = 1,
p+(—a~'Ay) = g (—a'A,) = oo.

This result is originally due to McIntosh-Nahmod, see Theorem 3.3
and §5.(v) in [79]. Here, we use a rather different and simpler method.
In Section 14, we shall discuss kernel estimates for these operators.

Proof of Corollary 6.10. In view of Theorem 6.2 we only have to prove
that ¢, (—a™'A,) = oco. By Theorem 6.9 we have ¢, (—a™'A,) =
¢+(—A;) and there are many ways to see that ¢, (—A,) = co. One is
to note that tV,(1+ t?(—A,))~! corresponds to the Fourier multiplier
& — it(1+t%£]?) 1€, which falls under the scope of the Mihlin multiplier
theorem. U

7. RIESZ TRANSFORM ESTIMATES: PART I

In this chapter, we characterize the range of exponents p for L’-bounded-
ness of the Riesz transform V,L~'/2. More generally, we introduce the
set

(7.1)  I(L) = {p € (1., 00) : V,L™?is a~' H? — HP-bounded }.
Some clarification on the meaning of V,L~'/2 being a~* H? — H’-bounded

is necessary since there are two possible interpretations:

e As we have seen in Section 3.6, L'/? : Wh? — L? extends to
an isomorphism W'? — L2 that we denote again by L'/2. In
this sense Ry := V,L /2 is defined as a bounded operator on
L?. The question of a~' H” — HP-boundedness for R;, fits into
the abstract framework of Section 4 and means that

|Rea™ fllwe < Il (f € HPNL?)
and when p > 1 equivalently that
IRLfll, SIfll (f € LPNLY).

e We could also avoid the extension, work directly with VL~
defined on R(L'/?) and ask for |V,L™2a"  f|lur < || f|lue for
all f € HPNR(aL'/?).

We opt for the first interpretation, which is stronger. Then, by inter-
polation, Z(L) is an interval and we make the following

1/2

Definition 7.1. The lower and upper endpoint of Z(L) are denoted
by r_(L) and r (L), respectively.
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The two interpretations above agree if H” MR(aL'/?) is dense in
H? NL?, but a priori this information might not be available. It hap-
pens for p € J(L)N(1, 00) though, as the following more general lemma
shows.

Lemma 7.2. Ifp € J(L)N(1,00), then the spaces L? ND(L*)NR(LF),
k € N, are all dense in LP NL2.

Proof. By the Hahn-Banach theorem it suffices to check density for
the weak topology. Given f € L?NL2, we consider approximants in
D(L*) N R(L*) defined by

fi=0L)*1+L)*a+,'L)7"
=(1-Q1+jL)™A+"'L)™" (jeN).

By the convergence lemma we have f; — f in L? as j — oco. On
the other hand, (f;) is bounded in L NL? and this space is reflexive
since it is isomorphic to a closed subspace of a reflexive space, namely
the diagonal in L? x L?. Hence, it has a weak accumulation point in
L” N L2, which by L%-convergence has to be f. O

In this section we shall identify (r_(L),r(L)) N (1,00). Hence, we
are studying LP-boundedness of V,L~/2. Later on, in Section 11, we
will complete the results on the Riesz transform by identifying Z(L) in
the full range of exponents. This will require different methods.

Here is our main result on the Riesz transform in the L”-scale.

Theorem 7.3. The endpoints of Z(L)N(1,00) can be characterized as
follows:

r(L)Vi=p(L)v1 & r(L)=q(L).

Theorem 7.3 requires establishing four implications that we shall
present in a separate section each. The outline follows [6, Ch. 5|. To
begin with, we need suitable singular integral representations for Rj.
Let a« € N. Writing out the Calderéon reproducing formula for the
auxiliary function z3°*+/2(1 4 2)™°* and applying R, = V,L~"/? on
both sides, we have for all f € L? the representation via an improper
Riemann integral

1 [ dt
12 Rif= [ Ve @D e

ca Jo
where ¢, is a constant depending on . We note that on the right-hand
side we do not have to deal with the extension of the square root. More

precisely, the truncated Riesz transforms defined for € € (0,1) via
(7.3)

1 e dt
Rif — —VxLl/Q/ (1_'_I§2L>73a(tQL)?>oz+1/2<1_'_t2L)f6czf7
c €

«
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converge strongly on L? to Ry, as ¢ — 0. The way to treat the kernel in
(7.2) or (7.3) will be through L” — L? and L? — L? off-diagonal bounds
that we record in the next lemma.

Lemma 7.4. Let p € J(L) and let q be between p and 2. There exists
an integer B = [(p, q,n) with the following property.
(i) Ifp < 2, then (14+t2L)P)ss0 and (tV (1+t2L)7P71)2 satisfy
LY —1? off-diagonal estimates of arbitrarily large order.
(i) If p > 2, then ((1 + t2L)"%)ss0 satisfies L? — LY off-diagonal
estimates of arbitrarily large order.

Proof. We begin with (i). The resolvents are LP-bounded by assump-
tion and L?— L*-bounded for some o = p(n) € (1,2) due to Lem-
mata 6.3 and 6.4. Lemma 4.4 furnishes an integer 8 = S(p, ¢,n) such
that ((1 + t2L)™#);s0 is L? — L?-bounded. This holds for all such ex-
ponents ¢, so the off-diagonal estimates follow by interpolation with
the L-result. The claim for the gradients follows by composition since
(tV.(1 +t2L)™") satisfies L? off-diagonal estimates of arbitrarily large
order.

As for (ii), we can argue by duality and similarity. Indeed, (i) applies
to L¥ = (a*)"*L*a* and we have (2, (p_(L*) V1)) = (2, p+(L)) O
7.1. Sufficient condition for 1 < p < 2. We prove (p_(L)V1,2) C
Z(L). Due to the L®*-bound and the Marcinkiewicz interpolation theo-
rem it suffices to show that R is of weak type (p,p) for every p €
(p—(L) v 1,2). We fix such p and use Blunck-Kunstmann’s crite-
rion [30] in its simplified version as stated in [6, Thm. 1.1]:

Proposition 7.5. Letp € [1,2). Suppose that T is a sublinear operator
of strong type (2,2) and let A., r > 0, be a family of bounded linear
operators on L?. Assume for j > 2 that

v () j(B)\Tu—AT(B))f\?)I <o) (i [ 107

and for j > 1 that

(7.5) <|3%| /cj(B) !z‘L~(B)f\2>é <g(j >(]B\ / ,f,p) z

for all balls B and all f € L* with support in B. If ¥ = > g(j)2m/?
is finite, then T is of weak type (p,p) with a bound depending on p, ¥
and the strong type (2,2)-bound.

We check (7.4) and (7.5) for T'= R the Riesz transform and
(7.6) A, =1—p(r*L),
where

(7.7) o(z) = (1 = (1+2)77)>
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Here, a € Nis as in (7.2). It will be chosen larger in the further course.
Since p is not the lower endpoint of J(L) N (1,2], we can pick 5 € N
sufficiently large according to Lemma 7.4 to have LP — L? off-diagonal
estimates of arbitrarily large order for ((1+t2L)7#);~¢ at our disposal.

Step 1: Verification of (7.5) with g(j) = ¢27%7 and arbitrary v > 0.
Expanding

(7.8) A =— i (3;‘) (—=1)F(1 +72L) 5"

k=1

and using the L” — L? off-diagonal decay, we immediately get (7.5) with
g(j) = 2797 with v > 0 as large as we want and ¢ depending on «, (3, .
We take v > n/2 to meet the summing condition in Proposition 7.5.

Step 2: Verification of (7.4) with g(j) = c2®/2="/P=2) Tet B be a
ball of radius » > 0 and let f be supported in B. We abbreviate C;(B)
by C; and for j > 2 we introduce D; = 2/~1B. Then

d(Cj, D;) ~ 27r ~ d(B,“D;).
The representation (7.2) yields
IRL(1— An) fllLe(e;)
dt

7o) = [ IV P I e D ) T

- dt
+/ 11V (1 4+ L) Lep, (L) (r* L) fll2cy)
0

with an auxiliary function
(7.10) V(2) = o2 (14 2)75,

From now on we require 3a > 3 + 1. Composing L? off-diagonal
estimates for the resolvents and their gradients and L? — L? off-diagonal
estimates for the S-th powers of the resolvents, we find that

tVo(1 4+ 2L) 73 = 1V, (1 + 2L) 3P (1 4-42L) 77
satisfies L? — L? off-diagonal estimates of arbitrarily large order. Thus,
[tV (1 + L) 1p, (L) p(r*L) fllL2(c,)
s (14 20) wenptnil,
with v > 0 at our disposal. From (7.7) and (7.10) we can read off the

decay properties p € W3 and ) € ¥3* on any sector. Thus we find by
the third part of Lemma 4.16 that

(7.11)

(7.12) lo@ne sl 5 (5) 161
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We remark that in applying Lemma 4.16 we do not need to switch to
an exponent ¢ € (p, 2| since p is not the lower endpoint of 7(L)N (1, 2].
The combination of the previous two estimates is

[V (1 + L) Lp, (LYo (r* L) fll12(c)

20— 242 i —y
r 2 2r n_n
s(3) ()

and integrating the resulting bound with respect to 4/t and changing
variables to s = 2’7/t leads us to

< _a dt _  aw
/O [tV (1 + L) 1Dj¢(t2L)so(7“2L)f||L2<cj)7 < g@)r2"7 | fllp,

where
o 200—2%42
g(j) = 2052 / s rds
o (I+s) s

We take v > 2a—n/2+7/p to have a finite integral in s and 2ac > n—n/p to
take care of the summing condition in Proposition 7.5. This completes
the treatment of the first integral on the right of (7.9).

For the second integral the roles of uniform boundedness and off-
diagonal estimates are reversed. Indeed, as “D; and C; intersect, our
replacement for (7.11) becomes

[tV (1 + L) Lep (2 L)p(r* L) fll12(c)
Stah [0t L)p(r*L) f e ep,)

and from the first and second part of Lemma 4.16 we obtain the bound

B3

(7.13)

o —6a
(1+22) sl we<n

[ L)p(r*L) fllLrep,) S ,
(14277175 7)1, if t > r.

In addition we still have the uniform bound (7.12) and thus, using both
estimates raised to the power 1/2, we have

T 2r

« —3a
110 EDD eeny 5 (5) (1455) 17l

We combine the latter estimate with (7.13), integrate in ¢ and change
variables to s = 27/t as before in order to obtain
| 1904 )1, oD D) iy § S 9GS

where this time
00 a—241
g(j) = 2G5 / s ds
o (I+s)3 s
We take 2ac > n/p — 7/2 to have a finite integral in s and o > n —7/p to
take care of the summing condition in Proposition 7.5. This completes
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the treatment of the second integral on the right of (7.9) and also the
proof of the weak (p, p)-bound for Ry, is complete.

7.2. Sufficient condition for p > 2. We prove (2,¢.(L)) C Z(L).
We let p € (2,¢.(L)) and prove that the Riesz transform Ry is LP-
bounded. We use again the singular integral representation (7.2) with
a parameter a € N to be chosen large in the further course of the proof.
The kernel of the truncated Riesz transforms RS in (7.3) given by

tVa (1 + L) 3 (#*L)**(1 + +*L)°

7.15
. =tV (1+62L)7" (1= (14 £7L) ) (1 4 £2L) %!

is L”-bounded since we have p < p, (L) by Theorem 6.2. Consequently,
each R} is LP-bounded with a bound depending on ¢ and it suffices to
establish a uniform L”-bound in order to conclude for L’-boundedness
of Ry. To this end we ultimately fix some py € (p, ¢+ (L)) and employ
the following criterion.

Proposition 7.6 (|6, Thm. 1.2]). Let py € (2,00]. Suppose that T is
a sublinear operator acting on L? and let A,, r > 0, a family of linear
operators acting on L?. Assume

710 (i 10 A f|2) < CM(f))

and
1

w10 (g [ ramsr)” < ooz

for all f € L%, all balls B and ally € B. If2 < p < py and Tf € LP
whenever f € LP NL?, then

ITFllp < el fllps

where ¢ depends only on n, p, po, C.

As pg < py(L), we can use again Lemma 7.4 to find some large 5 € N
for which ((1+#2L)™5+1),5 satisfies L? — L off-diagonal estimates of
arbitrarily large order. Then we define the same approximating family
A, as in (7.6) and our task is to verify (7.16) and (7.17) for T = R5
and a constant C' that does not depend on €.

We assume right away that 6ac > 3. By composition, this guarantees
that the kernel in (7.15) is L? — L**-bounded and hence that R5 also
maps L? into LP°.

Step 1: Verification of (7.16). Let f € L? and B a ball of radius r.
We claim that

1

(7.18) IR = A flleaey S 7% ) a( (]émg ‘2)2

J=1
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with ¢(j) = C277©®="/2) and C' a constant that does not depend on e.
Since each integral on the right-hand side is bounded by M (| f|?)(y) for
every y € B, this bound yields (7.16) provided that we take a > n/a.

For the claim we write f = 377, f;, where f; = 1¢,f and Cj =
C;(B), and obtain

[R5 (1= A flliem) < Z |RL(1 = A) filliz sy
j=1

The term for j = 1 is readily handled by L2-boundedness of R5 (1— A,):

1
2

HRﬂl—Anmew)SHﬂh%w>ﬁr3<£BUP)

Note that the L?bound is independent of e,r and depends only on
dimensions and ellipticity. This follows from writing R3 (1 — A,) =
Ry F..(L) as in (7.3) and using the functional calculus on L. For
j > 2 we re-introduce the auxiliary function ¢ from (7.10) and the sets
D; = 277'B. In analogy with (7.9) we write

1750 = 4 oo

> 3 dt

< [ IV L) 1o, + 1) UELAP D G
0

By composition, ¢V, (1 4 t2L) ™3 satisfies L? off-diagonal estimates of
arbitrarily large order. Therefore, we continue by

> 2\ dt

S [T(1+5) DD e,
o 9 9 dt

+ [T eDer D, T

We can re-use (7.12) with p = 2 and likewise (7.14) if we replace
(°Dj, f) with (Dj, f;) due to the different support properties in the

ongoing argument. Indeed, these bounds have been obtained assuming
only p € (p_(L),2]. Altogether, we obtain a bound by

2 1 —3a « ; —3a
< [ 21y r 2y dt
< - | [ — , - 14+ == [ —
</ Q)(+t) mm+@)(+t)|mmt

i * 24 s ds
<27 ||f||L2(2a'+1B)/O Ats)p s
where the integral in s is finite. The claim (7.18) follows.

Step 2: Verification of (7.17). Let g € W' n' W% and B a ball of
radius r. We claim that

w19 (fiv.a0) "o 2 o) ([ 1vaat) :

b
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holds with a summable sequence g(j) that does not depend on e. Tak-
ing this for granted, the right-hand side is bounded by M (|Vg|?)(y)'/?
for every y € B and, given f € L?, the function

1 1/ 2 —3a (42 3a 2 —6a dt
gi=— [ 1+ PL)TELP U+ L)

verifies V,A,g = R7A,f and V,g = R7f. At the beginning of the
proof we have seen that RS maps L? into L. Therefore g € WP and
we obtain (7.17).

In order to prove (7.19), we perform two more reduction steps. Ex-
panding A, as in (7.8), we see that it suffices to establish (7.19) with A,
replaced by (1+72L)7P% k > 1. Moreover, thanks to the conservation
property in Corollary 5.4 we can replace g by g — (9) 5.

Concerning off-diagonal estimates of arbitrarily large order, we ob-
tain type L? — L for

rVa(1+r*L) % =V, (1 + L)~ (1 + r2L) Pk

by composition: Indeed, for the gradient family we have LP° — L0
by interpolation of the L*result with Li-boundedness for some ¢ €
(po,q+(L)), and 5 was chosen such that already the (8 — 1)-th pow-
ers of resolvents have type L? —LP. As usual, we split ¢ — gg =

Z;; (9 — 9B)1¢,;(B) and obtain

1 00
P0 n .
(]é IVa(1+7r2L) (g — 93)|p°) Sroite E 2779 = gBllL2c,(m)):

j=1

where v > 0 is at our disposal. Poincaré’s inequality [50, Prop. 7.45]
provides the bound

lg — gBHL?(cj(B)) <|lg - gBHL2(2j+1B) S 2jnr‘|vwg|’L2(21+1B)~
We conclude that
1/2
vt

1/po o0

(frvasrn i -gr) s L2 (
B = 2/+1B

We take v > 37/2 to grant summability of g(j) = 2/6™/277) and the

proof of (7.19) is complete.

7.3. Necessary condition for 1 < p < 2. We suppose that the Riesz
transform is LP-bounded for some p € (1,2) and prove that p > p_(L).
In dimension n < 2 we have p_(L) < 1, see Proposition 6.7. Hence, we
can restrict ourselves to dimensions n > 3.

We set py = p, define iteratively p, = p;_, and stop at the first
exponent kt > 0 with pp+ € (2,,2]. We shall prove by backward
induction that (pg,2] € J(L) for all k. Hence, we eventually find
(p,2] € J(L), that is to say, p > p_(L).
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We have (pg+,2] C (2,,2] € J(L) by Proposition 6.7. For the in-
ductive step we assume (pg,2] € J(L) and pick any ¢ € (pg_1, 2.
Then ¢* is an interior point of J (L) and hence (tLY2(1 + t2L)™");s0
is L7 -bounded by Lemma 4.16. For f € LYNR(L'/?) we can therefore
estimate

I+ E2L) " fllg S LT Fllge
SHVLLT 2,
St

where the final step uses ¢ € (p,2] C Z(L). We need to make sure that
this estimates applies to sufficiently many functions f. We stress that
Lemma 7.2 is useless in this regard since ¢ € J (L) is precisely what
we are trying to prove.

Lemma 7.7. In any dimension n, it follows that if ¢ € Z(L) satisfies
q < 2., then HY'NL* C R(aL'/?).

Momentarily, let us take the lemma for granted. If ¢ > 1, then multi-
plication by a is an automorphism of LN L?. Hence, we have LN L* C
R(L'?) and the previous bound implies L? — L% -boundedness of the
resolvents. As usual, we can interpolate with the L? off-diagonal es-
timates and then use Lemma 4.7 to obtain (¢,2] € J(L). Since
q € (pg—1, 2] was arbitrary, (px_1,2] € J(L) follows.

This completes the proof modulo the following:

Proof of Lemma 7.7. For clarity we denote by T}, the extension of the
bijection L'/? : W'? — R(L'?) to an isomorphism W? — L? so that
Ry =V.T; "

Let f € HYNL?. Interpolation yields f € H*NL? and 2, € Z(L).
Hence, V,T; 'a~'f € H*. Modulo constants we obtain 7} 'a~!f € L?
by the Hardy-Sobolev embedding and consequently T} ‘a1 f € wh2,
By definition of T}, this means that o' f € R(L/?). d

7.4. Necessary condition for p > 2. We let p € (2,r,(L)) and
prove that p < ¢ (L). In fact, it suffices to prove [2,p) C J(L):
For g € (2,p) we then obtain L?-boundedness of

V(1 + L)~ = (Vo L) (L) (1 + L))

by composition, applying Lemma 4.16 to the second factor.

The argument for [2,p) C J(L) is similar to the previous section.
We set po := p, define iteratively py = (pg_1). and stop at the first
exponent k= > 0 with py- € [2,2%). Then [2,px—) € J(L) by Propo-
sition 6.7. Now, assume [2,p;) C J(L) and pick any ¢ € [2*, pr_1).
Since ¢, is an interior point of J (L), the family (tL'/2(1 + t2L) )0
is L%-bounded by Lemma 4.16. Moreover, ¢, € [2,px) C Z(L), so for
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all f € L NL?, we get
1L+ L) fllg S IVa(L+ L) f
SN+
St s

which shows that ((1 + t2L)™!);s0 is L — L%bounded. Interpolation
with the L? off-diagonal estimates and then Lemma 4.7 yield [2,q) C
J(L). Since q € [2*,pr—1) was arbitrary, [2,pr—1) € J(L) follows.
By backward induction we eventually arrive at the desired conclusion

2,p) € T(L).

qx

qx

8. OPERATOR-ADAPTED SPACES

Operator-adapted Hardy—Sobolev spaces are our main tool in this mono-
graph and will be essential for understanding most of the following sec-
tions. They have been developed in various references starting with
semigroup generators in [17,40,57, 58] up to the recent monographs
focusing on bisectorial operators [3,22]. Still we need some unrevealed
features and we take this opportunity to correct some inexact argu-
ments from the literature.

For general properties of adapted Hardy spaces we closely follow
[3, Sec. 3|, where the authors develop an abstract framework of two-
parameter operator families that provides a unified approach to secto-
rial and bisectorial operators. The application to bisectorial operators
with first-order scaling has been detailed in [3, Sec. 4] and we review
their results in Section 8.1. Section 8.2 provides all necessary details in
order to apply the framework to sectorial operators with second-order
scaling and we summarize the results that are relevant to us. This will
justify using parts of [3]| for sectorial operators in the further course.

The abstract framework allows us to treat operator-adapted Besov
spaces simultaneously without any additional effort. These spaces will
only be needed in the final Section 19 and the reader might ignore them
till then.

8.1. Bisectorial operators with first-order scaling. To set the
stage, we assume that

e T is a bisectorial operator in L? = L*(R™; V) of some

anglew € [0, ), where V' is a finite-dimensional Hilbert
(8.1) space, -
e T has a bounded H*-calculus on R(7T'),

o ((1+itT) V)er\ (o) satisfies L off-diagonal estimates

of arbitrarily large order.

These are called Standard Assumptions in |3, Ch. 4]. In fact, [3]| re-
quires for all v € (0,7/2 — w) that the family ((1+i27)7!),cs, satisfies



74 PASCAL AUSCHER AND MORITZ EGERT

L? off-diagonal estimates of arbitrarily large order but this follows al-
ready from the first and third assumption in (8.1) by interpolation, see
Lemma 4.13. The reader may recall from Sections 3.5 and 4 that 7™
satisfies the standard assumptions as well.

In the following we suppress the reference to bisectors from notation
of classes of holomorphic functions since we allow any bisector of angle
larger than w. We mimic the extension to the upper half-space by con-
volutions in the definition of the classical Hardy spaces by associating
with each 1) € H* on a bisector the extension operator

(8.2) Qur : R(T) = L(0,00:L7),  (Qyrf)(t) = ©(tT)f.

If in addition ¢ € ¥, then Q, 1 is defined on all of L? and by Mcln-
tosh’s theorem it maps L? boundedly into L*(0, oo, ‘%f,LQ) = T%2 =
7%?%. Hence, we can look at the bounded dual operator

Cyr = (Quer)* : L0, 00, t,LQ)—>L2

where 1*(z) = 1(Z), which is given by the weakly convergent integral
dt
(8.3) CyrF = / w(T)F(D) S

Of course, the integral converges strongly in L? if F' has compact sup-
port in (0,00). We call C, 1 a contraction operator. It is denoted
by Sy, in [3] and we change notation in order to distinguish it from
conical square functions.

Definition 8.1. Let ¢ € H*, s € R and p € (0,00). The sets
HY = {f € R{T) : Qurf € TV NTOZ},
’T ={f €R(D): Qurf € 7N L,
equipped with what will be shown to be quasinorms
[z, = 1Qurfllver, N fllsyr, = 1Qurfllzer,

are called pre-Hardy—-Sobolev and pre-Besov space space of smoothness
s and integrability p adapted to T, respectively. The function % is
called auxiliary function.

In order to treat pre-Hardy—Sobolev and pre-Besov spaces simulta-
neously, we introduce the concise notation

X5h = {f €R(T) : Qurf € YPNY"?},

where the pair (Y, X) is either (T,H) or (Z,B). These pairs are called
(X,X) in [3] but it will be convenient to keep the symbol X for a
different purpose. For ¢ € UT the condition Q1 f € Y%? is redundant
and if in addition v is non-degenerate, then by McIntosh’s theorem we
have up to equivalent norms

(8.4) X% = R(D).
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For general values of s and p and auxiliary functions ¢ € H* = ¥
we still have that XZ}’?T is quasinormed |3, Prop. 4.3] and, up to equiva-
lent quasinorms, independent of the auxiliary function in the following
classes.

Proposition 8.2 ([3, Prop. 4.4]). Let s € R and p € (0,00). Up to
equivalent norms, XffT does not depend on the choice of ¥ € H™ as
long as it 1s non-degenerate and of class U7 with the following technical
conditions on the decay parameters:

o 7> —s+[nf2—n/pl and o > s if p < 2,

o 7> —s and o > s+ |2 — /| and moreover ¢» € Vi if p > 2.

This allows us to drop the dependence on .

Definition 8.3. Let s € R and p € (0,00). Denote by X7” the quasi-
normed space X%, for any ¢ € W7 as in Proposition 8.2. When s = 0,
simply write Xb, = X,

Usually, we take ¢ with sufficiently large decay to describe these
spaces.

Proposition 8.4 ([3, Prop. 4.7]). Let s € R and p € (0,00) and
suppose that 1 € T N WL is non-degenerate, where

o7 >sando >—s+|"2—nfp| if p <2,

o7 >s+|2—n/p| and o > —s if p > 2.
Then X5 = Cpr(Y** NY*?) and

f — inf {HFHY“’ - Fe Ys’me0’2 & CQZJ’TF = f}
18 an equivalent quasinorm.

The spaces X7 are not complete in general unless p = 2. This is
why we use the subscript ‘pre’ and remove it when taking completions.
As usual, a completion of a quasinormed space () is a linear isometric
map ¢ : Q) — Q, where Q is a complete quasinormed space and ¢(Q) is
dense in Q. For Q = X7P, there are compatible completions of these
spaces within the same ambient space L7 (R™): the construction in
[3, Prop. 4.20], called canonical completion, is to take

| = Q"va Wlth 'QD & \Ifg & Q — W g Ys,p )

Definition 8.5. Let ¢y € UZ be non-degenerate. For s € R and p €
(0,00) denote by ¥X7” the canonical completion of the quasinormed
space X7

By the Calderon reproducing formula (here for bisectorial operators,
see [22, Prop. 4.2]) the function v has a non-degenerate sibling ¢ € U
such that C, 7Qy r =1 on R(T"). This allows us to summarize the full
construction of operator adapted Hardy spaces in one commutative
diagram, see Figure 5.
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VX e YO T X UK

] TR ]

Qur(X7’) ——— Y**NnY*? < X o Qyr(X37)

v

FIGURE 5. Canonical completion: ¢,1 € U are sib-
lings and P is the unique bounded linear map for which
the diagram commutes. It follows that P is a projection
from Y*" onto ¢X*P. By the universal approximation
technique for Y-spaces, projections for different choices
of admissible spaces are compatible. The bottom part of
the diagram also identifies ¢¥X*? N Qur(X)?) =
Qur(X3P).

The canonical completions inherit many properties of tent and Z-
spaces via Figure 5. Two important examples are the following approx-
imation results that have been tacitly used in [3]. By a slight abuse of
notation we allow X € {B,H} to be different in the assumption and
the conclusion.

Lemma 8.6. Let ¢ € U be non-degenerate. If F' € X2 for some
50 € R, py € (0,00), then there exists (Fy); C X0 with F; — F in
every space of type YX7F that F belongs to.

Proof. This is an immediate consequence of Figure 5. Indeed, since
11 5xBoHE € Y®? is a universal approximation of F' with respect
to tent and Z-spaces, see Sections 2.2 and 2.3, we can take Fj =
PG 5)xB0n)F): O

Lemma 8.7. Let sp € R and py € (0,00). Given f € X", there is
a sequence (f;); i ez R(T®) with f; — f in every space of type X3F
that f belongs to. In particular, convergence holds in X%Q C L%

Proof. Again by Figure 5 we have f = C,rF with F' := Qurf and

therefore f; = C, (11 xB(0,j)F) have the required universal ap-
proximation property. Thanks to ¢ € ¥ we also obtain that

fi=T" / il(tT)_kgo(tT)(lB(OJ)F(t)) t_‘il €R(T") (kez). O

One necessity for the canonical completions is the following interpo-
lation result.
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Proposition 8.8 (|3, Thm. 4.28]). Let ¢ € U be non-degenerate.
Let 0 < po,p1 < 00, So,81 € R, 6 € (0,1) and set p == [po,p1s,
s:=(1—=0)sg+ 0s1. Up to equivalent quasinorms it follows that

(B, S = yHS?
and if sg # s1,
(X, U35 Yo, = VB

When p € (1,00), the spaces ¥X%. and QOX};:* are in natural duality
with each other as described in |3, Prop. 4.23| provided that ¢, ¢ € U
are siblings. Since by definition the pre-Hardy—Sobolev and pre-Besov
spaces are dense in their completions, we can equivalently state this
result as follows.

Proposition 8.9. Let p € (1,00). Then, whenever f € R(T),
(. 9)]
A P 1 Iz
gext, g X2,

where (-, -) is the inner product on L? and the right-hand side is inter-
preted as oo if f ¢ XE.

The ‘raison d’étre’ of these spaces is that the H>-calculus of T ex-
tends to them in the best possible way.

Proposition 8.10 (|3, Thm. 4.14].). Let s € R, p € (0,00) and v €
(w,m/2). Then for all n € H*(S,),

In(T) fllseze S nllsoll Iz (f € X37).
Moreover, if p € W' (S,) and ¢ € ¥1(S,), then
1e(T) fllszrre S M f sz (f € D(o(T)) NX3P)

and
() Fllgs 10 < IFllge (F € DE(T)) NX3P)

where the implicit constants also depend on ¢ and 1.

The second part indicates that the spaces for different smoothness
parameters are related through a lifting property. Indeed, recall that
(#/12))(T) and its inverse are bounded operators on R(T') since T has
a bounded H*-calculus and that therefore T and [T share the same
domain and range. Thus, using (¢, %) = (Y/v, 1) with either ¢(z) = z
or ¢(z) = [z] in the proposition above, we obtain

Corollary 8.11. The operators T and (T?)Y? are bijections X5 N
D(T) — X3P NR(T) that satisfy

ITf

gor = || fllgsnn = | [T1f

S,P .
XT
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From the H*™-calculus we immediately obtain that (e7!1),5¢ is a
bounded semigroup on X7”. In fact, we also have strong continuity
and stability.

Proposition 8.12 (|3, Prop. 4.33]). Let s € R and p € (0,00). For all
[ € X3P the following limits hold in X7

lime ™ f=f and lime M =0.
t—0 t—o0

8.2. Sectorial operators with second-order scaling. In this case
our standard assumptions are that

e T is a sectorial operator on L? = L*(R™; V) of some
angle w € [0, 7), where V' is a finite-dimensional Hilbert
(8.5) space, L
e T has a bounded H*-calculus on R(7),
o ((1 4 t*T)7") s satisfies L? off-diagonal estimates of
arbitrarily large order,
and we allow holomorphic functions on any sector of angle larger than
w in the following considerations.
We define the extension for ¢ € H> with second-order scaling

Qu.r: R(T) = L%(0,00;L%),  (Qurf)(t) = v (t°T) f

and if in addition ¥, then Q7 is again defined on all of L%, maps
into L2(0, oo, %; L?) and we have the dual operator

x i
Cori= @ur)'s CorF = [ w(ETIFO T,
0

where the integral converges weakly in L%

Most of the theory in [3, Sec. 3 & 4] has been written for abstract
continuous two-parameter families (S; ;)¢ >0 on L? and hence applies
in extenso to families

(8.6) (W(ET)n(T)p(7°T))
with a sectorial operator as above, instead of
(8.7) (@T)n(T)e(rT))

with a bisectorial operator. Here, ¢ € VIl ¢ € W2, n € U3 are
auxiliary functions with o;, 7; € R. The only difference with the results
of bisectorial operators lies in how large these parameters have to be
in order to arrive at the desired conclusion.

The three fundamental mapping properties for families of type (8.7)
in [3] - Lemma 3.17, Lemma 3.18 and Theorem 3.19 — remain to hold
for families of type (8.6) and then the same conclusion holds already
if one replaces o;, 7; by 9i/2,7i/2 in the assumptions. Indeed, following
the self-contained proofs in [3|, one readily sees that the assumptions
on the auxiliary functions are exclusively determined by [3, Thm. 3.8],
which in turn provides the order of L? off-diagonal decay that one can
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get for families of the form (n(t)Y(tT"))iso0 if (n(t))i>o is a continuous
bounded family of functions in H*® and ¢ € W”. Precisely, |3, Thm. 3.§]
allows any order up to v = o. On the other hand, in Lemma 4.16 we
have proved the same conclusion for (7(t)1(t*T))so under the mere
assumption 1) € \Ilzg
From this discussion we conclude that qualitatively the results of
Section 8.1 that build on [3] remain valid for sectorial operators with
second-order scaling but there are the following quantitative changes.
The technical conditions of Proposition 8.2 become
o 7> —s/2+ /s —n/2p)| and o > s/2if p < 2
e 7 > —s/2and o > $/2+ |"/a — "/(2p)| and moreover ¢ € VT if
p =2,
with the same type of modification in Proposition 8.4. In Proposi-
tion 8.10 the assumption on the angle is again best possible, that is v €

(w,m) and n € H*(S}), and the second part holds for ¢ € \Ili/f/z(Sj)
and ¢ € \111_/12/ 2(Sj). As a consequence, the lifting property of Corol-

lary 8.11 uses VT.

Performing only the purely symbolic replacement of v/z2 by Vz at
all occasions in the statement and proof of Proposition 8.12, we imme-
diately obtain the following version for sectorial operators.

Proposition 8.13. Let s € R and p € (0,00). For all f € X3 the
following limits hold in X3F:

lime ™ ™Tf=f and lime ™VTf=0.

t—0 t—o0
8.3. Molecular decomposition for adapted Hardy spaces. Molec-
ular decompositions for HY. with p € (0, 1] have been pioneered in [40,
57,58] for divergence form operators 7' = — div, dV,. For (bi)sectorial
operators satisfying our standard assumptions, the same kind of de-
composition has been used in many references including [3, 22| but a
proof seems to be missing in the literature. We take the opportunity to
close this gap. The construction closely follows [58] but heat semigroup
bounds have to be replaced with more technical resolvent bounds.

Throughout this section 7" is again a (bi)sectorial operator that sat-

isfies the standard assumptions of Section 8.1 or Section 8.2 and we
define HY, by the abstract theory for first or second-order scaling, re-
spectively.

Definition 8.14. Let p € (0,1], ¢ > 0 and M € N. A function
m € L? is called (HE., e, M)-molecule if there exists a cube Q C R™
and a function b € D(T™) that satisfies T™b = m and the following
estimates for j =1,2,...and k =0,1,..., M:

(i) If T is bisectorial with first-order scaling

1@ mllizcy @ < (270(@)> 727,
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(ii) If T is sectorial with second-order scaling
1(@)*T) *mllzc @y < (PU(@))2 7277,
Remark 8.15. Summing up the bounds in j gives the global L%-bound
1(((@Q)°T)*m|y < cl(Q)™* ™7 where o € {1,2} is the order of

scaling and ¢ = (2° — 1)7!'. If ¢ > n/2, then we can use Holder’s
inequality before summing and obtain [|(£(Q)°T)*m/|; < cf(Q)" /7.

Definition 8.16. Let p € (0,1], ¢ > 0 and M € N. A molecular
(HY., e, M )-representation of f € R(T) is a series ) .-, A\;m; that con-
verges towards f unconditionally in L? such that (\;) € 7 and each m;
is a (HY., e, M)-molecule. The molecular Hardy space

HE olens = {f € R(T) : f has a molecular (HY., €, M)—representation}

is equipped with the quasi norm

1 ez

T,mol,e, M

= 1nf || (A)||ee,
where the infimum is taken over all admissible representations.
With these definitions at hand, we establish the following

Theorem 8.17. Let p € (0,1], € > 0 and M € N with M > n/p — n/2
if T is bisectorial with first-order scaling or M > n/(2p) — n/a if T is
sectorial with second-order scaling. Then

14 _ 14
HT,mol,s,M - HT

with equivalent quasinorms and the equivalence constants depend on T
only through the bounds that are quantified in the standard assumptions.

As in many earlier references, the proof relies on the atomic decom-
position for tent spaces that we recall beforehand.

Definition 8.18. Let p € (0,1]. A T?-atom associated with a cube
) € R" is a measurable function A : Rf” — V' with support in
@ x (0,4(Q)) such that

([ [acr dsjy)é < Q)

Proposition 8.19 ([35, Prop. 5|). Let p € (0,1]. There is a constant
C such that every F' € TP can be written as f = >~ N A; with un-

conditional convergence in Ly, (RY™), where each A; is a TP-atom and
Al < ClEre-

V|3

n
P,

Remark 8.20. The unconditional convergence is not stated explicitly
but is immediate from the construction, see [35, (4.5)]. Indeed, we have
NA; = F1p,, where (A;); is a collection of pairwise disjoint subsets of
R}f". This also implies that for f € T? N'T? the atomic decomposition
converges in T? = L*(R}", 44z),
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The proof of Theorem 8.17 relies on two lemmata.

Lemma 8.21. Let p € (0,1] and ¢ > 0. Let M € N and ¢ € ¥ as
follows:
o M > nfpy— /e and (2) = 2*M(1 + i2)~*™M if T is bisectorial
with first-order scaling,
o M > n/ep) — /s and ¥(z) = 22 (1 + 2)~*™ 4f T is sectorial
with second-order scaling.

Then there exists a constant C' depending on these parameters and the
bounds that are quantified in the standard assumptions such that

1Qy zmf|rr < C
holds for every (HE., e, M)-molecule m.

Proof. We give the proof for bisectorial T" with first-order scaling. Up to
consistently changing the scaling, the argument for sectorial operators
is identical. Since

Y(z) = ()M (1 +i2) 7" = (L+iz) 7)™

we obtain by composition that (1)(t1"));so satisfies L? off-diagonal esti-
mates of arbitrarily large order.

Let m be an (HY., e, M)-molecule associated with a cube @ of side-
length ¢. We need a uniform LP-bound for the square function

dtdy\ 2
Spamia ( I wenmr y)
jo— y|<t g

Since H2 = R(T), we have that ||Syrf|2 < ||If[|2 for all f € R(T). In
particular, we obtain from Holder’s inequality and the molecular decay
the local bound

Sy rmllLrasg) < [16€]» ™2 [|Syrm|lr2q6g) < C.

It remains to prove that there is a > 0 depending only on ¢, M, p such
that for all j > 4 we have a uniform bound

(8.8) 1Sy 20 < C277%(276)2 7w
Indeed, this implies || Sy rm||ur(c; (@) < C277/* as before and the global
LP-bound for Sy rm follows by summing up the p-th powers of these
estimates.

In order to establish (8.8), we split the integral in ¢ at height 2001 ¢,
where 6 € (0,1) will be fixed later:

dtdy - \'?
ISsrmlicion=( [ [ wermmP )
G5 (Q) Sz —y|<t
90Gi—1)g 1/2
dydt
([ wermopr®)
0 D;(Q)
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+ (/200 T m(y)|? @)1/2

0(i—1)¢ JR
=1+ 11,

where D;(Q) = 2772Q \ 227'Q and we have used Tonelli’s theorem
to bound the integrals in x. By the molecular properties, we can
write m = TMb. Since ¢ € WM we have a uniform L*-bound for
(tT)M4(tT), which together with Remark 8.15 leads us to

< dydt \"?
w= ([ [ e gy )
200-1¢ JRn

< 27077l
< 027 OMTE L) (202

and we can achieve a = M + n/2 — n/p > 0 by taking 6 sufficiently
close to 1. This completes the treatment of II.

As for I, we decompose further I = I; 4+ I,, where I corresponds
to replacing m with my defined as

mq = 12j+3Q\2j—2Qm, mo '=— 1c(2j+3Q\2j—2)m.
The L*-bound for Sy and the molecular estimates yield
+2

Iy Sl < Z Imllezc )y < C2775(274)2 7w,
ke=j—2

Since the support of my is at distance at least 2772¢ from D;(Q), we
can infer from the off-diagonal decay for ¢ (¢T") that

20Gi-1)g o, 1/2
272N~ dt
I, < ||m||2(/ (1+275) —)
; t ;

‘ 2000 4a\ 1/2
Stz ([ )
0

n n

< C(ng)%*%Q*j((1*9)7+§*;)7

where we have used again Remark 8.15 in the final step and ~ is still
at our disposal. We have already fixed 6 € (0, 1) and it suffices to take
v large enough so that a == (1 — 0)y + /2 — n/p > 0. This completes
the treatment of I and hence we have established our goal (8.8). [

Lemma 8.22. Let p € (0,1]. Let ¢ > 0 and M € N. Let ¢(z) =
22M(1 +i2)™M 4f T is bisectorial with first-order scaling and (z) =
22M (1 + 2)™™M s T s sectorial with second-order scaling. There ex-
ists a constant ¢ depending on these parameters and the bounds that
are quantified in the standard assumptions, such that ¢ *CyrA is an
(HY., e, M)-molecule, whenever A is a T?-atom.
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Proof. Again we only do the proof in the bisectorial case and the sec-
torial case follows line by line up to the usual modifications.
Let A be a TP-atom associated with a cube @) of sidelength ¢ and set

¢
m = CyrA= / #tT)*M (1 +itT)~ 4MA()it
0

where we have used the support property of A. The integral converges
weakly in L? but as M > 1, the integral
" M aM dt
b / TV ) A
0
converges strongly and we have TMb = m. We establish the molecular
bounds for m up to a generic renorming factor c.
In preparation of the argument, let ¢ € L?. For k = 0,..., M we
bound the L? inner product
dt

(7)™ m, g)] < E"“/O [T MR+ 2T) A, 9)] —

dt

l
=t [ A e

dt
< ([0 D) ([ 1eerolig E)
<5 ([ hetraliag )

where o € UL is given by ¢(z) == 22X 7*(1 —iz)~*™ and we have used

the support and the molecular bound of A. Taking the supremum over
all g with support in 4@ normalized to ||g|l2 = 1 and controlling the
square function via McIntosh’s theorem, we obtain

||(€T)_km||L2(4Q) <cl?r,

which is the required molecular bound for j = 1. The family (¢ (t7T"))¢~0o
satisfies L? off-diagonal estimates of arbitrarily large order by compo-
sition since we can expand

o(2) = MR — (1 —12) )Mk (1 —qz) 72k,

For j > 2 we take the supremum over all normalized ¢ in L? with
support in L*(C;(Q)) and obtain

) i1 - 1/2
) "o 20—1pN —2v d¢
I€T) " mlleac @ S 0 (/( t ) t)
0

<l

with v > 0 at our disposal. We take v > n/p — /2 + ¢ to obtain the
required molecular decay. Il
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Putting it all together, we give the

Proof of Theorem 8.17. Let f € H, . and let f = 377 A\im; be
an L? convergent molecular representation. We define H}. via the ad-
missible auxiliary function ¢ from Lemma 8.21. Let o € {1,2} be the
scaling order. We have

(8.9)
dtdy\"/*
1Qyrf e = /R ) ( // 7y|<t|@/)(t9T) F))? tfj) da

< [ (S ], wemmor )

o
< INPIQuarmillfe
=0

< Cpi Al
=0

where the first step uses L?-convergence, the second step is due to p < 1
and monotone convergence and the third step is by Lemma 8.21. Tak-
ing the infimum over all representations yields || f|[gz. < C| f|lry e ar-

Conversely, let f € HY and let ¢ be the auxiliary function from
Lemma 8.22. According to Proposition 8.4, we can write f = CypF
with F € T?N'T? and ||F||» < 2| f{lez.. According to Proposition 8.19
and the subsequent remark, we can write F' = > ° A\ A;, where the
sum converges unconditionally in T2, each A; is a TP-atom and we
have |[(A)illee < C||F||1». Since Cypr : T? — L? is bounded, we get an
unconditionally L?-convergent representation

f= Cw,TF = Z )\i(cw,TAi = Z(C)\i)mia
i=0 i=0

where c is the constant from Lemma 8.22 and the m; = cilC@b,TAi are
(H, e, M)-molecules. This proves || f gy, .0 . < 20¢| fluz.- O

8.4. Connection with the non-tangential maximal function.
We recall the non-tangential maximal function

N 1/2
N.F(z) = sup ( # |F<s,y>|2dsdy) ,
0 \ LW (ta)

where W(t,x) = (¢/2,2t) x B(x,t). At this level of generality we do
not know whether HY. could be characterized via N, as in [40, 58] but,
using the molecular decompositions, we can give upper bounds for the
non-tangential maximal function of resolvent families and Poisson-type
semigroups acting on HY. if p < 1. Such result can be extended to p < 2



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 85

by interpolation provided the result for p = 2 holds, which might be a
concern in itself.

We begin with a simple comparison of the non-tangential maximal
function and the uncentered Hardy—Littlewood maximal operator M
in R"™.

Lemma 8.23. Let ) : (0,00) — L(L?) be a strongly measurable family
that satisfies L? off-diagonal estimates of order v > n/2. Then there
1s a constant C' depending on dimensions and the off-diagonal bounds,
such that

]§[ ()£ ()2 dsdy < C M(If1?)(x)
W (t,z)

for all f € L? and all (t,z) € RI™.

Proof. Set B := B(x,t) and split f = 2 f;, where f; == 1o, f.
For t/2 < s < 2t we have by assumption

2 — 1)t -
/BW(S)fj(y)IQdy s (1+ %) N

<o / P
27 +1 B
< 29T M(112) (@),

The claim follows by summing in j and averaging in s. U

We also recall Kolmogorov’s lemma for bounding the maximal oper-
ator on LY for § < 1, see for instance [39, Lem. 5.16].

Lemma 8.24 (Kolmogorov). Let 6 € (0,1) and E CR" a set of finite
measure. There is a constant C = C(6,n) such that

/E M F(w) dy < CIEPIf10 (f € LY.

With these tools at hand, we establish a first non-tangential maximal
bound on HY..

Proposition 8.25. Let p € (0,1] and e > 0. Let M € N and ¢ € H*®
as follows:
o M >n/p—n/2 and (2) = (1 +iz) "M if T is bisectorial with
first-order scaling,
o M > n/i2p) — /4 and (z) = (1 + 2)7*M if T is sectorial with
second-order scaling.
Then there exists a constant C depending on these parameters and the
bounds that are quantified in the standard assumptions such that

INAQurf)llp < Cllfllem  (f € HE).
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Proof. Let f € Hy and f =2  \im; be an L*-convergent molecular
representation as in Theorem 8.17. Then Qurf = Zfio AiQy rm; in
L>°(0, 00; L?) and by sublinearity of the maximal function we find

> ININL(Qy )

=0

P o0

<D INPINQpzmi) .

p =0

INL(Qyrf)E <

Consequently, it suffices to treat the case that f = m is an (H%., e, M)-
molecule (associated with a cube @ of sidelength ¢) and derive a uni-
form bound. We only write out the argument in the bisectorial case.
As usual, the proof is identical in the sectorial case upon changing the
scaling.

Step 1: Local bound for N,. By composition, the family (¢(t7T))¢0
satisfies L2 off-diagonal estimates of arbitrarily large order. Therefore,
Lemma 8.23 yields N,(Qurm) < C(M(m|?))/? a.e. on R™ and by
means of Kolmogorov’s lemma and Remark 8.15 we get

IN(Qprm)[Lr160) S /16Q [ M(ImI*)()]* dy < [16Q|'%||m]l5 < C?.

Step 2: Decomposition of N, on annuli. It remains to show that there
is @ > 0 depending only on £, M, p such that for all j > 4 we have a
uniform bound

(8.10) ||N*(@¢,Tm)||ip(cj(cg)) < 2770

The claim then follows by summing up in j. To this end, we fix j > 4
and split

N,(Qyrm) < N°(Qyrm) + NP (Qyrm),

where the local and global parts correspond to restricting the size of
Whitney boxes in the definition of N, to ¢t < ¢ and ¢t > ¢, respectively.

Step 3: Bound for N¢ on Ci(Q). Let 0 < t < { and z € C;(Q).
Splitting m = >, m;, where m; = 1¢,(oym, we get

1/2
(]5[ (1 4 1isT) "M m|? dsdy)
W (t,x)

< 3 (1 WD GQON T o S Mm@,

li—j|>2 li—jl<1

where we have used L? off-diagonal decay of the resolvents whenever
|i — j| > 2 and Lemma 8.23 whenever |i — j| < 1. The order v > 0 is
at our disposal. For any set £ C R™ we have

d(B(z,t),E) _ 1 d(z,E)

14 2R 2 AR
+ t “5 " T g
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as follows by distinguishing whether or not ¢t > d(@.E)/2. Specializing to
E = Cy(Q) with |i — j| > 2, we get

d(B(x,1).Ci(Q) _ 1 _d(z,Ci(Q)) o 2
t

1+ >4

2 4t ~o4t
We also have

|2 < [209+1Q|3 (][ |mi|2dy) < (2M0)F M(jmy|?) ()3,
2(Vi)+1Q

Applying these bounds on the right-hand side of our estimate leads us

to
1/2
< ]5[ (1 +isT)~2Mm|? dsdy>
W (t,z)

S D @O0 M(mif) ()2

i<j—2
+ ) M(|mif*) ()
li—j|<1

+ 3 @0F 0 M(|mif?) ()

i>542

(8.11)

From now on we require 7 > 7/2. On the right-hand side ¢ appears with
positive exponent and hence the supremum over 0 < ¢t < /¢ is attained
for t = . We conclude that

NP (Qyrm) (@ Zzﬂz ) M(|mi?) ()

(8.12) £ 3 M) ()
li—j|<1
+ 3 26T M(Ima) ().
i>5+2

Kolmogorov’s lemma and the molecular bounds for m imply

/ | M(|m[*) ()2 dz < C|CHQ)I* |15
C;(Q)

n n

< 09I Bwgils—3-2,
so that integrating the p-th power of (8.12) in x € C}(Q) yields

1N Quirm) ey S 32 202
1<j—2
£ Y PGB
li—j|<1

+ Y G it

i>j—2
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~ 2i(5=e=p 4 9=jep 4 9I(F—P,
This establishes (8.10) for Nioc provided that eventually we take v > 7/p
(which implies v > n/2).

Step 4: Bound for Nfl‘)b on C;(Q). We write m = T™b as in Defini-

tion 8.14. We have
(1+itT)~*M (i)™ ™M™ (1 +itT) M

(i) M1 +itT)™ — (1 +itT)"*)Mb

= (it) M (tT)b,

where (p(tT));s0 satisfies L? off-diagonal estimates of arbitrarily large
order. Hence, we can repeat the first part of Step 3 with ¢, b replacing
¥, m and due to the additional factor (it)=* our substitute for (8.11)

becomes
1/2
(]§[ |(1+isT)_2Mm\2d3dy)
W (t,z)

S D @0FT Y M) (@)

i<j—2
+ 3 M) ()2
li—j]<1
+ 3 @05 M M(|b?) ()
12542

with v > 0 at our disposal and b; := 1¢,yb. We require v < /2 + M.
Then t appears with negative exponent on the right-hand side and
passing to the supremum for all t > 7, we get

NEP(Qurm)(z) S 3 276G M| M) (2)?
i<j—2
+ 3 M) ()
[i—jl<1
+ Z 215 M (|6 Mb,?) (2)2.
1>7+2

Now, (~Mb = (¢T)~Mm satisfies the same L?-bounds on annuli as m
and we can repeat the arguments in Step 3 from (8.12) onward in order
to conclude (8.10) for N*gbb provided that at the end of the proof we
take again v > n/p. This requirement is compatible with v < n/2 + M
since we have M > n/p — n/2 by assumption. O

In the context of boundary value problems it will be important to
have a statement as above with a Poisson-like semigroup replacing the
resolvents. To this end we need the following fact.
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Lemma 8.26. Let p € (0,00). There is a constant C' = C(n,p) such
that

INE)lp < ClIF[lre (F € L (RE™)).
We add a proof for convenience.

Proof. Let (t,z) € RY™. Since (s,y) € W(¢t,z) implies |z —y| < t < 2s
and t > s/2, we have that

(f,, renran) se( [ weori)”

The right-hand side does not depend on t and its LP-quasinorm in x
is equivalent to ||F'||t» by a change of aperture. The claim follows by
taking the supremum in ¢ and integrating the p-th powers in x. U

Proposition 8.27. Let p € (0,1]. Let 1(z) = e V= if T is bisectorial
with first-order scaling and (z) = V% if T is sectorial with second-
order scaling. Then there exists a constant C' depending on p and the
bounds that are quantified in the standard assumptions, such that

INQurf)lly < Cllflly, (f € HE).

Moreover, the bound continues to hold for p € (1,2] by interpolation if
it holds for p = 2.

Proof. First, let p € (0, 1] and define an auxiliary function ¢ as follows:

e If T is bisectorial with first-order scaling, let M > n/p, — n/2

and ¢(z) = ¥(2) — (1 +i2)72M. Then ¢ € ¥ 5o that the
technical condition in Proposition 8.2 holds.

e If T is sectorial with second-order scaling, let M > 7/(2p) — 7/4
and ¢(2) = P(z) — (1 + 2)7*". Then ¢ € V})] and the
corresponding technical condition for sectorial operators (Sec-
tion 8.2) holds.

We find for all f € HY. that
INAQurHllp <IN Qe iy + 1N Qu—pir Nl

SNQerfllve + IN«(Qy—prf)ly
S S Mz

where the second step is due Lemma 8.26 and the third step uses the
definition of the Hf-norm and Proposition 8.25.

Suppose in addition that this bound holds for p = 2. Let ¢ € U
and recall the definition of HY. via the contraction mapping C, (Propo-

sition 8.4). The claim is then equivalent to F' — N,(QyurCysF) being
bounded T? N T? — L” for the respective p-norms. By assumption this
holds for p = 2 and from the first part of the proof it follows for p =1,
so the claim follows by complex interpolation for positive sublinear
operators [67]. O
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8.5. D-adapted spaces. The unperturbed Dirac operator D satisfies
the standard assumptions of Section 8.1. In order to fully understand
the associated Hardy—Sobolev and Besov spaces, we need the orthogo-
nal projection Pp : L? — R(D) C L?. From the specific form of D? in
(3.3) we see that

D*f=-A.f (f €D(D*)NR(D))

and hence that Pp = —A;'D? holds on the dense subspace D(D?) of
L2 Now, —A;'D? can also be viewed as a Fourier multiplier with
symbol

0 (|§*€®&) @ 1cm]’

where £ € R™ is the Fourier variable and we think of C"™" ~ (C™)" as
n-vectors of elements in C™ just as in the definition of vector-valued
gradient and divergence. This symbol is homogeneous of degree zero
and smooth outside of 0 and hence falls in the scope of the Mihlin multi-
plier theorem [94, Thm. 5.2.2]. Therefore —A_*D? extends boundedly
to X*P, where X € {B,H}, for all s € R and p € (0,00). The exten-
sion to L? is precisely Pp and we keep on denoting the extensions to
other spaces by the same symbol. From (8.13) we also obtain the block
structure

1 o0
(8.14) Pp =: {0 Pmlj .

(8.13)

Since R(D) coincides with the space H in the ellipticity condition (1.2),
we get that P.,, is the projection onto the curl-free L? vector fields.
By [3, Thm. 5.3] we have for s € R and p € (0, 00) that

X3P = Pp(X5P N L?)

with equivalence o_f p-quasinorms. In particular, PD(Xs’p ) equipped
with the norm of X*” is a completion of X7}” in Z’. Let now ¢ € H*
for the sectorial functional calculus and put ¢(2) := 1)(2?). Then (3.14)
with B =1 yields for all ¢t > 0 that
_ w<_t2A:c) 0
D) = [ 0 (—2V, div,)]

that is to say
Qy,-a 0
8.15 = e .
(8.15) Q.0 [ 0 Qy,—v, div,

On taking 1 with sufficient decay at 0 and oo, we conclude X7 =
X2, ©X0Y iy, - Along with (8.14) we can characterize the D-adapted
spaces as in Figure 6.
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A

ipAz ® Xipv;udiVx = Xp = X**NL? @ Pcurlz(X&me%-

FIGURE 6. Identification of Hardy—Sobolev and Besov
spaces up to equivalent quasinorms in the unperturbed
case B = 1.

As a matter of fact, Theorem 8.17 for D comprises a molecular de-
composition for H*? N L2 = H? NL? when p € (0, 1]. In order to illus-
trate how operator-adapted and standard theory interact for a specific
differential operator, we recover an atomic decomposition for H? from
the molecular decomposition of HY,.

Proposition 8.28. Let p € (1.,1). Every f € HY, can be written as
f= 2020252 Na] with convergence in L?, where each a] is an L*-
atom for H?. Moreover, || f|lue =~ inf ||(\)illw, where the infimum is
taken over all such representations.

Proof. Let C be such that ||am» < C for all L*-atoms a for HP. We get
for any L%-convergent atomic representation f = Y2 >>>° ) Xaj that

115 = 1 lfw < CPIN)isll-

Conversely, let f € HY,. Due to Theorem 8.17 we have f = >, \imy,
where each m; is an (H7,, 1, 1)-molecule and |[(A;)i|lee < || f|lae. For the
moment fix m;.

Let @; be the associated cube and write m; = Db; as in Defini-

tion 8.14. Let (x7)$2, be a smooth partition of unity on R™ such that

(816)  0<x] < lg@ucii@ Vel < c(n)(276(Q0)) 7,

where we set Co(Q;) = (). Then b; = Z;’il Xf b; unconditionally in L.

Since D is a first-order differential operator, each D(Xf b;) is supported
in 2711Q);, has mean value zero and satisfies

ID(xI0i)ll2 < lmilliz ey + 277elll(@Qi) " billvz ey @)

< c(2M(Qi)F 2,

where ¢ only depends on dimensions. This means that a? := ¢='27 D(xJb;)
is an HP-atom. Since D is closed, we obtain

m; = Db; = Z D(ngi) = ZCQ*jag:
j=1 j=1
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and
o0 o )
=YY e
i=0 j=1
is the desired atomic decomposition. O

The proof above showed more.

Corollary 8.29. Let p € (1,,1]. There is a constant C' that depends
on dimensions and p such that every (HY, 1,1)-molecule m satisfies
[m|lmr < C and hence also ||m|lg < C.

Note that Lemma 8.21 gives the same result provided that n/p <
14 n/2. We have used the specific structure of D to get the conclusion
without this restriction. ‘

We shall also need an atomic decomposition of H** N W'? as in [45],
but with W'2-convergence rather than convergence in H'**. While this
can certainly be inferred from inspection of the proof in [45], we prefer
to give a direct and more transparent argument that relies on the lifting
property from Corollary 8.11.

Definition 8.30. Let p € (1,,1]. An L*-atom for H' is a function a

n n

supported in a cube @ C R" such that ||V, a|2 < 4(Q)2 ».

Proposition 8.31. Let p € (1,,1]. Every f € HY? N W2 can be
written as f = Y7222 Maj with convergence in W2 where each

J

al is an L2-atom for H'?. Moreover, ||f|grs = inf ||(A)i;ller, where

the infimum is taken over all such representations.

Proof. If f is an L*atom for Hl’p, then V,f is an L*-atom for HP.
Hence, if f = Y203 Ma] is an H'” atomic decomposition as
above, then

V.f = i i NV ]
i=0 j=1

is an H? atomic decomposition and |||y = VeS|l S [|(O)ijller
follows. Conversely, let f € H*» N’ W2, Then [f,0]T € H;’ N D(D),
see Figure 6, and so D([f,0]") € HY, by Corollary 8.11. The atomic
decomposition obtained in the proof of Proposition 8.28 takes the form

0 © X s . _ . .
p[f] = |-e.] ST at = wpun
=0 j=

where each a/ is an L2-atom for H? and the X} are smooth functions
satisfying (8.16). The function (¢'27x7b;), has support in 2/*1Q; and
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satisfies —V,(¢7127x7b;), = (al),. Hence, it is an L2-atom for H'? and
the decomposition we are looking for is

f:iid\i?_] ~12937b,), . O

i=0 j=1

8.6. Spaces adapted to perturbed Dirac operators. Now, we ap-
ply the abstract theory with first-order scaling to the bisectorial oper-
ators BD and DB and relate the operator-adapted spaces to those
obtained for the sectorial operators L, M, L M with second-order scal-
ing. Thanks to the different orders of scahng, the meaning of s as a
smoothness parameter is the same for all adapted spaces.

In analogy with (8.15) we have that whenever ¢ is an admissible
auxiliary function on a sector for the definition of X7* and X737, then
©(2) == 9(2?) is admissible for X3}, and

_ | Qpr 0
8.17) oo = |55 ol |

This is again a consequence of (3 14). The same kind of relation holds

with DB on the left and L, M on the right and follows from (3.4).
Merely by definition we obtam
X3 =X e X437,

(8'18) Xff — XSJ? g stp

DB = ©f A
In this sense the theory for the perturbed Dirac operators encompasses
the theory of all four second-order operators. Figure 7 summarizes
their various relations.

As for the mapping between the second and third row in Figure 7,
we first cite the following regularity shift from [3, Prop. 5.6]: we have
that

(8.19) D : X355 PND(D) — X3 NR(D)

is bijective and bounded from below and above for the X-quasinorms.
In particular,

IDfllesg, = fllgssn (f € X570 D(D)).

This takes care of the left-hand side. The two ingredients for the proof
in [3| are the intertwining property from Lemma 3.7 and the following

Lemma 8.32 (Local coercivity inequality, [22, Lem. 5.14|). For any
u € L} . with Du € L}, and any ball B(z,t) C R™ it follows that

/ | Dul* < / | BDu? +t_2/ |u|?.
B(z,t) B(z,2t) B(z,2t)

Remark 8.33. In Lemma 8.32 we understand Du = [div, u, —V,u,]"
in the sense of distributions. In particular, we can take u € D(D).
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X3 NR(BD]) = X;PNR(LY?) @ X3PNR(WMY?)
[BD] L1/2)I\ M1/2)I\
X3p?NDMD) = XPPAD(LY?) & XN D(MY?)
,VI
D
~ divg
XppNR(D) = X" AR(div,) @ XZNR(V,)
B ‘/al ‘/d
XF,NR(BD) = XPPNR(a'div,) & XPNR(AV,)

F1GURE 7. Splittings and identifications of pre-Hardy—
Sobolev and pre-Besov spaces. Each arrow indicates a
bijection that is bounded from below and above for the
respective X-quasinorms. Domains and ranges are taken
for the corresponding operators on L? with maximal do-
main. FEach appearing space is the intersection of an
adapted space X7” with one of its dense subsets, where
density is with respect to the norm || - [[xsr + [| - [|2, see
Lemma 8.7.

On recalling D(D) = D(BD) = D([BD]) from Section 3.6 and
R(D) = R(DB) from (3.8), we can split the regularity shift (8.19) in
the spirit of (8.18) and obtain the right-hand side between the second
and third row.

Similarly, the mappings between the first and second row in Figure 7
are due to (8.18) and Corollary 8.11.

Finally, the mapping from the third to the fourth line follows from
the block diagonal structure of B and the following

Lemma 8.34. Let s € R and p € (0,00). The map
B: X3 NR(D) — X3 NR(BD)

is bijective and bounded from below and above for the respective X*P-
quasinorms.

Proof. Let f € XF,NR(D). We have Bf € R(BD) and for any ¢ € U7
we obtain Qy ppBf = BQy ppf from (3.15). Since B is a bounded
multiplication operator, we conclude || B f[xsr < || Bllool| flxssn -

Conversely, let g € X3, NR(BD) and write g = Bf with f € R(D).
In order to bound f in X7, we take an auxiliary function ¢ € ¥ and
define ¢ € U by p(z) = z1(z). For fixed 7 > 0 we have again the




BOUNDARY VALUE PROBLEMS AND HARDY SPACES 95

intertwining relation Di)(tBD)g = DBy (Tt DB) f. The local coercivity
inequality applied to u := 79 (tBD)g can therefore be rewritten as

/ P(rDB)JP? < / p(rBD)gl” + / W(rBD)gl
B(z,t) B(z,2t) B(z,2t)

Consequently,
1Qqp.05f]

where in the case (X,Y) = (H,T) we also used a change of angle in
the tent space norms. The left-hand side compares to || f||xs» whereas
both terms on the right compare to ||g|

ver S |Qp apgllvsr + [|QpBgllve,

Xy O

We could also write down a ‘completed’ version of Figure 7 in which
all pre-Hardy—Sobolev and pre-Besov spaces are replaced by their canon-
ical completions and all intersections vanish. While conceptually this
might seem more satisfactory, the possibility of working with invertible
maps in L? will have significant advantages for many of our proofs.

9. IDENTIFICATION OF ADAPTED HARDY SPACES

This section is concerned with identifying three pre-Hardy spaces, HY |
H,” and H? ,, that play a crucial role for Dirichlet and regularity
problems, with classical smoothness spaces. To this end it will be
convenient to have a version of Figure 7 around these particular spaces
at hand:

HY,, NR([BD]) = H,NR(LY?) @ Hi, NRMY?)
[BD] Ll/Q)I\ Ml/{
Hi» NnD(D) = H”ND(LY?) @ H’nDM?)
,Vz
D
~ divy
HppNR(D) = HINR(iv,) & HZNR(V,)
B lal ld

H”,, N R(BD)

HY NR(a~tdiv,) & HL, NR(AV,)

FIGURE 8. Figure 7 for s = 0 and X = H. Each appear-
ing space is the intersection of an adapted space with one
of its dense subsets.
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As for the second and third row ‘identifying’ means determining
whether the spaces remain the same as sets and with equivalent p-
quasinorms when B is replaced by the identity matrix. In the fourth
row for HY, we can then expect it is the image of H’ N L? under mul-
tiplication with a=1. If p > 1, then multiplication by a™! is invertible
on H? = L? and hence the image is the same as L”? N L%

9.1. Identification regions. We introduce three such sets of expo-
nents:

91) H(DB) = {p € (1.,00) : |l ~ I fls, for all f € R(D)}
and
H(L) = {p e (l.,00): [ fllee == llaflur for all f € L?},
HY(L) = {p € (1.,00) : HfHHi,p ~ || f|lgro for all f € L?}.
The identification region for DB turns out to be the intersection of
the two regions associated with L. This has nothing to do with the
particular Hardy spaces above and follows from Figure 8 for all sorts
of adapted spaces. Identification regions for other DB and L-adapted
spaces will appear much later in the text in Section 19.
Lemma 9.1. Let s € R and p € (0,00). The following are equivalent :
(i) X35 = X3 with equivalent p-quasinorms.
(ii) X57 = a 1(X*PNL?) and X3P = X212 both with equiv-
alent p-quasinorms.

Specializing to X = H and s = 0 in Lemma 9.1, we obtain

Corollary 9.2. It follows that H(DB) = H(L)NHY(L). In particular
(by (8.4)) all three sets contain p = 2.

Proof of Lemma 9.1. Throughout, equalities of spaces are up to com-
parable pre-Hardy quasinorms and spaces that arise from multiplica-
tion with a~! carry the image topology.

We start by noting that (i) is equivalent to X7/, NR(D) = X3"NR(D)
since R(D) = R(DB) is dense in both adapted spaces. The third row
of Figure 7 yields equivalence to

X%’p N R(div,) = X2\ N R(div,),
Xj\i; NR(V.) = X% 4. NR(V.).
By moving to the fourth and second row, this is the same as having
XiP NR(a™" div,) = a (XM NR(div,)),
X5 N D(V,) = X N D(V,),
which, by density, is equivalent to having

S7p_ 71 S’p
. =a X?Az
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s+1,p _ ~s+1l,p
X7 = XTI\

The spaces associated with the Laplacian have been identified in Fig-
ure 6 and equivalence to (ii) follows. O

Remark 9.3. The argument above proves slightly more: it says that
we have, all in the sense of continuous inclusions, X7, C X7 if and
only if we have both X3” C ¢~ 1(X*? N L?) and X;™'* C X*HP 012
and that the same result holds upon reversing all inclusions.

In order to show that the identification regions are intervals, we
borrow an interpolation argument from [3, Thm. 4.32] that uses the
canonical completions of adapted Hardy spaces. In fact, for H(DB)
and H'(L) the result in [3] would apply ‘off-the-shelf’ but a slight
variant is needed for H(L) because of the multiplication by a.

Lemma 9.4. The sets H(DB), H(L) and H'(L) are intervals.

Proof. We begin with the proof for H(L). By definition, we have p €
H(L) if and only if the multiplication operators a : HY — H?NL?
and b == a~! : HYNL?> — H} are well-defined and bounded for the
p-quasinorms. This is equivalent to saying that these operators have
bounded extensions @ : YHY — HP and b : HP — ¢H" to canonical
completions in the sense that the following diagrams commute:

T T T T
HY —% — HPNL2 HP N2 —2— HP

Let now pg,p1 € H(L). Since the spaces H? and ¢H? have universal
approximation techniques, the extensions in the respective diagrams
for py and p; are compatible and we can use complex interpolation
(Section 2.6 and Proposition 8.8) to obtain the same diagrams for all
p between pg and p;. Hence, these exponents are all in H(L).

The argument for H'(L) is identical except that we extend the iden-
tity operator. The same for H(DB) but instead of H” we use a canon-
ical completion pHY,. O

Remark 9.5. Again, the argument above has given a stronger state-
ment about inclusions: The set of exponents for which for instance
HY, 5 € HY, holds with continuous inclusion for the p-quasinorms is an
interval and the same is true for the other five possible inclusions.

Definition 9.6. (i) The upper and lower endpoints of H(DB) are
denoted by h_(DB) and h.(DB).
(ii) The upper and lower endpoints of #(L) are denoted by h_(L)
and h(L). Likewise hl (L) are the endpoints of H!(L).
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9.2. The identification theorem. We come to the characterization
of the identification region’s endpoints through the critical numbers

p—(L) and g+(L).

Theorem 9.7 (Identification Theorem). The endpoints of H(L) and
HY(L) can be characterized and controlled as follows:

he(L) = pe(L),
BL(L) < (p- (L), V1),
BL(L) = g (L).

As a consequence, the endpoints of H(DB) are h_(DB) = p_(L) and
hi(DB) = q4(L).

The relations for L imply those for DB since H(DB) = H(L)NH(L)
and ¢, (L) < py(L) by Theorem 6.2. We later precise this result by
showing that these intervals are open at their ends except may be at
the lower endpoint of H'(L) for which we cannot even say whether the
bound is sharp.

The proof of Theorem 9.7 is spread over 10 parts, using different
methods for different regimes of parameters. Upper bounds on the
size of H(L) are easy to obtain (Part 1), whereas lower bounds require
establishing two continuous inclusions. Parts 2 - 5 focus on different
inclusions of classical and L-adapted spaces. Parts 6 - 10 contain the
synthesis of these preparatory steps.

Many arguments are known when a = 1. However, there are still
some new difficulties when a # 1 that need to be taken care of and for
some other parts we can simplify known arguments through the full
strength of Figure 8 even when a = 1.

Part 1: p_(L) < h_(L) and p; (L) > h(L). Being slightly more
precise, we show the inclusion H(L) € J(L). Given p € (1., 00),
Proposition 8.10 yields

1+ 2L) 7 fllay S 1 Flle
uniformly for all f € HY and all ¢ > 0. If now p € H(L), then

H? = a~'(H”NL?) holds with equivalent Hardy norms and p € J (L)
follows.

Part 2: L?NL2? C H} for 2 < p < co. We are going to prove the
continuous inclusion LYNL?* C H? for g € [2,00).

We define H? via the auxiliary function ¥ (z) == 2*(1+2)~2* with an
integer a > 7/2; so that this choice is admissible for all ¢, see Section 8.2.
We have to establish the bound

1Qu.rfllvs SN flle (f €L7NLE).

For a later purpose, we prove a more general statement. This uses the
standard assumptions from Section 8.2. For T' = L the bound required
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here follows by simply taking the auxiliary parameters § = 1 and p = 2.
The further interest in the lemma lies in picking p as large and 6 as
small as possible in order to allow for weaker decay assumption of ¢ at
the origin.

Lemma 9.8. Let T be a sectorial operator that satisfies the standard
assumptions (8.5). Fiz p € (0,(«)/2) and o, > 0. Letp € W (S} ,,)
and consider the square function bound

1Qurfllrs S 1 lorullflls (f € LTNLY),

where the implicit constant does not depend on . Then this bound s
valid for every q > 2 provided that one can find p € [2,00) and 6 € (0,1]
such that (1 4+ *T)" ")y is LP-bounded and

O(m — w)

2>&a>

n

30 o
8 2[p, 2l

Proof. In the following implicit constants are allowed to depend on

the fixed parameters but not on ¢ itself. Via McIntosh’s theorem the

boundedness for ¢ = 2 is equivalent to the bounded H*-calculus on

R(T'). Hence, we can state

1Quzfllre S Wllorpllfll2 (f € R(T)).

Cauchy’s theorem yields (t*T)f = 0 for all t > 0 if f € N(T). Hence,
we can state the same bound for all f € L?. By complex interpolation

it remains to treat the case ¢ = oo, that is to say, to prove for all balls
B CR” of radius r > 0 and all f € L™ that

dxd
00 (o [ Lm0 S i

Here, ¥(t*T) is extended to L via Proposition 5.1 and we shall see in
the further course of the proof that we have the required off-diagonal
decay at our disposal.

Having fixed B, we write f = >_.. f; with f; == 1¢,)f. For j =1
we use that T? = L*(R}"™; 9442) and again the L*-bound to give

|B’/ /WJ (2T) fy (2)? dxdt

|H@w 7 f1]%e

2
S |B||I¢I|UWHJ"’1||2
S (] e [ [
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Next, we let ¢ :== [p, 2]y and obtain from Lemma 4.16.(i) the off-diagonal
estimate

2
L) f e < kuw(l n —) T

t20’ yn
< [Wllron 5 2777 BV £ -

Since p > 2, we obtain from Hélder’s inequality that
tQU

1D fillies) S 10l 327772 1B o

and taking L*-norms with respect to /¢, we are led to

2 o dadt
(,B|//|w e )
40’d 1/2
< 027 ||f||oo( [ %)

= 27707 D] 10u(40) 2| £l
By assumption, we have 20 > n/,. Summing up in j yields (9.2). O

Remark 9.9. It becomes clear from the proof above that Lemma 9.8
has very little to do with sectorial operators and could be extended to
more general extensions

(Qu)(t,2) = () f)()

where ¢ : (0,00) — L£(L?) is a strongly measurable family of operators.
For example, with p = 2 and 6 = 1 the only properties of (¢(t));>¢ that
we have used to get for every ¢ > 2 a bound

1Qufllrs S I1fllg (f € LINLE),

is the corresponding L2-bound and L? off-diagonal estimates of order
v > /2.

Part 3: Injection of classical spaces into L-adapted spaces for
p € (1,2). For this part we work with the auxiliary function ¢ defined
by

(9.3) Ya(z) = 22714 2)7%,

where a € N will be chosen sufficiently large depending on exponents
and dimensions. Throughout this part it will be convenient to write

dtdy\ /2
(9.4) Sparf(z ( //| Ktl% (L) f(y)? tlj) :

so that |[Sy,.r - ||, becomes an equivalent norm on HY provided that
a > n/(2p) — n/a, compare with Section 8.2.
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Our main objective is to establish the following extrapolation result
for square functions.

Lemma 9.10. Suppose for some q € (p_(L) V 1,2] and all sufficiently
large v (depending on q,p_(L),n) that
(9.5) 1Spa (L ?u)lly S IVaully  (w€ WHEA W),

Then for all p € (¢« V 1,q) and all sufficiently large o (depending on
p,q,p—(L),n) it follows that

1S, (L)l S Vet (u€ WH W),

Remark 9.11. Assumption (9.5) holds for ¢ = 2 and any o € N.
Indeed, this follows from H? = R(L) = L? and the solution of the Kato
problem. Starting from there, we can iterate Lemma 9.10 in order to
conclude that for every ¢ € (p_(L). V1, 2] the bound (9.5) holds for all
sufficiently large a.

Before giving the proof of Lemma 9.10, let us state the more im-
portant consequences of this lemma for the identification of L-adapted
Hardy spaces.

Proposition 9.12. If p € (p_(L) V 1,2], then L’ NL*> C HY with
continuous inclusion for the p-norms.

Proof. First let us assume f € L’ NR(L'Y?). By Lemma 7.2 this is
a dense subspace of LPNL% We put u = L~'/2f. Since the Riesz
transform is LP-bounded (Theorem 7.3), we have u € W'? N W2 with
IVaull, < 11 fllp- Remark 9.11 yields

1Syazfllp < 111y

if « is sufficiently large. If in addition o > 7/2p) — /4, then ), is
admissible as auxiliary function for H? and we obtain

1/ e < WSl

with an implicit constant independent of f. A general f € L? NL? can
be approximated by (f;) € L? NR(LY?) in L» N L. By L*-convergence

E/‘ a(PL)f@)Pdy = Tim [ (L) ()P dy
B(z,t) Jree )

B(z,t

holds for all (¢,2) € R} and we invoke Fatou’s lemma to give

dtdy \"*
P < liminf o(B2L) fi(y)]? d
Ity <timint [ (f ensmrge) o

_1: . ) P
= lim inf [| 1 -

On the right-hand side Hfij;Ii is under control by || f;[[? thanks to the

first part of the proof and LP-convergence of (f;) gives the required
bound by [ f[[%. O
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Proposition 9.13. If p € (p_(L), V 1,2], then W'"? N L* C H}” with
continuous inclusion for the p-norms.

Proof. By the universal approximation technique even Z is dense in
W' NL2. Hence, the same approximation argument as in the previous
proof shows that it suffices to check

lullges S IVaull, (ue WA WH),

We take « large enough so that (9.5) holds at exponent ¢ = p and a >
n/(2p) — /4 to make sure that H}” can be defined through the auxiliary
function @, (2) = /21 (2). We have ¢ (t2L) L' ?u = t~ o (t*L)u for
t > 0 and therefore

lullgr = 1Qpa.ctellrrr = 1Quu £ (L*u) | pos
= 1S pa.c (L)l
S IVzullp. O

We come to the proof of Lemma 9.10. We modify the strategy of
[22, pp.42-45]. Henceforth we fix p, ¢ as in the statement and we write
1 = 1, where a will be chosen larger from step to step in dependence
Of p7 q7p*<L)‘7 n.

Let w € W' 0N W'? and A > 0. It will be enough to obtain the
weak-type estimate

1
(9.6) Hx e R™: Sy (LY?)(z) > 3)\}‘ < 5 Vaul

with implicit constant independent of v and A. Indeed, consider the
positive sublinear operator

T:Z =12 Tu:=S,(LY*(—A)""?u)

and recall that Z is dense in all (intersections of) L"-spaces with r > 1.
Now, T is of strong type (q,q) by (9.5) and of weak type (p,p) by
(9.6) since V, and (—A,)'/? are comparable in LP-norm by the Mihlin
multiplier theorem. Hence, it is of strong type (r, ) for every r € (p, ¢
by the Marcinkiewicz interpolation theorem. As (—A,)~"/? is invertible
on Z, this means that we have

1Sy, (L 20) e S I Vaullr (u € 2).

This bound extends to v € W N W2 by density as before. Since
p € (g V1,q) and r € (p, q] were arbitrary, the claim follows.
The proof of (9.6) itself comes in 8 steps.

Step 1: Calderon—Zygmund decomposition. We use the decomposition
for Sobolev functions that was introduced in |6, Lem. 4.12], see [5] for
the correction of an inaccuracy in the original proof.
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Since u € WhP, according to this decomposition, there is a countable
collection of cubes (Q);)jes, measurable functions g and b; and constants
C and N that depend only on dimensions and p, such that

(i) u=g+ Z b; pointwise almost everywhere,
jed

(i) [[Vaglloo < CA,
(iii) b; has support in Q; and [|V,b;|[F < CAP|Q],

() 31Q5] < CA 7Tl
jeJ
(v) Y 1g, <N.
jeJ
More precisely, setting Q == {M(|V,ulP) > X} C R", the b; take the
form b; = (u—u(z;))x; with z; € 2Q;N°Q and x; € C5°(Q;) such that
IXilloo + Q)| VaXille < C. The function u has a representative on
Q) that satisfies |u(z) — (u)g| < CM(Q) whenever @) is a cube centered
at © € °Q and this is how we understand u(x;).
We recall these details on the construction because we need two
additional properties in the proof of (9.6):

(") If w € W' for some 7 € (1,00), then b; € W' for all j and
> et b; converges unconditionally in Wb

(i) If v € [p,p"), then [[Vog|l < C'A7P|[Vaullf and b7 <
C'\"|Q;| = for all j, where C” also depends on 7.

To see property (i’), we let @’ be the cube centered at x; with side-
length 34(Q;) and write

(9.7) by = (u—(wg,)x; + (u)g, — (We,)x; + ((u)g, — ulx;))x;-

The special property of v on “Q yields |((u)Q3 —u(x;))Vaux;| < CAon
R™. Next, since Q; C @, we obtain from Poincaré’s inequality that

(e, ~ (| 5 f =gyl Q) f V.l

The right-hand side is bounded by A since z; € €2 and we obtain
|((w)q; —(w)gr)Vax;| < CAonR". Once again by Poincaré’s inequality
we have

V(1 — (w)g, ;)" dz < /Q Vol de,

Rn

so that altogether we obtain from (9.7) the estimate

(9.8) |V2b;|" da S A|Q] +/ |V, u|" dz.
R Q;
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Since b; has compact support, we have b; € W qualitatively. For any
partial sum of j’s we obtain from (v) and Hélder’s inequality that

(9.9) / Ve b dng”/ > Vaby|" da.
" j R

By (9.8), (iv) and (v) the right-hand sum has the Cauchy property.
Thus, Zje ; Vb converges in L". The limit is independent of the
order of summation since the sum contains at most N non-zero terms
at each x € R™.

As for (ii”), the L"-bound for b; immediately follows from the Sobolev-
Poincaré inequality [97, Cor. 4.2.3] and (iii). From (9.8) and (9.9) with
r = p and then (iv), we obtain [V, > . ;b;ll, < C[|Vyull,. We con-
clude ||V.gll, < C||Vu|l, from (i) and the required L"-bound follows
from (ii).

Step 2: Decomposition of the level set. For the same « as is the defini-
tion of ¥ = 1, in (9.3) we introduce a function ¢ € H* through

(9.10) o(2) =2(1+2)*=(1—-(1+2)"1"

and we decompose u = g + g + b, using the series

=1 - o(2D)),,

jeJ
b= Z @(3L)b;,
JjeJ

where ¢; :== ((Q);). In Step 4 we shall check that the series g converges
in Wh% so that by (i) with r = ¢ the same is true for b.

Anticipating the convergence of g, we obtain that the set on the
left-hand side of (9.6) is contained in the union of

A= {:c e R": Sy (LY?g)(z) > )\},
Ay = {x € R": Sy (L) (x) > )\},
Ay = {:v e R™: S, (L) (z) > /\},

where we do not make a notational distinction between v — S, .(L'/?v)

and its bounded extension from W' into L. Tt suffices to bound the
measure of each of the three sets by a generic multiple of A77{|V ul[?.

Step 3: Bound of A;. We use the Markov inequality, the assumption
and (ii’) to give

[Ar] S ATSy L (L 2g)1F S A Vaglld S APV oullh.
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Step 4: Convergence and estimate of g. For the time being, let j run
only through a finite set of J. Consider the partial sum of g given by

1) - =3 ()0 (S gn,).

J p=1 J
where we have expanded ¢ from (9.10). We fix £ and introduce
(9.12) fo=> (1+ L),
J
Since we have b; € W'? = D(L'/2?) by (i’), the same is true for fs.

We calculate its norm in W"? by dualizing V,fs against h € C°
normalized to [|h|ly = 1:

(Vafs: h) ZZ (14 GL) Py, hy),
j

where hjy = 1¢,(g,)h- We take adjoints, use the support of b; and
then Hélder’s inequality to give

(Vafs M <D 0D Wbl (Va1 + GL) ) hisll o g,
i k=1

By (ii’) we get
[(Vafs, )|

1
(5.13) <SS NQF NGV + L)) Byl g
i k=1

For ¢ > 0 the families ((1+#2L)"!) and (tV,(1+2L)~!) satisfy L? off-
diagonal estimates of arbitrarily large order. Now ¢ is an inner point of
the interval of resolvent bounds (p_(L) V 1,2), which by Theorem 6.2
is the same as (¢_(L) Vv 1,2) for gradient bounds. By interpolation
(Lemma 4.14) both families have L? off-diagonal bounds of arbitrarily
large order. Composition and duality vield LY off-diagonal bounds of
arbitrarily large order v > 0 for ((tV,(1+t*L)~%)*). Consequently, we
have

1 Va1 + GL) ) bl ) S 27 IRl )
1 ’ 1
S 27728Q; | (M(JR] ) (),

where x € ); is arbitrary. We take v > n/¢ so that when substituting
this estimate back into (9.13), we obtain a finite sum in k:

(Ve S5, )] SAZ!QjIIiGHf M(|h]*)(x))

1
Py
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We average in x € @, take into account the finite overlap of the @
and apply Kolmogorov’s Lemma, in order to conclude that

(Vs b |<AZ/ (1h7) ()7 dz
(9.14) SA/UQ,(M(W,)(:”));’ dz

<)\UQJ.E
i

We recall the definition of fz from (9.12) and that h was normalized in
LY. Hence we have shown the estimate

HvxZaM?L)-ﬁbj SA(Z@A) |
J q J

where j runs over a finite subset of J. Property (iv) of the Calderén—
Zygmund decomposition implies that > (1 + (2L)~Pb; converges in
W' and that its norm is under control by A=7/4|V,ul[%/?. By defini-
tion in (9.11), the series g is a finite sum in [ over series of this type.
Hence, it converges in W as required and is bounded by

1Pllg-

(9.15) 19,3l < A5 Vsul.

Step 5: Bound of Ay. We argue as in Step 3 and use (9.15) instead of
(ii’") to give

[ A2 S AVagllg S A Vaullp.

Step 6: Preparation of the bound for Az. By Markov’s inequality and
the boundedness of v + Sy, 1 (LY/?v) from W into LY, we have

(o e RS, 0@ > A} SNVl (0 W),

In particular, the measure of the set on the left tends to 0 as v tends to 0
in W4, Since the series b converges in W4, this argument shows that
it suffices to derive the desirable bound A™?||Vul|? for the measure of

- - A
As = {x €R": Sy (LY b)(x) > 5},

where b .= 3" ;@(5L)b; and j runs over a finite subset of .J. Again, this

reduction bears the advantage that b is contained in W"? = D(L/?)
and hence we can properly work with the functional calculus of L. In
fact, such type of reduction is necessary since p may lie outside of J (L)
and therefore there is no hope for reasonable functional calculus bounds

for L on L”.
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First, we can split off £ := I 6(); since its measure is under con-
trol by property (iii) of the Calderéon—Zygmund decomposition. Next,
by Markov’s inequality and the definition of Sy 1, the measure of the
remaining set is at most

Ay \ B| < 472 / s LD e

< A4\ //Rprn t2 L1/2 b)(y )|2|B(y, t)\ E| dtdy

t

The set B(y,t) \ E has of course measure controlled by ¢" but if y is
contained in the cube 4@);, then this set is empty for all ¢ < ¢;. Hence,
introducing the ‘local” and ‘global’ parts

fiorlt ) = 3 L () (VL)L (B L) ) ),
(9.16)
farob(t,y) Z Le(ag,)(y ( L)Ll/QSO(EJQ'L)bj) (y),

we obtain

~ _ dtdy
AN BN [ Vet )+ ()
+

and we are left with bounding the two integrals on the right by generic
multiples of \*77||V ullP.

Step 7: The local part. Let h € L*(RL™" 442) and let (-,-) be the

t
duality pairing on that space. By the Cauchy—Schwarz inequality we

first find
dtd
oo I \<Z[</ / P y)

and then, generously bounding the second integral by a maximal func-
tion in z, that

O17) Wies ) < 3 THQS1 fnf (MUT) ),

(/ [, B <£2>-<y>|2@)1/2,
H(y) = (/0 . )‘th)

At this stage of the proof we introduce a fixed exponent p € (p_(L)V
1,q) and take the parameter « in (9.3) large enough to grant that

where

(9.18)
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(tLY?9)(t?L))s0 is L2 — L*-bounded. This is possible by Lemma 7.4.(i)
since g is not the lower endpoint of 7 (L) and we can expand
tLY2(t?L) = (1 + L) "2 — (1 + 2L) %)

in terms of resolvents of power at least 2a.. By interpolation with the
L2-bound we then have of course L” — L2-boundedness for all r € [, 2].
Since ¢ from (9.10) is bounded, we obtain from the functional calculus
on L? that

(9.19) L2 L)p(GL)fll St (|fIl (f € L' NLA).

In this step we use the above estimate with r = ¢ and f = b; to
bound ;. As we have n — 2n/q < 0, integration in ¢ leads us to

o gn2n - dt n_n_y
Lol [ Q) < el £ Q18

where the final step uses (ii’). Going back to (9.17), we have established
the bound

(9.20) [(fioes I S A 1Qs] i (M(H?) ()2,

so that we can bring into play Kolmogorov’s lemma as in (9.14) and
then use property (iv) to conclude

1
2 1
IH?(F S A5Vl 172/l 2 atas

‘(flocah

Since h was arbitrary, we have proved the bound that was required at
the end of Step 6:

dtd
// |floc(t7y)|2 _y 5 >‘2_p||v50u||g
RLH t

Step 8: The global part. We use the same duality argument as in Step 7
except that for fye, we will have to work on the °(4@Q);), which we split
into annuli Ci(Q;), ¥ > 2. In this manner, our substitute for (9.17)
becomes

(9.21)  |{fagon, o |<szjkrzk“@|z inf (M(H?)(x)),

where H is still as in (9.18) and

Ly = ( | /C o, DL )bﬂyﬂzﬁ)%.

From the definitions in (9.3) and (9.10) we see that z — /z1(2) and
@ are of class ¥2% and W0 respectively. Lemma 4.16.(i) yields for all

)
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f € L? with support in Q; that

- 2k€ —2a
1L 2 L)L) fllz e St 1<TJ> 172

For fixed j, k, t, we interpolate this bound with (9.19) for r = p by
means of the Riesz—Thorin theorem. This results in

L2 LYo L) flliz @y

S () o,

where 6 € (0,1) is such that ¢ = [o,2]p. In exactly the same manner
we can interpolate the assertion of Lemma 4.16.(ii) with (9.19) in order
to obtain

(9.23) HL1/2w<t2L)@(€?L>f’|L2(Ck(Qj)) SR Ta 27N flag,),

provided that ¢ > /;.
Now we come back to I, split the outer integral at t = ¢; and use
(9.22) and (9.23) with f = b; to give

2 < 9—4bak j—40a 2 b —24n— 21490 At
e U A A

X _gip_2n dt

_|_2—49ak||ij2/ ¢ 2+n 2q o

6 t
There is no issue with convergence of the second integral since we have
qg < 2. We pick a large in dependence of n,q,0 in order to grant
convergence of the first integral and get

n—22 _ 400
Tlbsll7 S A2 Q)

where the final step follows from (ii’). We pick a > 7/(46) so that when
finally going back to (9.21), we find a convergent geometric series in k
and obtain

2 —40ak )2t
iy <2770,

[(Faors ) S A 1Qs1% ik (M(H)())*.
j J

At this point, the right-hand side is the same as in the treatment of
the local part. We obtain the required bound for the global part by
repeating the argument following (9.20). This concludes the proof of
Lemma 9.10.

Part 4: Injection of L-adapted spaces into classical spaces for
p < 2. In this section we establish the continuous inclusions

(9.24) H? C o '(HPNL?)
(9.25) H}?” C H'* N 12
in the range 1, < p < 2.
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The main observation is the following inclusion for D B-adapted
spaces. The result appears already in [22, Sec. 4.4] but for convenience
we include a proof.

Lemma 9.14. If p € (1.,2], then H},,; C HY, and the inclusion is
continuous for the p-quasinorms.

Proof. The claim holds for p = 2, see (8.4), and by Remark 9.5 the set
of exponents for which the claim holds is an interval. Hence, we only
have to treat the case p < 1.

We use the molecular decomposition for HY},; (Theorem 8.17) for
some admissible M and ¢ = 1. It suffices to check that there is
a constant ¢ such that [[m|g < ¢ for every (Hppg,1, M)-molecule.
Writing m = D(B(DB) 'm), we see that m is a generic multiple
of an (HY),1,1)-molecule. The required bound follows from Corol-
lary 8.29. U

Now, we can use Figure 8 and the identification of D-adapted spaces
in Figure 6 as follows to complete Part 4. Moving from the third to
the fourth row, we obtain for f € H; NR(a"!div,) that

i

The bound extends to f € H? by density, which gives (9.24). Likewise,
moving from the third to the second row, we get

0
1L — vx p SJ S, Py
1 llizr = IV flln [fo} Y, 17 Il

first for f € H”ND(LY?) and then for all f € H}”, which gives (9.25).

Going one step further to the first row gives an additional Riesz
transform bound, which is of independent interest. It extends [58,
Prop. 5.6] beyond semigroup generators.

Sl

P
HDB

lafllu < ‘

Proposition 9.15. If p € (1,,2], then
IVo L™ 2 fllae S 1Nl (f € B AR(LY?)).

Part 5: Injection of classical spaces into L-adapted spaces for
p < 1. We complement the previous section by proving the reverse
continuous inclusions

(9.26) o '(H'NLY) CH]  (p-(L)<p<1)
and
(9.27) HYY N2 CH  ((p-(D). V1) <p <),

if these intervals of exponents are non-empty.
The strategy is the same for both inclusions and relies on the atomic
decompositions. We use the auxiliary function ¢(z) = 2%(1 + z)72%,
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where o« € N will be chosen large later on, and introduce the square
functions

o:) st = ([ wensor j‘fff)m,
(9-29) Sy f(x) = ( //| » (L) f(y) iffy ) :

Then HS&O}:()HP and H&%;()Hp are equivalent norms on H? and H;?
provided that we take at least av > /(2p) — 7/a.
We shall establish the following bounds.

Lemma 9.16. Let p € (p_(L).V 1,,1] and a sufficiently large depend-
ing on n,p,p_(L). For all L*-atoms m for H'* it follows that

1S5, (m)]l, < 1.

Lemma 9.17. Let p € (p_(L), 1] and « sufficiently large depending on
n,p,p—(L). For all L*>-atoms m for H? it follows that

0
1S9 (a7 m), S 1.

Let us take these estimates for granted and complete the objective of
this part first. Given f € L? such that af € HP, we write the latter as
an L2-convergent atomic decomposition af = >, \im; with |[(A) e S

Y

llaf|lme. We use Fatou’s lemma as in the proof of Proposition 9.12 to
obtain

SO <Z|/\|S(0 (a 'm;)(z) (z €R")

and we conclude by Lemma 9.17 and as p < 1,
1550 (£) ZM IS @ )l ZM " < llaflf

The left-hand side is equivalent to || f HH,z and (9.26) follows.

As for (9.27), it suffices to prove HuHHlL,p S [Veu|l, for all uw €
H'” N W"2. Indeed, since Z is dense in H'® N L2, this is yet an-
other application of the Fatou argument above. Now, we can take a
W!2-convergent atomic decomposition u = 3, 3" i Am! as in Proposi-
tion 8.31. By the solution of the Kato problem we have L*-convergence

of
Y Lyu =Y Y NL V(L)L *m]
(]
and the same argument as before applies.

Proof of Lemma 9.16. Let m be an L2-atom for H'? associated with a
cube @ of sidelength ¢ as in Definition 8.30.
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We begin with a local bound. By the solution of the Kato problem
we have m € D(L'/?). It follows that

( // ez <>|2ffff)
HPm) () (xR,

where (2) == 27V 2(1 + z)_za. Holder’s inequality and the L?-bound
for the square function with ¢ (McIntosh’s theorem) yield

1 1_1 1
1S5, (m) ey < 14Q1F 1S, () 2g)
< QI3 |LY2ml|

1_1
~ |Q[»2[[Varmnll
<1

(9.30)

In preparation of the global bound, we pick some ¢ € (p_(L),p*) N
(1,2]. This is possible by the assumption on p. We also take a large
enough in dependence of ¢ and p_(L) in order to have LY —L?* off-
diagonal estimates of arbitrarily large order for (¢)(t2L))so at our dis-
posal. This is possible due to Lemma 7.4.(i) since we can expand

(9.31) V(2) =21 4+2)2 = ((1+2) = (14272~
Consequently, we have for all z € R™ the estimate

n_mn d(B x,t ,Q -
e e !

(1+92D)

where v > 0 is at our disposal and the second step uses d(B(z,t), Q) >
d@Q)/2 for t < d@@)/2 and 2 > d@Q)/; for t > d(*Q)/2. Squaring and
integrating this bound with respect to dt/;+3 gives

o d(z,Q)\ 2" dt\'?
stmio) s ([T (14 SEQ) )

~ d(z,Q) 5 lml,,

where the last step follows by a change of variable t = sd(x, Q)) and we
have taken 2y > 27/ 4+ 2 in order to have a finite integral in s. Thus,

1 o »
|’Sl(p7)L(m)||Lp(c(4Q)) N (/(4Q)d(x,Q) ¢ pdx) Imll,

,_2_
S v fmllg,

(9.32)

n__
2

Q\:

~t

where we have used "?/q+ p > n to calculate the integral in z. Since m
is supported in ), we obtain from Hélder’s and Poincaré’s inequality
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that

n_n_q

1 n_n n_n
1SS, (m)llrcagy S 6 F  mleg) S 6 [ Vamllizg < 1.
which is the required global bound. 0

Proof of Lemma 9.17. Let m be an L*-atom for H? associated with a
cube @ of sidelength ¢, see Definition 2.5.

As before, the local bound ||S$)L(a’1m)||Lp(4Q) < 1 follows from
Hélder’s inequality and the L*-bound for the square function.

To prepare the global bound, we pick exponents p_ (L) < s <r < g <
p. The resolvents of L are a~' H*-bounded and also L¢ — L?-bounded
for some o < 2 thanks to Lemmata 6.3 and 6.4. Keeping in mind
the expansion (9.31), we take a large and conclude from Lemma 4.4
that (1(t?L))s>o is a~' H" — L®*-bounded. Together with the usual L?

off-diagonal estimates we obtain for all z € R™ that

[0(2L) (™ 'm) |12 ()
_ —0 — 0
= L) I L)@ ) o

< (15 mie ) (1 220D Ty Y

t
where 0 € (0,1) and v > 0 are still at our disposal. Since |Q['/?~"/™m
is an L*-atom for H", we have ||m|lg- < |Q|'/"~/P. Picking 6 such that
(1=6)/r + 0/2 = 1/4, we obtain

d(B(%f%Q))VﬂQH;

(L)@ m) 2y S 175 (14 ==

This estimate is of the exact same type as (9.32) and we can repeat
the previous proof from thereon. Indeed, we integrate the square with
respect to dt/1+n to obtain

SO (@ ') (z) S d(z, Q) i la 7,

and then the required global bound

n n n n

||S1(£)L(a_1m)||Lp(c(4Q)) SlrmalaTr =1,

follows since "/q > n. O

Part 6: h_(L) < p_(L). Let p € (p_(L),2]. We have to prove that
a"'(H? NL?) = H? with equivalent p-quasinorms.

The inclusion ‘C’ was obtained in Part 5 for p € (p_(L), 1] and in
Proposition 9.12 for p € (p_(L) V 1,2]. The converse was obtained in
Part 4 in the range p € (1., 2].
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Part 7: h' (L) < (p_(L)« V 1,). Let p € (p_(L). V 1,,2]. We have
to prove H'? N L2 = Hi’p with equivalent p-quasinorms.
We have obtained ‘C’ in Part 5 for p € (p_(L). V1., 1] and in Propo-

sition 9.13 for p € (p—(L)« V 1,2]. The converse follows again from
Part 4.

Part 8: hy (L) > p+(L). Let p € (2,p+(L)). In Part 2 we have
obtained IL” NL?» C H? with continuous inclusion for the p-norms. It
remains to establish the opposite inclusion and this will follow by du-
ality.

To this end, we recall from Section 3.5 that L* is an operator in
the same class as L and similar to an operator Lf in the same class
as L under conjugation with a*. By duality and similarity we have
p € (p_(L¥) v 1,2). Replacing systematically L with Lf, the result
of Part 6 entails H’;ﬁ = L” NL? with equivalent p’-norms and from
Figure 8 we can read off

HY. = a"HY, = L' NL2.
Given f € HY, we use Proposition 8.9 for second-order operators to
give
(L)l S UMl gl = N fllz llglly (9 € L7 NL).
L*

We conclude f € L? NL? along with |||, < | f|lz as required.

Part 9: hl (L) > q;(L). We have to show that W N L2 = H?
with equivalent p-norms for p € (2,¢.(L)). In fact, we shall establish
continuous inclusions for the p-Hardy norms

(9.33) WNL2DH” (2<p<qp(D))
and
(9.34) WYPNL2CH? (2 <p<pi(l)),

which is a more general result since by Theorem 6.2 we have p, (L) >

q+(L)".
In the following let p € (2, p;(L)). Part 8 implies p < h(L). Hence,
we can identify H? = L” NL* and the ubiquitous Figure 8 tells us that

(935)  Ifllaw = IZY2Fllgy = 1LY fllp - (f € HE" N D(LY2)).

Proof of (9.33). If even p < ¢, (L), then the Riesz transform is LP-
bounded according to Theorem 7.3 and we obtain from (9.35) that

1f gz 2 IVafll, (f € H” N D(LY?)).

A general f € H;” can be approximated by a sequence (f;) € H;* N
D(L'/?) simultaneously in H;* and L?, see Section 8.1. Then (V,f;)
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is a Cauchy sequence in L” whose limit coincides with V, f thanks to
L*-convergence of (f;). Hence, the previous estimate extends to f.

Proof of (9.34). It suffices to establish the bound
(9.36) lullge S NVoul, (we WP N W),

Indeed, a general u € W' N L? can be approximated in W'? N L2
by a sequence (u;) C Z and L*-convergence suffices to infer Hu||H1L,p <
liminf; ||uj||Hi,p, see the proof of Proposition 9.12.

We rely on a duality argument using the same notation as in Part 8.
Again, we have p’ € (p_(L*) V 1,2) and we obtain from Theorem 7.3
that the Riesz transform for L is L”-bounded. For any g € R(L*) N
D(L*) N L¥ it follows that

<L1/2u,g> _ <u, (L*)1/2g>
_ <U, L*(L*)_1/29>
_ <V u, d*V ( *)—1(L*)—1/29>
= {(dV,u, V(L) 2(a")g),
where the third step is just the definition of L* and the final step uses

that the similarity of operators L* = a*L*(a*)~! carries over to the
functional calculi by construction. Holder’s inequality yields

(L220,9)| S IVl ¥ (25)7 (") gl S 1920l gl

Since g was taken from a dense subspace of L¥ (as is granted by
Lemma 7.2 applied to Lf and similarity), the bound || LY?ul|, < [|Vull,
follows. Now, (9.36) is a consequence of (9.35).

Part 10: h] (L) < q4(L). Suppose that the interval #'(L) contains
some exponent p > ¢4 (L). In particular, ¢, (L) is finite.

Since we have ¢, (L) < py(L) by Theorem 6.2, we can assume p <
p+ (L) and by the result of Part 8 this implies p € H(L). Therefore, we
have a commutative diagram

H? NR(LY?) —225 HYP A D(LY?) — W' 0 D(L/?)

| |-

LP O R(LY?) VoL 1 s LP (L2,

where the mapping of L~1/2 follows from Figure 8 and the unlabeled
arrows indicate continuous inclusions for the p-norms. Lemma 7.2 guar-
antees that L? NR(LY/?) is dense in L” NL? and we conclude that the
Riesz transform is LP-bounded. But then we must have p < ¢, (L)
according to Theorem 7.3 and therefore p = ¢, (L).

This argument has two consequences. First, ¢, (L) € H'(L) is pos-
sible only if the Riesz transform is L% ®)-bounded. We shall see in the
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next section that this is never the case. Second, H!(L) cannot contain
exponents p > ¢; (L) and hence we have h' (L) < ¢;(L). At this stage
the proof of Theorem 9.7 is complete. O

9.3. Consequences for square functions. By definition of HY, the
identification theorem (Theorem 9.7) can be reformulated in terms of
LP-bounds for conical square functions of type

Sut@)=s@unw = ([ wenswri )"

Here, we collect and improve these bounds with an emphasis on the
decay for the auxiliary function ¢ € UT at |z| = 0 and |z| = oo within
a sector. This will be important for the applications to boundary value
problems.

When p > 2, we will use the simple fact that the conical square
functions S can be controlled by the vertical square function defined
for F € L (RY™) as

v = [Tirenrd)”

see for instance |13, Prop. 2.1| for the following lemma.

Lemma 9.18. Let p € [2,00). There is a constant ¢ depending on p
and n such that for all F € L (RY™),

ISCENp < ellVE)lp-

Upper bounds for vertical square functions are provided by an ab-
stract theorem due to Cowling-Doust-McIntosh-Yagi [36, Thm. 6.6]. We
state the quantitative version found in the textbook [65], but inspec-
tion of the original argument would yield the same dependence of the
constants. We continue to write

(Qurf)(t,2) = (W(ET)f) (=)

as in Section 8, even though 7" need not act on L%, and we note that up
to a norming factor of 2 the vertical square function V(Qy 7 f) does not
change if instead we use first-order scaling (Qy.rf)(t, ) = (Y (T) f)(z).

Theorem 9.19 ([65, Thm. 10.4.23]). Letp € (1,00) and let T' be a sec-
torial operator in LP(R™; W), where W is a finite-dimensional Hilbert
space. Suppose that T has a bounded H*-calculus of angle w € (0, )
on R(T). Let p € (0,(mw)/2) and choose decay parameters o,7 > 0.
Then for all 1 € W(S} ,,) and all f € R(T),

IV(QurNllp S 1llorul £l

where the implicit constant depends on T" through Mz, and Mz, for
some v € (w, ™ — 2u).
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Remark 9.20. The numbers Mz, and Mz, correspond to resolvent
and functional calculus bounds, see (3.6) and (3.13). The theorem
remains true for all f € LP(R"; W) since we have (£*T)f = 0 if
feN(T) and t > 0.

With this at hand, we obtain abstract square function bounds. We
largely follow the idea for second-order elliptic operators — div, dV, in
[13], see also [19,22], but with a more direct interpolation argument in
tent spaces.

Proposition 9.21. Let T be a sectorial operator that satisfies the stan-
dard assumptions (8.5). Let p € [2,00) and suppose that

[l = [fllp - (F € R(T)).

Let 6 € (0,1], fix an angle p € (0,6(v)/2) and let 1 € W](ST_,,
o,7 > 0. Consider the square function bound

1Quzfllre S Ifle (f €LINLY),

with an implicit constant that depends on T only through (8.5) and
the comparison constant for the p-norms in the assumption. Then this
bound is valid provided that

) with

1 1 2]p 2
q>2 and _>__[p, ]0—0.
q P p n

Proof. We organize the proof in four steps.

Step 1: H*-calculus for the LP-realization of T. It follows from Propo-
sition 8.10 and the assumption on p that

(9.37) 1n(T) fllp < lnllooll £l

for all f € LPNR(T") and all admissible n € H*.

Let v € [0,75%) and ¢ € S;. For the special choice n(2) = (1+¢(%z)~!
the operator n(T) acts as the identity on N(7'). Hence, the bound
above extends to all f € LP NL? that is to say, ((1+¢*T) ") gt is LF-
bounded. Hence, T" has an LP-realization described in Proposition B.1
and this is a sectorial operator in L” of the same angle w as T'.

For € U7 the bound (9.37) also remains true for general f € L” N L2
since n(7T") vanishes on N(7'). We have n(T)f = n(T,)f since these
operators are given by the same Cauchy integral. Since L NL? is dense
in L? it follows that 7, has a bounded H>-calculus of angle w on the
closure of its range.

The idea of proof is now to interpolate between two square function
bounds that we have seen before: Theorem 9.19 for 7}, and Lemma 9.8
for T.
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Step 2: Definition of an interpolating family. For « € CT :={z € C :
Rez > 0} we define

039 Sy wl) = () v

1+2
As #/(1+2) = (1+27")71 € S7_,, and Rea > 0, we obtain
(9.39) sup ( : ) < elm=2w)limal (|5 \Rea=o 1)
zeSi_Qu I+=z

where the implicit constant is independent of Im «. Consequently, we
have 9, € ¥%, (St ,,) and

T—2p

(9.40) [allReary S T2 0ol
Combining Lemma 9.18 and Theorem 9.19 leads to the following bound

for ¢ == p and all f € LINL%:
1Qyo fllre = 15( Qa1 g
S V(Qyom, Mg
S el 2tmeliip |, -1l

The implicit constant is independent of ¥ and Ima. By McIntosh’s
theorem the same holds for ¢ = 2 and hence for all ¢ € [2,p] by
interpolation. If, however, Re a > m, then Lemma 9.8 provides the

same bound for all g € [2,00), so that in total we obtain

(941)  |Qpuzfllve S 2Nl fllee (f € LINT2)
if (Re «, 1/¢) belongs to the interior of the gray shaded region in Figure 9.

Step 3: Abstract Stein interpolation. For technical reasons it will be
more convenient to work with the ‘truncated’ operators

QY 1f = 15, (Quurf) (k€N),

where K, := (k™', k) x B(0, k) C RI™. For fixed z the map a — 1,(2)
is holomorphic in the half plane C*. Writing out the Cauchy integral
for 4, (t*T) and applying the dominated convergence theorem (justified
by (9.40)), we obtain that

Cr = L (Ky), aw QY f

is holomorphic, whenever f € L?. Moreover, thanks to the factor e’
this mapping is qualitatively bounded on any strip {a € C : ¢ <
Rea < ¢} C C* with a bound depending on all parameters at stake.
By the choice of Kj, the square function S(foa)yT f)(z) vanishes for
x € °B(0,2k). Hence, we get for any p € (1,00) that

k 1. 1+4n k
1QE) , fllee < 1B, 28) 7k 2 |Q) 1 I,
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FIGURE 9. Visualization of the interpolation in Propo-

sition 9.21. For (Rea,1/q) in the interior of the grey

shaded region, Qy, 7 is bounded L? — T? with a bound

Celm=2mIme where (' is independent of Im . Stein in-

terpolation in Step 3 provides boundedness LY — TY in

the interior of the red triangular re[pgi?n, the lower bound-
1 ,2Jo 2Re

ary of which is given by % — L 22l

which shows that the qualitative mapping properties remain valid if we
replace the target space L?(K}) by TP.

If in addition (Rea,1/q) belongs to the interior of the gray shaded
region in Figure 9 and f € LYNL?, then we obtain the quantitative
bound

k 062 (e} 2
1R fllre < [ 1Qy, o fllrs S €Tl

U,T,quHLq:

where in the second step we have used (9.41) and the implicit constant
is independent of ¢, Im a, k.

Now, let (Rea;,/q;), 7 = 0,1, belong to the interior of the gray
shaded region in Figure 9. We intend to use to Proposition 4.11 for

T(z) = @1(/}?@ v(2) = (Reap)(1 — 2) + (Re ay) 2,

), T’
and the interpolation couples X; = L% and Y; := T%. The dense
subspace is Z := L>NL® NL%. The qualitative bounds above yield (i)
and the continuity part of (ii) in Proposition 4.11. The quantitative
bounds determine the constants A/; in (ii). Hence, we get for any
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(Re a, /q) on the segment connecting the (Re«;,1/q;) a bound

k
1QY fllve S Wllorll flis (f € LML),

where the implicit constant is independent of ¢/ and k. Finally, we can
pass to the limit as k& — oo via Fatou’s lemma to obtain the same type
of bound with Qy,_ rf on the left-hand side. We have now completed
Figure 9 by adding the triangular region.

Step 4: Conclusion. We specialize to a = o, so that ¢, = 1. The cor-
responding boundedness properties for Qy r are dictated by Figure 9.

If o <2 theni>1_— 2o 20 i¢ peeded. If o > L}e, then every

2[p,2]o’ a” p p n 2[p,2
q € [2,00) is admissible and this coincides with the range obtained in
the first case. U

We single out the conclusion for the operator L and the most common
auxiliary functions 1. Note that we can allow any ¢ € UT when p > 2,
which is a significant improvement compared to what is predicted by
the abstract theory in Section 8.2.

Theorem 9.22. Let p_(L) < p < py(L) and let o,7 > 0. Let 1) be of
class U7 on any sector. Then

1Sy, fllp = llafllw (f €12,
provided that

o 7> [rfa—n/2p)| and 0 >0 if p < 2,
e7>0ando >0 ifp>2.

Moreover, the upper square function bound ‘ <’ remains to hold for
pi(L) < p < w+(L)/(n—20p, (L)), where the upper exponent bound is in-
terpreted as oo if 20p4 (L) > n.

Proof of Theorem 9.22. If p < 2, then the assumption means that 1 is
an admissible auxiliary function for HY, see Section 8.2. Hence,

1Sp,.fllp = 1Qu L fllre 2 (| flle = [laf]uw,

where the final step is due to Theorem 9.7.

If 2 < p < py(L), then our assumptions on 1) are less restrictive than
the ones predicted by the abstract theory.

We begin with the upper bounds. By Theorem 9.7 we have HY =
L? N L? with equivalent p-norms. Hence, we can apply Proposition 9.21
for any p € (2,p4(L)) and by assumption on ¢ we may do so for any
0 € (0,1). This leads to

1Ss.cflle S Ifllg (f €LINLE)

for any ¢ > 2 that satisfies 1/g > 1/p, (1) —29/n, which is the range stated
in the theorem.
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For the lower bound we let f € L? with Sy, 1. f € L” and take p € U
as in Remark 3.4 so that we have the reproducing formula

< ary A
r= [ etenuens g

Now, we refine the duality argument of Part 8 in the proof of Theo-
rem 9.7. We write again L* = a*L*(a*)~!, with L* an operator in the
same class as L and p’ € (p_(L*) Vv 1,2). For all g € LY NL? we get

dt
t

dxdt
t )

(f,q) = / TR, a et (P L)) )

— [ ] @ T
o Jre
where (-, -) denotes the L? inner product. Thus,

[(f, ) < NQufllrrlla*Qpe rs(a”) " gl
S NSp2flpllSpe s (a”) " glly
S 1Se.Lflpllglly

where the first step is by the TP — T? duality and the third step uses
the upper square function bound with ¢* € U for L* on L”. Since g €
L7 NL? was arbitrary, the lower bound ||Sy . f|l, = || f|l, follows. O

10. A DIGRESSION: H®-CALCULUS AND ANALYTICITY

In this short section we present two consequences of the identification
theorem for operator-adapted Hardy spaces that are of independent
interest. One concerns analyticity, the other one concerns the H*-
calculus for L.

Recall that the standard assumptions (8.5) that we use to build the
L-adapted spaces depend only on the configuration on L?: sectoriality,
H*-calculus and off-diagonal estimates for the resolvents (1 + t2L)~!
with real t. By the sectorial version of Proposition 8.10 discussed in
Section 8.2, all L-adapted spaces inherit the H**-calculus with the same
angle as on L%

It follows from Theorem 9.7 that we obtain H*-calculi for L on
classical H? and H'%-spaces with the best possible angle. In the range
p € (1,00), such results on L? could in principle be obtained from
Blunck and Kunstmann’s theorem [30]. This is the road taken in [6,
Sec. 5] when a = 1. We are not aware of an analog of the Blunck—
Kunstmann result on Hardy—Sobolev spaces. In fact, we are not even
aware of any general results for p < 1 or ¢ < 1 or even of functional
calculus away from the Banach space range.

We summarize this discussion in the following result.
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Theorem 10.1. Let p_(L) < p < p4(L) and (p—(L)« V 1) < ¢ <
q+(L). For every v € (w,m) the functional calculus bounds

lan(L)a™ fllar S l1nllooll f 1l
In(L)glligra S [nllscllgllppra
hold for all n € H*(SF) and all f € H*NL?, g € HY N L2

The open p-interval in Theorem 10.1 is the largest possible one since
n(¢) = (1+t*¢)~" with real ¢ is admissible. An example that illustrates
the less familiar second inequality is ||V, (1 + t2L) " g|lue < ||Va9]|ue,
which is of a different nature than the bounds defining N (L) and is
valid for ¢ in a bigger set.

This also leads us to analyticity, that is, resolvent bounds for param-
eters in a sector in the complex plane. According to Section 3.2, L is
sectorial in L? with angle wy, not exceeding 2wpp < . We obtain for X
being any of the spaces in the statement above and every p € (wp, )
that there are extensions by density with operator norm bounds

sup |[[2(z — L) xsx < 0.
z€C\S}

This means that HP-boundedness of resolvents (1 + ¢*L)~! with real ¢
alone self-improves to the same properties for the resolvents (1+42z2L)~!
for z € S} and p € (0, ("—wr)/2).

A similar discussion applies to L? off-diagonal estimates for T'(z) =
(1+22L)7", z € S}, when (p_(L)V1) < p < pi(L). For a small and p-
dependent angle they can be obtained from the Stein interpolation the-
orem for analytic families of operators, see Lemma 4.13. Having the LP-
boundedness and the L? off-diagonal estimates for the (p-independent)
optimal angle implies by complex interpolation applied to each single
operator T'(z) the L off-diagonal estimates for T'(z), see Lemma 4.14.
If p (L) <1 (vesp. p_(L*) < 1), we shall see in Section 14 that we
may also include L* (resp. L) off-diagonal estimates here.

In the same manner, we could obtain self-improvements for other
families. Of particular interest is the analytic Poisson semigroup gen-
erated by —L'/2, which has angle 7/2 — /2, and when w;, < 7/2 — that
is, for instance when a = 1 — the analytic heat semigroup e=* with
angle /2 — wy,.

11. RIESZ TRANSFORM ESTIMATES: PART II

We come back to the Riesz transform interval
Z(L) = {p € (1,,00) : Ry is a~ ' H? — HP-bounded},

defined in (7.1), the endpoints of which we have denoted by r4(L). In
Section 7 we have characterized the endpoints of the part of Z(L) in
(1,00). The identification theorem for adapted Hardy spaces allows us
to complete the discussion through the following theorem.
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Theorem 11.1. It follows that

I(L) = (p-(L), q+(L)).
Moreover, the following hold true:
(i) The map aL'? : H*» "W — HPNL? is well-defined and
bounded for the p-quasinorms if p_ (L), V 1, < p < ps(L).
(ii) An exponent p € (1,,00) belongs to Z(L) if and only if the
map in (i) extends by density to an isomorphism H** — HP

whose inverse agrees with L~Y%a=" on H? N L2, In particular,
if p€ Z(L), then

IRLf e == llafllwe  (f € o™ (H"NLY)).

The reader may wonder if the separate discussion in Section 7 could
have been avoided. The answer is that it can not, since Theorem 7.3
was used in proving Theorem 9.7.

Proof. The Hardy space theory yields for p_(L), V 1, < p < pi(L)

continuous inclusions for the p-quasinorms,
H'?NL? C H;?,

(11.1) . )

H; Ca  (H?NL?).

More precisely, by Theorem 9.7 the first inclusion is an equality up to
equivalent quasinorms if p < ¢, (L) and the second one is an equality if
p > p_(L). The first inclusion for ¢, (L) < p < p; (L) is due to (9.34)
and the second inclusion for p_ (L), V 1, < p < p_(L) is due to (9.24).

Step 1: Proof of (i). As Figure 8 tells us that L/2 : H;”N"W'? — H is
bounded for the p-quasinorms, we conclude from the inclusions above
that aLY2 : H"» 0N W2 — HPNL? is well-defined and bounded for
the respective p-quasinorms. The extension to H'** N W2 follows by
density.

Step 2: Bounds for Ry. Let p_(L) < p < q+(L). Then the inclusions
in (11.1) become equalities and Figure 8 tells us that

IVoL ™2 fllue = llafllwe  (f € H NR(LY?)).

Since HY NR(L'/?) is dense in H, for the norm || - [[ge +|| - ||2, we obtain
by approximation and the various quasinorm equivalences that

IRLfllar = [laf|lwr  (f € a™ (H NL?)).
In particular, Ry, is a~! H” — H?-bounded.

Step 3: Identification of the endpoints of Z(L). In view of Theorem 7.3
it remains to show p_(L) = r_(L) in the case that one of these expo-
nents is smaller than 1. In Step 2 we have already shown r_(L) < p_(L)
without any such restrictions. The only task remaining is to prove that
r_(L) < o < 1 implies (p,1] C J(L).
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We may assume o < 2, since otherwise the claim already follows
from Proposition 6.7. Since r_(L) V1 < p* < 2, Theorem 7.3 yields
p_(L)V1 < ¢* < 2and hence (tLY/?(1+>L)~1);50 is L¢ -bounded, see
Lemma 4.16.(i). Now, let f € H2NL?% Then f € R(aL'/?) thanks to
Lemma 7.7, so that we can estimate

11+ £L) 7 a fllpe SEHILT 207 ]l
StHVeL ™20 flne
St f e,

where we used the assumption r_(L) < p in the last line. This means
that the resolvents are a—* H¢ — L2 -bounded. According to Lemma 4.15
they satisfy L¢ off-diagonal estimates of arbitrarily large order and
for compactly supported f € L? with mean value zero we recall from
Corollary 5.4 that [, a(14+t*L)""(a™" f)dz = 0. With these properties
at hand, the required HP-boundedness of the resolvents for p € (p,1]
follows from Lemma 4.9.

Step 4: Proof of (i). If aL'/? extends to an isomorphism with the
given property, then

IR f e = IL72a (af)llzo = laflwr (f € ™ (H NL?))

as required.

Conversely, suppose that p € Z(L). This means that R, = V,L™/?
is a=' H? — HP-bounded and hence L2~ : HP N L2 — HY? N W2 is
well-defined and bounded for the p-quasinorms. According to Step 3
the exponent p must be contained in [p_(L), ¢+ (L)] N (14, 00), which,
in view of Theorem 6.2, is a subset of the interval considered in (i).
Therefore aLY? : H** N W'? — HPNL? is also bounded for the p-
quasinorms and hence it extends to an isomorphism with the required
properties.

Step 5: Conclusion. We already know the endpoints of Z(L) and it
remains to show that this interval is open. The map in (i) is defined
and continuous for p in an open interval I that contains Z(L) and the
isomorphism property in (ii) characterizes Z(L) as a subset of I. Since
the scales of spaces (Hl’p)pe(l*,oo) and (H?)pe(1,,00) interpolate by the
complex method, the openness of Z(L) is a consequence of énefberg’s
stability theorem [69, Thm. 8.1|. See also [69, Thm. 8.1] for the fact
that compatibility of the inverses is preserved. Il

In Part 10 of the proof of Theorem 9.7 we have seen that ¢, (L) €

H(L) is possible only if the Riesz transform is L7+ B)_bounded. Hence,
we can note:

Corollary 11.2. The interval H'(L) is open at the upper endpoint,
that is, ¢, (L) ¢ H'(L).
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The statement (ii) in Theorem 11.1 can be strengthened to a Riesz
transform characterization of abstract and concrete Hardy spaces. For
operators of type — div, dV, such results first appeared in [58, Sec. 5.
Interestingly, this observation allows us to strengthen the identification
theorem for HY itself in that H (L) is open and hence identification fails
at the endpoints.

Theorem 11.3. Let p € (p—(L)« V 1.,q+(L)). Then
H ={fe€L?: R.f € H"}

with equivalent quasinorms || - [|gz ~ ||Rr - [[ae. In particular, it follows
that

H(L) = (p—(L), p+(L)).

Proof. Let p € (p—_(L)« V 1i,q+(L)). We first prove the quasinorm
equivalence for f € HY. To this end, we argue as in Step 2 of the proof
of Theorem 11.1, except that in the given range of exponents only the
first inclusion in (11.1) is an equality but we cannot identify H? unless

p > p_(L). This yields
IRLf I > (| flley  (f € HEL)

and we can replace HY with a~(H”? N L?) if in addition p > p_(L).

Conversely, let f € L? satisfy R, f € HP. Arguing as in Step 1 of
the proof of Theorem 11.1, we find that L2 : H*» N W2 — HE is
bounded for the p-quasinorms. The only difference is again that we
cannot identify HY . By assumption we have L='/2f € H** "W'2. Let
(ur) € Z be a sequence with u, — L~Y2f in H"* " W"? as k — oo
and set fi, := L'?u;. Then (f;) is a Cauchy sequence in (the possibly
non-complete space) H? that converges to f in L?. Let H? be defined
by the auxiliary function 1. By L? convergence

AﬂwwmmW®=mn (L) fuly)? dy

k—o0 B(.Z’,t)

holds for all (¢,z) € Ry and Fatou’s lemma yields

dydt\"*
P, <liminf L 2 d
I <sminr [ ([ wename ) o

— 15 : p
= lim inf | fi | -

The final expression is finite by the Cauchy property in HY, which
means that f € HY.

Concerning the final statement, we recall from Theorem 9.7 that
p+ (L) are the endpoints of H(L). For the sake of a contradiction, sup-
pose p == p_(L) € H(L). The first part yields ||Rpf|lur =~ ||af|ur for
all f € a~'(H? NL?), which contradicts Theorem 11.1. Likewise, sup-
pose py (L) € H(L). Since H(L) C (1,,00), we must have p, (L) < oo
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and therefore p_(L*) = p, (L) > 1 by duality and similarity. Propo-
sition 8.9 implies with p = p_(L*) that HY}, = LP N L? with equivalent
p-norms, that is p € H(L*), which is impossible as we have already
seen. U

12. CRITICAL NUMBERS FOR POISSON AND HEAT SEMIGROUPS

In this chapter, we show that the critical numbers are intrinsic in the
sense that we could have equivalently defined them through other fam-
ilies of functions of L than resolvents. For the applications to boundary
value problems we are mainly interested in estimates for the Poisson
semigroup (e_tLl/z)t>0. It would have been equally natural to try build-
ing the theory in Section 6 from the intervals

TPH(L) = {p € (L.,00) : (e7")z0 s @~ HP -bounded},
NTPOS(L) = {p € (1,,00) : (tVIe_tLl/Q)DO is a" ' HP — HP —bounded}.

Note that both intervals contain p = 2. Indeed, 2 € J"°"(L) fol-
lows from the functional calculus on L? and to prove 2 € NT°%(L) we
additionally use ellipticity to obtain

[6Vae " FI12 < Re(at®Le ™ f,e 72 1) < |1 f113

for all t > 0 and all f € L2 This gives rise to a definition of critical
‘Poisson’ numbers.

Definition 12.1. The lower and upper endpoints of JF°*(L) are de-
noted by pF°"(L) and pL°*(L), respectively. Likewise, ¢i°®(L) denote
the endpoints of NTS(L).

The reason why we use J (L) and N(L) is that Poisson semigroups
offer very limited off-diagonal decay (think of the Poisson kernel for the
Laplacian), whereas the resolvents offer exponential decay. One main
result in this section is that while the decay properties are strikingly
different, the associated critical numbers are the same.

Theorem 12.2. p(L) = py(L) and ¢1°(L) = q+(L).

Aiming in a similar direction, we note that the unperturbed operator
Ly = —div, dV, is sectorial of angle wy, € (0,7/2) and hence it gener-
ates a holomorphic semigroup (e_tQLO)bo on L?, called heat semigroup.
The associated intervals

T (Ly) = {p € (1, 0) : (e "T0),50 is HP -bounded },
N (Lo) = {p € (1.,00) : (tV,e 1), is HP -bounded }

contain p = 2 by the same argument as for the Poisson semigroup and
their endpoints are the critical ‘heat’ numbers.
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Definition 12.3. The lower and upper endpoints of J"¢(L) are de-
noted by p"*®*(Lg) and p***(Ly), respectively. Likewise ¢1°**(Lg) denote
the endpoints of Neat(Lg).

We refer to [3] for a systematic treatise of critical heat numbers in the
range p € (1,00) and their relation to Riesz transforms, H*-calculus
and square function estimates.

The second main result in this section shows that critical numbers
and critical heat numbers are the same in the full interval of exponents.
Since also the critical numbers for Ly and L are the same (Theorem 6.9),
this provides a means of characterizing all intervals of exponents in the
monograph through properties of a heat semigroup, even though L
itself need not be a generator.

Theorem 12.4. pi**(Lo) = p+(Lo) and ¢1**(Lo) = ¢+ (Lo).

This second result tells us that the theory in [6] relying on the critical
heat numbers is in coherence with the one here when restricted to the
range p € (1,00).

The proofs of both theorems follow the same pattern. If we assume
resolvent bounds, then semigroup bounds follow immediately from the
functional calculus bound in Theorem 10.1, whereas in the opposite
direction we can represent resolvents via Laplace transforms of the
semigroup. For the Poisson semigroup these formulsee become more
technical since we want to estimate the resolvents of the square of the
semigroup generator L'/2. It is for this reason that we shall showcase
the strategy for the heat semigroup first although the Poisson semi-
group is of greater importance to us.

For both proofs we need part (i) of the following proposition. The
extensions in (ii) and (iii) will be needed much later in Section 20.

Proposition 12.5. Let p_ (L) < p < q < pi(L) and consider the

tL1/2 7t2L0>

families (ae™"*""a™1)~o and (e

(i) Both families are H? — H?-bounded.
(ii) If p_(L*) <1 and 0 < o < n(Y/p_(1#) — 1), then the first one is
H? —aA®-bounded and the second one is HP —A*-bounded
(iii) If p_(L*) < 1, then they are H? — L>-bounded.

t>0-

Proof. We prove the three statements in order.

Proof of (i). We recall from Theorem 6.9 that py (L) = p1(Lg). Hence,
HP?-boundedness follows directly from Theorem 10.1.

As we have p_(L) < 2, (Proposition 6.7), we can use a Sobolev
embedding followed by Theorem 11.1.(ii) and Theorem 10.1 with ex-
ponent p = 2, in order to obtain for all ¢ > 0 and all f € H* NL?
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that

oo™ s S V™0™ fll
(12.1) ~ ||aL1/Qe_tL1/2a_1f||H2*

5 t_1||f”H2*‘

Hence, (ae™"*a71),so is H* —L%-bounded. By the first part and
Lemma 4.4 we obtain for each p € (p_(L),2) an integer § such that
(ae_tﬁLl/Qa_l)bo is H? — L2-bounded. Interpolation with the first part
yields H? — H%-boundedness for all exponents p_(L) <p < g < 2.

Applying this result to L* and using L* = a*L*(a*)~! yields in par-
ticular LY — L” -boundedness for (e /(E0"*), o if (p_ (L) V1) < ¢ <
P < 2. Hence, L? — LY boundedness of (ae™2"*a™1),5o follows for
2 < p < q < py(L) by duality and ellipticity of a*. In the remaining
case that p and ¢ are on opposite sides of 2 we can use the semigroup
property and combine H? — L? and L? — L%-boundedness.

The proof for the heat semigroup is mutadis mutandis the same
since the second-order scaling guarantees that the third step in (12.1)
remains valid.

Proof of (ii). Let a = n(1/, — 1) with p_(L*) < o < 1. Part (i)
yields that (a*e )" (¢*)™1),50 is H? — L”-bounded if p_(L) V 1 <
p < p4+(L). By similarity and duality (e *%"*),oq is L” —A®-bounded.
This is the claim under the additional assumption p > 1. The full
result follows from (i) by the semigroup property.

The same argument applies to the heat semigroup.

Proof of (ii1). By the semigroup property and (i) it suffices to treat the
case p > 1. The claim has nothing to do with semigroups and simply
follows from (i), (ii) and the following interpolation inequality. O

Lemma 12.6. Let 1 < p < oo and 0 < a < 1. If g € LPNA®, then
g € L™ and

9 (0
o < 2|BO, D 7 |lgllllgll}Z?, 6= .
lgllee < 2|B(0,1)|"#(|gll,llgll ;=" YA

Proof. For z,y € R" we have
9(@)] < (W)l + |z — y|*llgll Ao

We take the average in y over some ball B(z,r) and use Holder’s in-
equality to give

l9(@)| < (1B, D)Ir™) " ?llglly +r*llgll o

We conclude by picking r such that the terms on the right are equal. [
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12.1. Identification of the critical heat numbers. We turn to the
proof of the second principal result of this section.

Proof of Theorem 12.4. We break the argument into three steps.

Step 1: From the resolvent to the semigroup. Proposition 12.5.(1) im-
plies (p—(Lo), p+(Lo)) € T (Lo).

Next, we let p € (¢-(Lo),q+(Lo)). Then p € (p-(Lo),p+(Lo)) by
Theorem 6.2. Combining Theorem 11.1.(ii) and Theorem 10.1, we get

[tV2e L0 I = ||tLg e 050 fllur S | f]lue,

which proves p € N (L;). We conclude that (¢_(Lo),q:(Lo)) C
Nheat( Lo)

Step 2: From J"(Lg) to J(Lg). For every t > 0 the operator
T:=1+1tLg

is invertible and sectorial of angle wy, < /2. By the Calder6n repro-
ducing formula we have for f € L? as an improper Riemann integral,

f= /OOOTe_Sdes.

Applying T~ on both sides gives the classical formula
(12.2) (1+#*Lo) ' f = / e ve Lo f 4
0

and the integral converges absolutely in L? since the heat semigroup is
uniformly bounded.

Let now r € J"(Ly) and take any p between 7 and 2. We shall
show that ((1 + t?Ly)™!)ss0 is HP-bounded, that is, p € J(Lo). Then,
together with Step 1, pia*(Lg) = p1(Lg) follows.

Step 2a: The Lebesque case p > 1. Since the heat semigroup is LP-
bounded, the integral in (12.2) converges absolutely in L” for all ¢ > 0
and all f € L? NL? and we obtain

1L+ #2Lo) ™ fllp S N £l
as required.

Step 2b: The Hardy case p < 1. We appeal to Lemma 4.9 in order to
show that the resolvents are H’-bounded.

For f € L? with compact support and mean value zero we have
fRn (1+t*Lo)~! fdx = 0 by Corollary 5.4. For the other two assumptions
in Lemma 4.9 we use exponents ¢ € (r,p) and ¢ € (1,2) with 7/p—7/q <
1. In particular, o, g are interior points of J1°a(Ly).

From Step 2a we obtain ¢ € (p_(Lg),2). Hence, ((1+ t*Lg)™")i=0
satisfies LY off-diagonal estimates of arbitrarily large order by interpo-
lation with the L? off-diagonal decay.
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It remains to show that ((1 + t*Lgy)™!)ss0 is H? — L9%-bounded. The
following boundedness properties hold for the heat semigroup: first H"
and H? (by assumption), second L? —L? (by Proposition 12.5), third
H? —1L? (by Lemma 4.4 and the semigroup law), fourth H? — L7 (by
interpolation). This allows us to take L%norms in (12.2) and obtain
for all t > 0 and all f € HNL?,

_ OO_S;E,Q
nu+ﬂm>vms/‘e<quwvmmS
0

St e[ fllae,
where the integral in s is finite by the choice of our exponents. This
completes Step 2b.

Step 3: From N'(Lg) to N'(Ly). Let r € Nt (Ly) and take any
p between r and 2. We shall show that (tV,(1 + t?Lo)~!)ss0 is HP-
bounded, that is, p € N'(Lg). Then, together with Step 1, ¢**(Ly) =
q+(Lo) follows.

(12.3)

Step 3a: The Lebesque case p > 1. We apply tV, on both sides of
(12.2) and take LP-norms in order to get

_ 1
mmﬂ+ﬂm>vms/ sEe |1l ds < 11,
0

as required for all £ > 0 and all f € L?NL%

Step 3b: The Hardy case p < 1. By Theorem 6.2 the intervals J (L)
and N (Lg) have the same lower endpoint. Hence, it suffices to prove
p € J(Ly), that is, H?-boundedness of ((1 + t2Lg)!)s~o. Moreover,
we can assume p < 2, since otherwise we can directly conclude by
Proposition 6.7. Once again we appeal to Lemma 4.9. We fix any
0 € (r,p) and let ¢ .= r* € (1,2). In particular, 7/o — 7/q < 1 and p, ¢q
are interior points of Nt (L).

For f € L? with compact support and mean value zero we have
Jpn (1 + t2Lo) "' fdz = 0 by Corollary 5.4. From Step 3a we obtain
that ¢ is an interior point of N'(Ly), hence of J(Lg). By interpolation
with the L? off-diagonal decay we find that ((1 4 t2Lo)™');>o satisfies
LY off-diagonal estimates of arbitrarily large order.

Finally, we obtain by a Sobolev embedding for all ¢ > 0 and all
feH NL?,

—_t2 —t? N
le™" 0 fllLa S Vee™ ™ fllur S ¢ fllur

which is H” — LY-boundedness of the heat semigroup. Since ¢ is an inte-
rior point of J(Lg), we also have LI-boundedness of the heat semigroup
from Step 1 and hence we obtain H” — L?-boundedness by interpolation.
This being said, we can take again L?-norms in (12.2) and conclude the
missing H” — L%boundedness of ((1 + ¢*Lg)*);>0 as in (12.3). O



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 131

12.2. Identification of the critical Poisson numbers. We present
the proof for the Poisson semigroup vis-d-vis and focus on where the
argument gets technically more involved.

Proof of Theorem 12.2. We break the argument again in three steps.

Step 1: From the resolvent to the semigroup. We get (p_(L),p+(L)) C
JYos(L) and (q_(L),q (L)) € NT°(L) by repeating the argument for
the heat semigroup mutadis mutandis.

Step 2: From JY(L) to J(L). We shall always get from Poisson
semigroup bounds to resolvents of L'/? on the imaginary axis and then
to resolvents of L via the decomposition

(1+£20)" = (1 —LY)H) A +itLY?)™t (> 0).

As a substitute for (12.2) we need Laplace transform formule on the
imaginary axis that we are going to derive next.

Let ¢ € (0, (m—wr)/4) and t > 0. Since L'/? is sectorial of angle «z/a,
the operator

T = e %) 4 te°L'V? = —je*(1 + itL'?)

is invertible and sectorial of angle 7/2—¢. By the Calderén reproducing
formula we have for f € L? as an improper Riemann integral,

f= /000 Te T fds.

Applying 7! on both sides gives the formula
(124) (L) = e [ e s
0

The latter integral converges absolutely in L? since by the functional
calculus on L? the Poisson semigroup is uniformly bounded on e*R*
and Re(ie®®) = —sin(e) < 0. A similar formula holds for (1 —itL'/2)~1f
upon replacing i by —i at each occurrence.

Let now r € JF°®(L) and take any p between r and 2. We shall
show that ((1+t*L)™1)s0 is a~! HP-bounded, that is, p € J(L). Then,
together with Step 1, pt°(L) = p. (L) follows.

Step 2a: The Lebesque case p > 1. Interpolation (Lemma 4.13) of the
L"-bound for (0, 00) and the L*-bound on some sector provides us with
a smaller € > 0 such that e=*£"* is LP-bounded for z € S+. Hence, the
integral on the right-hand side in (12.4) converges absolutely in L? for
all t > 0 and all f € LPNL? and we obtain

1L+ L) fll < ULl

The same argument applies to (1 — itL*?)~! and LP-boundedness of
(1+2L)~! follows by composition.
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Step 2b: The Hardy case p < 1. As in the case of the heat semigroup
we appeal to Lemma 4.9 and use exponents ¢ € (r,p) and ¢ € (1,2)
with 7/ — n/q < 1. In particular, g, q are interior points of J°"(L).

The vanishing moments condition and the LY off-diagonal estimates
of arbitrarily large order for ((1 + t*L)™1);~¢ follow exactly as for the
heat semigroup and it remains to show a=! H? — L9%-boundedness. As
before, we arrive at o~ H? — Lé-boundedness for (e7*%"*),.o but we
need to extend the property to some small sector in order to use (12.4).

Again by Step 2a, we know that there exists a smaller ¢ > 0 such
that the Poisson semigroup eI is L9 bounded for z € S_; Now, let
z € ST and decompose

z=t+2 with t>0,2 €S, |z|~|] ~t.

By composition, e *L? = @A LVEe—tLY? g =1 H _ L9-bounded for
z € SF. Taking L%norms in (12.4), we obtain for all £ > 0 and all
feHnenL?

(1 +itZ) a7t f, S / e (st) Ve | f e ds
0

S| £l

where the integral in s is finite by the choice of our exponents. Hence,
((1+itLY?)7 )50 is a=t H? — L%bounded. In Step 2a we have seen that
((1—itLY?)=1) 50 is L&-bounded. Thus, ((1+#>L) )0 is a~! H? — LI-
bounded. This completes Step 2b.

Step 3: From NY°S(L) to N(L). We cannot work with the represen-
tation (12.4): once the gradient is inside the integral, we would have
to deal with a function that behaves like s~! in L*-norm near s = 0.
For ¢ € (0, (m=wr)/a), t > 0, and T := —ie!*(1 +itL'/?) as before, we use
instead the reproducing formula

f:/ sT? T fds
0

for f € L2 Applying T2 on both sides, we find the absolutely conver-
gent representation

(125) (]_ —|— 1tL1/2)_2f — _6216/ eiseis Se_steisLl/Qfds
0

with an additional factor of s. Again, an analogous representation is
available for (1 —itL'/?)=2f.

Let now 7 € NT°(L) and take any p between r and 2. We shall show
that (tV,(1 + t2L) )4~ is a~! H? — HP-bounded, that is, p € N(L).
Then, together with Step 1, ¢}°®(L) = ¢.(L) follows.

In contrast to the proof for the heat semigroup we also need to
distinguish the case p > 2 from the rest.
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Step 3a: The case 1 < p < 2. We can further assume p < 2, (and hence
n > 3), since otherwise we can directly conclude by Proposition 6.7.

We claim that for every ¢ € [p, 2] there exists a smaller £ > 0 such
that the following boundedness properties hold for all z € S¥:

(12.6) L¢—L¢ for 2V, e 1"
(12.7) LY=L for e M.

For (12.6) we use interpolation between the L"-result on (0, 00) and
the L2-result on some sector. As for (12.7), we use the assumption and
a Sobolev embedding to give

. r1/2 _71/2 _
e flle < IV 2 flle S L2 7HI

for all z € (0,00) and all f € L" N L2 This means " — L -boundedness.
The same argument works for z in a sector if we replace the exponent
r by 2 and we can conclude by interpolation as before.

We use (12.6) for ¢ = p*. This choice is admissible since we assume
p < 2,. Applying tV, to (12.5) and taking L? -norms, we obtain for

all t >0 and all f € LP NL?,
o 5/ e—ssin(a)Hf
0

Hence, (tV,(1 + itL}/?)72),5o is L” -bounded. In the same manner,
(12.7) for ¢ = p implies that ((1 — itL'/?)72),5¢ is L? — L? -bounded.
By composition, (tV,(1 +t2L)~2?);s¢ is L? — L -bounded.

Since this works for all p € (r,2,), we get LP-boundedness of (tV,(1+
t2L)™%)4~0. Indeed, it suffices to interpolate with the L? off-diagonal
estimates and then use Lemma 4.7. But then we can apply Lemma 6.5
in order to get LP-boundedness of (tV,(1 + t?L)™!)ss¢ as required.

1tV (1 + itLY?)72f

p+ ds.

Step 3b: The case 1, < p < 1. As in Step 3b for the heat semigroup we
see that it suffices to prove a~* HP-boundedness of ((1+t*L)™1);~¢ and
in doing so, we can assume p < 2,. As usual, we rely on Lemma 4.9.
We fix any ¢ € (r,p) and let ¢ .= r* € (1,2). In particular, 7/o—7/q < 1
and g, ¢ are interior points of NTOB(Ly).

Repeating the argument from Step 3b for the heat semigroup mutadis
mutandis, we get the vanishing moments condition and the LY off-
diagonal estimates of arbitrarily large order for ((1 + t*L)™!);~o and
we get a~! H? — L%boundedness of the Poisson semigroup (e_tLl/Q)DO.
From Step 3a we know that ¢ is an interior point of N(L), hence
of J(L). Theorem 10.1 yields L%boundedness of (e_ZLl/Z)ZE;+
admissible € > 0. Consequently, we are back in the situation of Step 2b
of the ongoing proof and obtain the missing = H? — L%-boundedness

of ((1+ t2L)")ys0.

for any
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Step 3c: The case 2 < p < oco. We claim that there exists a smaller
e > 0 and an exponent ¢ € (1,p|] with /¢ — n/p < 1 such that the
following boundedness properties hold for z € ST

(12.8) LP — L for 2Ve "2,
(12.9) LI—LP for e "7

The first part follows by interpolation between the L” and the L%
result. For the second part we first note that 2* < p™(L) < pL°*(L) and
q""(L) < q_(L) < 2, by Step 1 and Proposition 6.7. In dimensions
n < 2 we have 2* = oo, hence 2 < p < r < pi®(L). We take
g = p and obtain the claim by interpolation between the L"-result
on (0,00) and the L-result on a sector. In dimension n > 3, we
have r, € (2,,7) C NT°5(L) and we obtain L™ — L"-boundedness on
(0,00) by the Sobolev embedding as in Step 3a. Now, (12.9) follows
by interpolation with the L*-boundedness on a sector for the choice
q = [2,7.]p given that p = [2,r]y. Note that n/q —/p =6 < 1.

Equipped with (12.8) and (12.9), we can take LP-norms in (12.5)
after having applied the gradient, as well as in the analogous formula
for (1 —itLY?)=2. We obtain LP-boundedness of (tV (1 +itL'/?)72),5
and L?— LP-boundedness of ((1 — itL'/?)72),o. In the second case
the restriction on ¢ guarantees again that the integral in s converges.
Hence, (tV,(1 + t*L)"%);5¢ is LY — LP-bounded.

At this point we can repeat the argument in the last paragraph of
Step 3a to conclude LP-boundedness. O

12.3. More on off-diagonal decay for the Poisson semigroup.
We include an exemplary result to illustrate the poor off-diagonal de-
cay of the Poisson semigroup. In general, and in stark contrast to
the resolvents, there is not enough decay to bridge between L? — L%
estimates and L? — L%estimates via Lemma 4.7.

Proposition 12.7. If (p_(L) V1) < ¢ < 2, then (tLY2eL%),,
satisfies L? — L? off-diagonal estimates of order n/q — /2 4 1.

Proof. We pick p € (p_(L) V 1,q) and let § € (0,1) be such that
q = [p,2]yp. For a parameter o > 1, to be chosen later on, we consider
the family

T Ry S LA LN (3]

From the left-hand side and Lemma 4.16.(i) we obtain L? off-diagonal
estimates of order «, whereas from the right-hand side and Propo-
sition 12.5 we obtain L” — L% -boundedness. This implies LY — L? off-
diagonal estimates of order fa, see Lemma 4.14.
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Now, let E, F C R™ be measurable, f € LYNL? and t > 0. We use
the Calderén reproducing formula

0o
_ _ _71/2 ds

f =c, s¢ 1La/2 1/2e sL
0 S

in order to give

1p(tLY e H ") 1, f

< pgal 1/2 ds
= ¢, T 1p((s+ )L e DY L 22
/0 (S + t)a F<( ) ) Ef S

Thus, setting v == n/q — /2 > 0, we get
Y
[1p(tLY e )1 g £

e a—1 —bOa
sl [ s (14 S5 R)

s+ t)aty s+t s
gl d(E, F)/t\ " do
= t —_ (14 == .
1/1lq té G+UW”( i ) .

We let X = d(BF)/;. Tt remains to show that we can choose a@ > 1 in
such a way that with an implicit constant independent of X,

©  gatl X \ do
_ (1 4+ — — < (1+Xx)
/0 (1—1—0)‘““/( +1+0) O'N( +X)

In the case X < 1, we simply bound the left-hand side by

o ga-l do
- <1< (1+XxX)7

In the case X > 1, we split the integral into three pieces and obtain a
bound (up to a multiplicative constant depending on «,, 6) by

oa— —00& o0 o—
/lgalxead_a+/xa (X [ Hdo
0 o 1 o9t \ o o x 0977 o

5 X—Oa +X—0a<X€a—’y—l + 1) +X—’y—1

SA+Xx)7
provided that we pick a > (+1)/g Vv 1. d

13. L BOUNDEDNESS OF THE HODGE PROJECTOR

In this chapter, we discuss LP-boundedness of the Hodge projector as-
sociated to Lo (that is, L in the case when a = 1). We obtain a
characterization of the range for p in terms of critical numbers.

Let p € (1,00). The well-known Leray—Helmholtz decomposition
states that every vector field f € LP(R™;C™") can be decomposed
into a divergence-free part and a gradient field. In order to set the
stage for studying operator-adapted counterparts, it will be convenient
to reproduce the simple proof.
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Definition 13.1. For p € (1,00) let
N,(div,) == {g € LP(R";C"™) : div, g = 0},
R,(V.) = {V.h : h € W(R™; C™)).

Lemma 13.2 (Leray-Helmholtz decomposition). Letp € (1,00). There
15 a topological decomposition

LP(R™;C"™) = N,(div,) ® R,(V,)

and the projection onto R ( 2) 18 given by the LP-bounded Fourier mul-
tiplication operator —Vx(—Ax ) div,.

Proof. The Fourier symbol £ — [£|726®¢ of —V,(—A!) div, is homo-
geneous of degree 0 and hence fits into the scope of the Mihlin multiplier
theorem. Hence, this operator is defined on Z’ and restricts to bounded
map on L? that we call P,. As P, is a projection on L”, it induces the
topological decomposition L¥ = R(1 —P,) @ R(P,). By construction,
we have R(1 —P,) € N,(div,) and R(P,) C R,(V,). Equality in both
inclusions follows provided that N,(div,) N R,(V.) = {0}. But if f
belongs to this intersection, then f = V,h, where h € WP satisfies
A h =01in Z'. Therefore h = 0 in Z’, so h must be a polynomial and
hence a constant, which in turn means that f = 0. U

In view of the explicit formula for the projection in Lemma 13.2,
the Leray—Helmholtz decomposition is also called Hodge decomposition
associated with —A,. Following [6, Sec. 4.5], we look for similar de-
compositions adapted to divergence form operators — div, dV,. These
operators are defined in the sense of distributions modulo constants as
bounded operators

(13.1) —div, dV, : WHP(R"; C™) — W 1P(R"; C™)
for every p € (1,00). Their action is consistent for different values of p
and for p = 2 we find the operator A defined in (3.5). The adjoint to
(13.1) is given by

—div, d*V, : W' (R™; C™) — W1 (R™; C™).
When p = 2, it corresponds to the operator Lg = L§ in the same way
that — div, dV, corresponds to L.

The interval that we are mainly interested in concerns the bounded
extension to L of the L:-bounded Hodge projector V,A~" div,.

Definition 13.3. Introduce the interval
P(Lo) == {p € (1,00) : V,A " div, is L"-bounded}.

A priori, there are two possibilities to incorporate the matrix d into
the Leray—Helmholtz decomposition:

(13.2) LP(R™; C™™) = N, (div,) ® dR, (V)
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and

(13.3) LP(R™;C™™) = N, (div, d) @ R,(V,),

where closures are taken in L” and N,(div,d) = {f € LP(R™;C"™) :
div,(df) = 0}. We shall see that these topological decompositions
always hold when p = 2 and that this directly relates to (13.1) being an
isomorphism for p = 2. We say that such a topological decomposition
compatibly holds if in addition for every f € L? NL? the decomposition
in L” is the same as in L.

Compatibility with the theory for p = 2 is a key issue here and we
take the occasion to clarify some points that had been left unclear in
the literature. The central question is whether the set of p € (1, 00)
for which — div, dV, : W' — W™'? is an isomorphism is an open
interval. While openness turns out to be true in general, connectedness
requires more specific arguments.

As a cautionary tale, let us remark that in general the compatibility
of the inverse does not come for free and hence the property of being an
isomorphism does not interpolate. To give a simple example, consider
the dilation f — (t — f(%)) on the real line. Its restriction T}, to L?(R)
is invertible and ||Tp||,—, = 27 = ||T.7*||;2,. Hence, the spectrum
o(T,) is contained in the circle of radius 2!/?. Now, pick A\ € o(T3).
Then A — T is invertible on L*(R) and L*(R) but not on L*(R) and
therefore the inverses cannot be compatible.

Concerning the isomorphism property for —div, dV,, the formula-
tion in [6, Cor. 4.24] is ambiguous. As far as Hodge decompositions
are concerned, a general statement in [48, Prop. 2.17] asserts (when re-
stricted to our setup) that the set of exponents for which they are valid
is an interval, but their proof offers no specific argument. In view of our
discussion below, connectedness should still be considered unproved at
this stage and compatible invertibility and compatible Hodge decompo-
sitions only hold in the connected component that contains p = 2. The
fact that this connected component enters the discussion has previously
been noticed in |21, Section 3.

13.1. Compatible adapted Hodge decompositions. The follow-
ing discussion extends and streamlines the presentation in |6, Sec. 4.5].

Lemma 13.4. Letp € (1,00). Thenp € P(Lg) if and only if A extends
by density from W N W2 to an isomorphism W — WP whose
inverse agrees with A= on W= * " W12 In particular, P(Lg) is an
open set.

Proof. We need some preliminary observations on the Leray—Helmholtz
decompositions of L” and L? in Lemma 13.2. As they are being achieved
through projections that coincide on the dense subset L? N L%, we also
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have a direct decomposition
(13.4) LPNL* = (N,(divy) N Na(divy)) @ (Ry(V4) NR2(V2))

that is topological with respect to L? and L?norms. Moreover, the
subspaces on the right are dense in N,(div,) and R,(V,) for the LP-
norm, respectively. Now,

(13.5) V. : WP W - R,(V,) NRy(V,)

is bijective and bounded from above and below for the respective p-
norms. The same is true for

(13.6) div, : R,(Va) NRa(Vy) — Wl A W12,

Indeed, the upper bound follows right away, injectivity is due to (13.4)
and surjectivity and the lower bound follow since VA ! is an explicit
right inverse.

We turn to the actual proof. Since A : WP W2 — WP W12
is well-defined and bounded for the p-norms, it follows that it extends
to an isomorphism as claimed precisely if A=! : W' n W12 —
WP N Wh? is well-defined and bounded for the p-norms. Composition
with the maps in (13.5) and (13.6) yields equivalence to well-definedness
and boundedness in p-norm for

VA" div, : Ry(Va) NRe(Va) = Ry(Va) N Ry(V,).

Due to (13.4) this is the same as saying p € P(Ly).

Finally, the set of exponents p € (1,00) with the isomorphism prop-
erty for A with compatible inverse is open in (1, 00) thanks to Sneiberg’s
stability theorem, using that the scales (W'P),¢(1 oy and (W™17) e (1 o0
interpolate by the complex method. See for instance [10,88] and also
[69, Thm. 8.1] for the compatibility. O

Lemma 13.5. If p € P(Ly), then the Hodge decompositions (13.2)
and (13.3) compatibly hold. The projections onto dR,(V,) and R,(V)
are the extensions (by density) of —dV A" div, and —V,A"!div,d,
respectively.

Proof. On L*(R"; C™™) we consider the bounded projection operators
Py := —dV, A" div,,
P, = —V,A ' div, d.

They are LP-bounded since we assume p € P(Lg). We call P, and ]IBP

their extensions by density from L? NL? to bounded projections on L7,
which induce the topological decompositions

(13.7) L» =R(1—P,) ®R(P,), L?=R(1—P,) & R(P,).

By construction, we have

R(B,) CdR,(V.), R(B,) CR,(Vy)
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and from div, P, f = div, f and divw(dﬁ’pf) = div,(df) for f € L’NL?

we also conclude

R(1—P,) C N,y(div,), R(1—P,) C N,(div,d).

[t remains to establish equality in all four inclusions and owing to (13.7)
we only have to show that N,(div,) NdR,(V,) and N,(div, d) R, (V)
are trivial.

Let f € N,(div,) NdR,(V,). By density, we find h; € W NW'2
such that dV,h; — f in L? as j — oo. Then div,(dV,h;) — 0 in
WP, whereupon Lemma 13.4 yields hj — 0 in WP, Consequently,
we have f = 0.

Likewise, if f € N,(div,d) NR,(V,), then we pick h; € W? QW2
with V h; — fin L” as j — oo and conclude f = 0 as before. O

We shall see momentarily that p € P(Ly) also entails the following
property.

Definition 13.6. Let p € (1,00). Then d is said to satisfy p-lower
bounds if

ldfllp 2 I f1l> - (f € Rp(Va)).

While this is trivially fulfilled for a strictly elliptic matrix (and prob-
ably for that reason has not even been mentioned in [6,48]), in the
realm of elliptic systems it imposes a structural condition on d.

Lemma 13.7. If p € P(Lg), then d satisfies p-lower bounds.

Proof. By density it suffices to verify the p-lower bound for f = V, h
with h € W A W2, Then df € L NL? and

—f = Vu(—div, dV,) ' div, dV h = (VA" div, )df.
The assumption p € P(Ly) implies || f|l, < [|df ||, O

Altogether, we arrive at the following characterization.

Proposition 13.8. Let p € (1,00). The following are equivalent:
() peP(lo).
(ii) —div, dV, : W' — WP s an isomorphism whose inverse
agrees with A=' on WP n W12,
(iii) d satisfies p-lower bounds and (13.2) compatibly holds.
(iv) d* satisfies p'-lower bounds and (13.3) compatibly holds.

Proof. We show the following implications.
(i) <= (ii). This is Lemma 13.4.

(1) = (i), (1v). The compatible Hodge decompositions are due to
Lemma 13.5 and the p-lower bound for d is due to Lemma 13.7. More-
over, we have p’ € P(Lf) by duality and Lemma 13.7 yields the p’-lower
bound for d*.
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(13i) => (7). We have 2 € P(Lg) and according to Lemma 13.5 the de-
composition holds for p = 2 in virtue of the projection —dV,A~! div,.
The compatibility of the Hodge decomposition implies that this op-

erator is L’-bounded. Using the p-lower bounds, we obtain for all
felPnL?

HVJZA_I div, f”p N “dva_l div, f”p N ||f||p

(iv) = (7). As in the previous step, we get that —V,A"'div,d is
LP-bounded. By duality, —d*V,(A*)~1 div, is L” -bounded and the p'-
lower bound implies p’ € P(L). Again by duality, p € P (L) follows.

U

13.2. Adapted Hodge decompositions. We drop the compatibil-
ity assumption and ask under which conditions the d-adapted Hodge
decompositions hold.

Proposition 13.9. Let p € (1,00). The following are equivalent:
(i) —divy dV, : WY — WY 4s an isomorphism.
(i) d satisfies p-lower bounds and (13.2) holds.
(iil) d* satisfies p'-lower bounds and (13.3) holds.

Remark 13.10. As (i) is equivalent to the adjoint statement that
—div, d*V, : W' — W= ig an isomorphism, we could add to the
list three more items.

Proof. We establish the following implications.

(i) = (11), (i13). Set A, the operator in (i). The Hodge decomposition
follows by a wverbatim repetition of the proof of Lemma 13.5. In fact,
it is even easier, using the operator A L. WP — W provided by
assuming (i). We can directly define the bounded projections

P, = —dVIAgl div,,

IT”p = —VxAljl div, d
on L” and use (i) in place of Lemma 13.4 in the proof. Likewise, for
the p-lower bound for d we can repeat the proof of Lemma 13.7 with
At in place of A™! and working with f = V,h, where h € WP By
duality, (i) also implies that A¥ : W — W' is an isomorphism
and hence the p’-lower bound for d* follows as well.
(i1) = (i). The p-lower bound implies dR,(V,) = dR,(V.). Hence,
N,/ (div, d*) annihilates dR,(V,) in the L” — L”-duality. In the same
duality, R,y (V) annihilates N, (div,). The Hodge decomposition (13.2)
implies N,/ (div, d*) "Ry (V,) = {0}. As we have R, (V,) = {V.h :
h € W'}, injectivity of

(13.8) Ay = —div, 'V, : W — WIr
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follows. From dR,(V,) = dR,(V,) and (13.2) we also obtain directly
the injectivity of

(13.9) Ay, = —div, dV, : W — WP,

Hence, both maps have dense range and they become isomorphisms
once we have shown that the first map has closed range. To this end,

let B € W' and F € LP. We decompose F = G + dV, f according to
(13.2) and obtain

(Vo' F)| = [(Vah',dV, f)|

= [(d"V.h, V. f)]

S ” div, d*vxh/”\ivflvp’ Hvarf”p

S | div, d*vxh/HW*LP’ 1AV fllp

< | div, d*vmh/HW—lm’ [P

where the third line is just the identification of W with the dual
space of WP, the fourth is by the p-lower bounds and the fifth uses
that the splitting (13.2) is topological in (ii). Taking the supremum
over all F' yields ||W/ S || divy d*V 1|1, which implies closed
range in (13.8).

HWl,p/

(13i1) = (i). The argument is almost identical to the previous step.
This time we get d* Ry (V,) = d*R(V.), which annihilates N,(div, d).
By (13.3) we find N,/ (div,) N d*Ry(V,) = {0} and therefore the map
in (13.8) is injective. Injectivity in (13.9) follows directly from (13.3).
In order to see that we have closed range in (13.8), we let &' and F' as
before and decompose F' = G + V, f according to (13.3). Then

|<d*vxh/, F)| = |<d*Vxh’, V. H)l
N H div, d*vwh/HW—lm’ Hv2f|’p
N || div, d*vmh,HW*LP’ ||FHP7

which yields [|[d*V /|, S | dive d*V /|1 Using the p'-lower
bounds for d* leads to

HhHWLP' = vah/Hp’ S Hd*vrh/”p’ N || div, d*V, ' 0

A comparison between Proposition 13.9 and Proposition 13.8 shows
that compatibility in one of the Hodge decompositions directly relates
to compatibility of the inverse of — div, dV, on W™'? with the inverse
found by the Lax-Milgram lemma on W2, To the best of our knowl-
edge, the question whether incompatibility of the inverses is possible for
the operators — div,, dV, is still open. A more illuminating comparison
between the two results is as follows.

Lemma 13.11. Let ﬁ(LO) C (1,00) be the set of exponents p such that
A, = —div, dV, : W — W™ is an isomorphism. Then P(Lg) is
open and P(Lg) is its connected component that contains 2.

HW—LP"
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Proof. All relies on the fact that (W'?),e(100) and (W), (1 oo in-
terpolate by the complex method and have a universal approximation
technique. Sneiberg’s stability theorem yields that P(LQ) is open and
that locally the inverses agree on the intersection of their domains of
definition. If py,p1 € P(Lo) are such that the inverses agree with the
one on W52 then by interpolation of the mapping property for the
inverses the same is true for all p € (pg, p1). Hence, the subset of expo-
nents with this property is open, closed and connected in 75(L0), hence

is the connected component that contains 2. In Lemma 13.4 we have
identified it to P(Ly). O

13.3. Characterizations of P(Lg). For equations (m = 1) it has
been asserted in [6, Cor. 4.24] that P(Lg) coincides with the interval
("t (Lg))', ¢ (Ly)), albeit being implicit on questions of compatibil-
ity. Given Theorem 12.4, this is the same interval as ((¢+(Lg))’, ¢+ (Lo))-
We take the opportunity to give the full argument and make compati-
bilities explicit.

Theorem 13.12. P(Ly) = ((¢+(Lg)), ¢+ (Lo)).

For the proof, we need a particular Sobolev-type inequality and a
factorization of A~! via Riesz transforms.

Lemma 13.13. If ¢ € P(Ly) N (1*,n), then
IA™"gll, (9 € L= NWH2),

Proof. We use that Z is dense in L% NW~12, see Section 2.5. Since
A7t s W2 W2 is bounded, we may assume g € Z. Hence,
f = V.(A,)"'g is defined in Z and we have g = div, f. From the
assumption and Sobolev embeddings, we get
¢ S Hva_l div, f”q
S S llg
SIVi(A) g
S g

where the final step is due to the Mihlin multiplier theorem. U

qx

qx )

Lemma 13.14. Let Ry, = V,Ly'"* and Ry; = V. (L;)™"2 be the
bounded Riesz transforms on L? associated with Lo and L}, respectively.
Then

(13.10) —Ri(Rp:)" = VA div,
as bounded operators on L2.

Proof. The factorization formally follows but some (tedious) density
arguments are necessary to make this precise.
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Let f € L?. The decomposition (13.2) with p = 2 allows us to
write f = fo + dfi, where fo € N(div,) and f; € R(V,). As usual,
our notation indicates kernels and ranges of the operators in L? with
maximal domain. Since R(Rr;) € R(V,) = N(div,)" by construction,
the left-hand side of (13.10) sends fy to 0. Obviously the same is
true for the right-hand side. As for the action on df;, we may assume
fi = Vyu for u € D(Lp). Indeed, the general case follows by density
since D(Ly) is dense in D(L(l)/Q) = W2, We obtain div,(df;) = —Au,
so that

V. A div, (df1) = =V, u.
Moreover, for g € R(Lf) we get

(Rrg)™(dfv), g) = (df1, V(L))
= (Lou, (Lg)~""*g)
= (Ly/*u, g).

Since this holds for all ¢ in a dense subspace of L%, we first obtain
(Res)*(df) = Ly*u and then — Ry (Rr:)*(dfi) = —V,u. Altogether,
we have justified (13.10). O

Proof of Theorem 13.12. Recall that in the case of Ly the duality re-
lations (6.1) yield (1V p_(L§)) = p+(Lo) and (1V p_(Lyg)) = p+(L§).
The proof of the theorem is organized in 4 Steps.

Step 1: Sufficient condition for P(Lg). Let (¢+(Lg)) < p < q+(Ly).
We demonstrate that p € P(Ly).

Theorem 6.2 yields ¢4 (Lo) < p+(Lo) and ¢4 (L§) < p+(Lg). Hence,
we obtain p_(Lg) < p < q+(Lo) and p_(L§) < p' < q+(L§). Theo-
rem 7.3 yields that Rr, is L”-bounded and that Rp; is L” “bounded.
By composition and duality Rp,(Rrs)* is L’-bounded and the previous
lemma yields the claim.

Step 2: Necessary condition for P(Lg) N (2,00). We let p € P(Lo) N
(2,00) and prove that p < g, (Lo).
To begin with, we claim that

(13.11) 2.,p) € J(Ly).

Thanks to Proposition 6.7 there is nothing to do if p < 2*. Hence, we
may assume p > 2* (and therefore n > 3 implicitly). We set py == p,
define iteratively pr = (pr—1)wx = ((Pr—1)«)s« and stop at the first
exponent k~ > 0 with p,- € [2,,2%). Again by Proposition 6.7 we
have [2,,px-) € J(Lo). Now, suppose [2,,pr) C J(Lo) and pick any
0€ (pr V2" pr_1). Let f € L& NL% The function

g =AN1+4+Lo) ' f=Lo(1+t’Lo) ' f=t(1 = (1+t*Lo) ") f
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belongs to W12 since it is contained in the range of A and it belongs
to L since we have g,, € (2.,pr) € J(Lo) by assumption. We also
have g, € (2,p An) C P(Ly) N (1*,n), so we can apply Lemma 13.13
with ¢ = o, in order to obtain

11+ ¢Lo) " fllo = 1A gllo S llglle.. SE2IF

This means that the resolvents of Ly are L%* —L°-bounded. Since
0 € (pr V2", pr_1) was arbitrary, interpolation with the L? off-diagonal
estimates leads to L%-boundedness, see Lemma 4.14 and Lemma 4.7.
Hence, we have (pr V 2*,pr—1) € J(Lo) and since the latter is an
interval, we also have [2,,pr_1) € J(Lo). Now, (13.11) follows by
backward induction.

So far, we know that 2 < p < p,(Lg) but as P(Lg) is open (see
Lemma 13.4) we have in fact 2 < p < p,(Lg). By duality we get
(p—(Lg) V1) <p < 2,so that Theorem 11.3 applied to L yields the
two-sided estimate

Oxx *

= lglly (g€ L?),
where one (and hence both) sides can be infinite. On the other hand,
p € P(Ly) implies p’ € P(L§) by duality, that is to say,

RLS (RLO)* = —Vx(A*)il div,
is L -bounded. Here, we used Lemma 13.14 with the roles of Ly and
L{ reversed. Altogether, we find for all f € L” NL? that

I(RLo)" flly == 1R (Rey)" fllyr S (11l

This means that (Rp,)* is L”-bounded. By duality, Ry, is LP-bounded
and according to Theorem 7.3 this can only happen if p < ¢, (Lg).
Step 3: Necessary condition for P(Lg) N (1,2). Let p € P(Ly) N (1,2).
By duality we get p’ € P(L§) and Step 2 applied to L gives p/ <
q+(L§). Hence, we have (¢4 (L))" < p.

Step 4: Conclusion. Steps 1-3 show that (¢, (L))" and ¢, (L) are the

endpoints of P(Lg). The latter being an open set by Lemma 13.4, we
can conclude. O

||RL;;9

14. CRITICAL NUMBERS AND KERNEL BOUNDS

In this section, we work out a precise relation between kernel bounds
and critical numbers p_(L) strictly below 1. Except for Section 14.5
this is an intermezzo not needed for the application to boundary value
problems. However, it nicely illustrates the usefulness of our choice
for the interval J (L) compared to [6] and connects with the theory of
Gaussian estimates in the first chapter of [24]. In particular, we obtain
resolvent kernels from those of high powers of the resolvent without
using heat semigroups (which exist only if wy, < 7/2).
It will be convenient to introduce the following notation.



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 145

Definition 14.1. Given 1, < p <1l and 0 <n < 1, write n, :=="/p —n
and conversely p, = nL+n

14.1. Consequences of p_(L) < 1. The following result is the core
of this section.

Theorem 14.2. The following assertions are equivalent:
(i) There exists p € (14,1) such that (a(1 + t*L) " a™')sso s HP-
bounded.
(ii) There existn € (0,1) and 5(n,n) > 1 such that for all integers
B > B(n,n) the family (1 + t2L*) 79,50 satisfies L? — L™ off-
diagonal estimates of exponential order and is L* —A"-bounded.
Moreover, p_(L) = py(rt), where n(L*) is the supremum of those n for
which the second property holds.

For the proof we need an auxiliary result.

Lemma 14.3. Let (T(t))o be a family of operators that satisfies L
off-diagonal estimates of arbitrarily large (resp. exponential) order and
that is L* —A"-bounded for some n € (0,1). Then (T(t));so satisfies
L2 — L™ off-diagonal estimates of arbitrarily large (resp. exponential)
order.

Proof. Lemma 12.6 yields L? — L™-boundedness. Hence, it suffices to
check the off-diagonal estimates when E, FF C R™ are measurable sets
with d :=d(E, F) > t.

We let f € L? with support in E and ||f|l, = 1, set G := {z € R" :
d(z, F') < 4/2}, and pick a Lipschitz function ¢ with 1 < ¢ < 15 and
IVo|loo < 4/d. Lemma 12.6 yields

ILET () flloo S 0T @) FllslleT () £,
where 6 € (0,1) is such that (1 —6)(?*/2+n) = /2. On the right, the
first term is bounded by [|[1¢T(t)f||% and as d(G, E) > d/2, this gives
the required off-diagonal decay. The second term is controlled by

n

1-0 T —n,—n\1-6
(ellocll 7@ fllan + lellinITE) flloe) ™ S (£7772 +d7772)
S t—n/27

using the L? —A"-bound, the L? — L®-bound and d > ¢. O

Proof of Thm 14.2. Let us recall from Corollary 3.13 that the resol-
vents of L (and hence of L*) satisfy L? off-diagonal estimates of expo-
nential order.

(i) = (i1). The family (a(1 +t2L)"*a™1);s0 is also H? — L*-bounded
for some o < 2 depending on the dimension n, see Lemmata 6.3 and 6.4.
Thus, Lemma 4.4 implies that for any p < ¢ < 1 there exists 5(n,q)
such that for all 3 > B(n, q) the family (a(142L)Pa="),5¢ is H? — L
bounded. By duality (Lemma 4.3) and the fact that L* = (a*)~!L*a*,
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it follows that ((1 4+ t2L¥)~#),s0 is L? —A"-bounded with 7 == n,. It
remains to apply Lemma 14.3.

(i) = (i). Let p = p,. By duality, (a(1 + L) Pa=1)sso is H? — L*-
bounded. This family satisfies L? off-diagonal estimates of exponential
order and [y, a(l + t*L)(a™'f)dz = 0 holds for all f € L* with
compact support and mean value 0, see Corollary 5.4. Lemma 4.9
yields H?-boundedness for any p < ¢ < 1, hence for any p < ¢ < 2
by interpolation with the L?*-boundedness. If 3 = 1, then we can stop
here. From now on, we assume ( > 2.
Let p < ¢ < 1. By interpolation with the original H” — L?-boundedness

we obtain H? — L"-boundedness for some r > 1 with 0 < n/q — n/r < 1.
Now we apply the formula

(14.1) (1 +#L) Ya 'f)=(B-1) /000(1 +u+ t*ul) P (a7t f) du,

which follows for f € H?NL? by applying (1 +¢?L)~" to both sides of
(6.2) and conclude

0+l £ [T (1 i ) 1l

24
St 70| f e,

where 0 < n/q — n/r < 1 has guaranteed that the integral in u is finite.
This proves that (a(1 +t*L)"ta™1);5¢ is H? — L"-bounded.

In the same manner we can start with L"-boundedness for the higher-
order resolvents when 1 < r < 2 and obtain first L"-boundedness of
(a(1+t*L) ta™1);~0 and then L" off-diagonal estimates of exponential
order by interpolation with the L%-result.

Now, we apply again Lemma 4.9 to conclude H?-boundedness of
(a(1+t*L)"'a™ ')~ whenever p < g < 1.

Re-examination of the proof shows that the stated relation for p_(L)
holds. U

The following corollary is interesting because L' and L™ are not part
of our J(L)-theory.

Corollary 14.4. If p_(L) < 1, then ((1 +t2L)"');so satisfies L' off-
diagonal estimates of exponential order and ((1 + t2L*)™Y) s satisfies
L* off-diagonal estimates of exponential order. In particular, these
families are L'-bounded and L™ -bounded, respectively.

Proof. Tt directly follows from Theorem 14.2 and Remark 4.8 that for
B > 2 large enough ((1+t2L*) =), satisfies L off-diagonal estimates
of exponential order. Hence, ((1 + t2L)#);s¢ satisfies L' off-diagonal
estimates of exponential order.

By the formula (14.1) applied to af, where f € L' NL?, we see that
(1 4+ t2L)~! has the desired property. Indeed, if f has support in F
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and F' is another measurable set, then with the change of variable
v = (X%)/2 in the integral we obtain

H(l"‘tQL)_lfHLl(F)

<o [T (e,
— 2 —1) /100(02 - 1)3—%}1—25“ (1 + z—ZL> 7y vy

o]
3 _dE.F)

vem | fllidw

N
_\

_ d(E.F)
Se Sl
where we used [ > 2 in the third step.
Finally, the claim for ((1 4+ t?L#)~1);s follows by duality and simi-
larity. U

14.2. Equivalence with kernel estimates. Going one step further,
we shall now incorporate pointwise kernel estimates into the machinery.
The convention on the variables for integral kernels is that we always
look for representations in the form

(Tf)(x)= | K(z,y)f(y)dy.

Rn
We rely on the following lemma.

Lemma 14.5. Let (T(t))o be a family of bounded operators on L?
and denote by K (x,y) their distribution kernels. For every n € (0,1)
the following assertions are equivalent:
(i) (T(t))>0 satisfies L? —L>® off-diagonal estimates of exponen-
tial order and is L? —A"-bounded.
(ii) For eacht >0, Ki(x,y) agrees with a measurable function and
there are constants C,c > 0 that do not depend on t such that
for all x,h € R™ and all measurable sets F,

d(z,E)

(14.2) /]Kt(x,y)|2dy§0t”ec v,
E

(14.3) / Ky (x + h,y) — Ki(z,y)|*dy < C|h[*1t 720,

Proof. The implication (ii) = (i) is a direct consequence of the Cauchy—
Schwarz inequality.

Next, assume that (i) holds. Fix ¢ > 0. As pointed out in [4,
Thm. 1.3], any linear operator T(¢) that is bounded from L? to L has
an integral representation

Tt)f(z)= | Kfz,y)f(y)dy (f €L’ ac zeR")

Rn
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with a measurable kernel that belongs to L°(LY) with norm equal
to the operator norm. Hence, K;(z,y) can indeed be identified to a
measurable function that satisfies (14.2). For h € R™ let 7, be the
translation operator f — f(- 4h). Since (T'(t));so is L? —A"-bounded,
the family ((#/in)"(1 — 7)T(t))s>0 is L* — L-bounded, uniformly in A,
and we may apply the above result again to obtain (14.3). U

We introduce two auxiliary functions that naturally appear in kernel
estimates for the resolvents.

Definition 14.6. Define functions wy,, w, : (0,00) — (0,00) by

1 ifn=1 X ’ -
~ 1I N = ,
s ifn >3
s2m ifn>3 =

Combining Theorem 14.2 with Lemma 14.5 allows us to characterize
the property p_(L) < 1 through L? kernel bounds of a large power of
the resolvent. What is missing to get to pointwise kernel bounds is
dual information on LF.

Theorem 14.7. The following assertions are equivalent:
(i) There exists p € (14,1) such that (a(1 + t*L)"'a™");~ and
(a*(1+2L*) "L (a*)"1)=0 are HP-bounded.
(ii) There exists n € (0,1) such that for all t > 0 the operator
(1 4+ L) 'a™! is given by a measurable kernel Gy(z,y) that
satisfies, for some constants C,c > 0, the following bounds:

(14.4) |Gi(z,y)| < Ct™"w, ( 2 ; y|)e_c|zty’
|Gt(x7 Yy + h>_Gt(x7 y)’
14.5 n — oy
(14.5) SCt_n< 1] ) n(\w y\)e_clt’
|z =yl t
|Gi(z + h,y)—Gi(z,y)|
14.6 K — ey
146 < Ct—"<—‘h‘ ) wn<‘x y‘)e—c't,
|z =yl t
provided that 2|h| < |z — y|.
Moreover, if either condition holds, then

&2

p—(L) = pyrry & p(L¥) = pyy,

where n(L*) and n(L) are the suprema of those n for which (14.5) and
(14.6) hold, respectively.

Proof. We argue in three steps.

Step 1: (i) = (ii). We apply Theorem 14.2 and Lemma 14.5 to both
L and L*. Hence, there is an even integer 3 such that (1 4 t2L)~%/2
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and (1+¢2L%)~#/2(a*)~" are given by measurable kernels K*(z,y) and

Kt(m)(:r;, y), respectively, and both kernels satisfy (14.2) and (14.3). By
duality and composition, we see that (1 + t?L) Pa~! is an integral
operator given by the kernel

Gry) = | KP(x, 2K (y,2)de.
Rn

We claim that there are constants C, ¢ € (0,00), n € (0,1) such that
for all z,y, h,

(14.7) G (2, )| < Ct e,
n
148) (Gl ) - Gl < et (51
n
19 (Gl - Gyl <o (B

Indeed, (14.8) and (14.9) follow directly from (14.2), (14.3) and the
Cauchy—Schwarz inequality. The same argument yields the first esti-
mate if we split integration in z into the parts where |z — z| > lz=vl/2
and |y — z| > l=—vl/2 beforehand. Note that n in (14.8) and (14.9) can
be any exponent such that p, > p_(L) and p, > p_(L*), respectively.
Taking logarithmic convex combinations of (14.7) with (14.8) and
(14.9), we obtain in the same ranges of n but with different constants

C,c > 0 the following Holder estimates with exponential decay when
2|h| <z —yl:

n
14.10 GP(z,y+h) — GP(x,y)| < Ct™" IR e
(14.10) G, : ;
5 8 A D =
(14.11) |Gy (x + h,y) — Gy (x,y)] < Ct et

From there, it suffices to use again the formula (14.1) for all f €
L'NL? and (14.7) to see that (1 +t2L)"'a~! is given by a kernel with
bound

|lz—yl
t

Gl <O [~ u) P14 DT 0 gy
0

= QC’t_”/ V"2 (2 1)5_2e_c‘l:y‘” dv
1
o lz—y]
< 2C’t_”/ T dw,
1

where we used the change of variable v = (1 + 1) and 8 > 2. The
latter integral is controlled by w,, (l#=vl/t)e=¢""*V2* and (14.4) follows.
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Next, we use the same strategy starting from (14.11). In that case,
we assume 2|h| < |z — y| and we obtain

[z—y|

Gi(x + h,y) — Gi(z,y)| szcyhm"v/ T S 1
1

from which we conclude readily for (14.6). The argument to obtain
(14.5) from (14.10) is the same.

Step 2: (i) = (). For the converse, let 1 be given as in the estimates
and let 1 > p > p,. It is enough to show that (a(1+ t*L)ta™1);s0 is
HP-bounded. The argument for the adjoint is the same.

To this end, it suffices to establish for some C,e > 0 the molecular
bounds

(14.12) Ja(1 4+ L) a  mlliz (e, ))SC(QjT(B))%*%2_€j (j>1),

whenever ¢ > 0 and m is an L?-atom for H? associated with a ball B.

Indeed, since a(1 + t2L)"'a~'m has integral zero by Corollary 5.4, we

can first use Lemma 4.10 to get a uniform HP-bound and then conclude

by the (L?-convergent) atomic decomposition for functions in H? N L2
For j =1 we have as required

la(L+ L) a™ 'mllr2oymy) < Cllmlle < Cr(B)2 " ».

For j > 2 we use the mean value property of m to write
o1+ () = [ al@)(Gila,) = Gula.y)m(y) dy
with yp the center of B and obtain for = € C;(B) that
la(1 4+ t*Lo) ta 'm(z)| < Ct 2795, (@)e_cr(m |||y

< CC'(2 ' (B)) "2 (B)"

where C" := sup,., "W, (s)e” . Integrating the square of this inequal-
ity on C;(B) and sorting powers of 2/ and 7(B) gives us (14.12) with
e =—"/p+n+mn. Nowe > 0 is equivalent to p > p,, which we have
assumed.

Step 3: The formule for the critical numbers. In Step 1 we have
obtained (14.5) if p, > p_(L), whereas in Step 2 we have obtained HP-
boundedness if p > p,z+). Thus, we have p_(L) = p,:). We have also
seen the same conclusions with the roles of L and L interchanged. [

Remark 14.8. In dimension n = 1 it is shown in [23]| that the first-
order derivatives of G¢(z,y) in x and y exist and have an exponentially
decaying pointwise bound in |z —y|. In particular, n(L) = 1 is attained.

Remark 14.9. Under one of the conditions of Theorem 14.7 one can
also obtain pointwise and Hoélder bounds for the kernel G(z,y) of
L~'a™ when n > 3. Since L™'a™! = Lj', this kernel G is just the
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Green kernel of Ly and does not depend on a. To see the estimates,
it suffices to replace the formula (14.1) by the Calderén reproducing
formula Ly' f = (8 —1) ;7 (14 uLo) ™" f du that is valid for f € R(Ly)
and to plug in the estimates (14.7), (14.10) and (14.11). This does not
work for n =1, 2.

14.3. Dirichlet property, stability and examples. Having made
the link between critical numbers strictly below one and kernel esti-
mates for the resolvent, opens the door to further characterizations
of either property in terms of regularity theory for the corresponding
elliptic system in R".

We shall use the notion of weak solutions and Caccioppoli’s inequal-
ity. A reader who is not familiar with these tools will find all necessary
background material (written for systems in R'*") in Section 16 below.
The Dirichlet property for Ly = — div, dV, is the following quantita-
tive regularity property.

Definition 14.10. The operator Lg satisfies the Dirichlet property if
there are p € (0,1) and Cy € (0,00) such that for all R > 0 and
all 7y € R" it follows that any weak solution v € W"?(B(xg, R)) to
div, dV,v = 0 in B(zo, R) satisfies

n—242
(14.13) / Vol dr < ¢, (2) “/ Vol2de,
B(zo,p) R B(zo,R)

when 0 < p < R. The supremum of those p for which this property
holds is denoted by pu(Ly).

Remark 14.11. The Dirichlet property has been discussed in detail in
[24, Sec. 1] for elliptic equations (m = 1). Among others, it was shown
that it is stable under small L°°-perturbations of the coeflicients d and
that it holds when n = 1 with u(Ly) = 1, when n = 2 with u(Ly) > 0
and when n > 3 for real-valued d with u(Lo) > 0 or with pu(Ly) =1
when d has small enough BMO-norm. The latter example includes in
particular the case of constant coefficients. More exotic examples are
given by coefficients d that depend only on one coordinate. In this case
wu(Lo) =1, see [24, App. B|. For systems (m > 2) all examples but the
case of real-valued coeflicients can be adapted.

Let us prove that that critical numbers below 1 are also characterized
through the Dirichlet property for the adjoint.

Theorem 14.12. p_(Ly) < 1 if and only if L{ satisfies the Dirichlet
property. Moreover, p_(Lo) = pu(L;)-

By Theorem 6.9 the critical numbers for L and Ly are the same.
Hence, we immediately obtain

Corollary 14.13. The condition p_(L) < 1 is satisfied exactly when
L has the Dirichlet property.
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Proof of Theorem 1/.12. By Theorem 14.2 we can replace the assertion
p—(Lp) < 1 by the existence of 0 < n < 1 and f(n,n) > 1 such that for
all integers 3 > B(n,n) the family ((1+#2L})~")is0 is L> —A"-bounded
and satisfies L — L™ off-diagonal estimates of exponential order.

We shall prove that under this assumption the Dirichlet property for
L§ holds for any p € (0,n) and that conversely the Dirichlet property
for L§ with exponent p implies the above for any 1 € (0, ). Once this
is done, also p_(Lg) = py(rg) follows from Theorem 14.2.

Step 1: From p_(L) < 1 to property (H). Let 0 < u < n. We prove
that Lj has the so-called property (H) with exponent u: There is a
constant C' depending on L{ such that for any ball B of radius R > 0
and any u € W"?(B) with div, d*V,u = 0 on B in the weak sense it
follows that

_ 1/2
sup |u| + R*  sup Ju(z) = u(y)] < C<][ |u|2d:1:) :
iB (z,y)eiB,x;ﬁy ‘.1' - y‘“ B

The proof is a modification of an argument in |24, Sec. 1.4.2].

Let v € W'?(B) be a weak solution to div, d*V,u = 0 in B. Let
X € C(R™) be supported in § B with x = 1on £B and || Vx|l < cR™!
for a dimensional constant ¢. Let v := uy. Since v = u on %B , it suffices
to show that for any ¢ € C{°(1B) and any h € ;B we have

(14.14) / v(@)p(@) dz| < CR% gl [ullyegs)
and
(14.15) / (v(z + h) — v(2)) (@) dz| < CIRIFRF ] [lull 2.

We abbreviate inner products in L*(R") by (v,¢) == [,, v@pdz and
set T(t) = (14 t2Lo)~". Since T'(t)’p € W"*(R") and v € WH?(R"),
we can write

r d
(v, ) = (ux, T(R)’p) — ux, —T(t)%¢) dt
(14.16) /0 <R dt >
= (ux, T(R)%p) +25/0 (Vo (ux), dV,T () 1) tdt.

By duality the family (T(t)?)s¢ satisfies L' — L? off-diagonal estimates
of exponential order. In particular, it is L' — L*-bounded and we obtain

(14.17)  [{ux, T(R)7¢)| < [luxll|IT(R)¢lla S llullizs B2 [lolh-
Next, we rewrite the inner product inside the integral in (14.16) as
(d*Vou, Vo (XT ()" 0))
+{d (Vox @ u), V. T() )
—{(d"Vu, Vox @ T(1) )
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= 1+ II — I,

where V,x ® u is short for the vector in (C™)" that comes from the
product rule when calculating V., (xu).

The term I vanishes thanks to the equation for w.

For the term II we note that (tV,7T(t)?*!);s¢ satisfies L' — L? off-
diagonal estimates of exponential order by composing the L'—L*-
estimates for (T'(t)%);so and the L%-estimates for (tV,T(t))io from
Corollary 3.13. As the supports of ¢ and V,x have distance at least
gR, we obtain for some o > 0 that

FI] S RT3 [ullagn el
Similarly, we get
#TIT] S R Vullamt'=2e % [l
and hence by the Caccioppoli inequality
tIL| S R 26 |[ullizgm Il
Going back to (14.16), we obtain by integration that

aR
v

R
/ (Vo (), VT ) tdt| < R ullgze el
0

as desired. Together with (14.17) this proves (14.14).

The integral in (14.15) can be interpreted as (v, ), where @) =
(1 —7_1)p and 7, is the translation operator f +— f(- + h) as before.
We replace T'(t) by T(t)? ¢, and can run the same argument provided
we still have the necessary bounds, namely:

(1) ()" T ()31 — 7_4))s>0 is L' — L®-bounded, uniformly in h.
(i) When |h| < B/2 and S(t) is one of T'(t)?*! or tV,T(t)?*!, then
(t/in])"S(t)(1 — 7_4) is bounded from L'(1B) into L*(3 B\ 1B)
with norm controlled by ¢~"/2e~¢f/t,
To obtain (i), we note that by duality ((4/|n)"T'(t)?(1 — 7_1))e0 is
L' — L?-bounded, uniformly in A, and the same is true for (7(¢)%(1 —
7_n))¢>0, Using the uniform bound of the translations on L'. A loga-
rithmic convex combination of the two estimates gives (i). Then (ii)
follows in the same way but we use the L' — L? off-diagonal decay for
S(t) and that (1 —7_,)¢ is supported in 2B whenever |h| < R/2 and ¢
is supported in }lB :

This completes the proof of property (H).

Step 2: From property (H) to the Dirichlet property. Condition (H)

for Lf implies the Dirichlet property for L; with the same p. This
argument is done in |24, p.45].

Step 3: From the Dirichlet property to resolvent bounds. Assuming the
Dirichlet property for L§ with exponent y, it suffices to follow line by
line the argument in [24, Sec. 1.4.3| up until the intermediate result of
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formula (38) which, in particular, states that for large enough integer
ko the family ((1+¢2L%)7%0),50 is L? —A"-bounded for any 7 < g. Then
we conclude using Lemma 14.3. U

14.4. Remarks on multiplicative perturbations. It is instructive
to put our results in perspective with Theorem 6.9, which states that
the numbers p_(L) are a-independent, that is p_(L) = p_(Lg) if we
write L as a multiplicative perturbation L = a~'Ly. There is no other
condition on a than the standing ellipticity condition from Section 3.1.
This implies that the set of estimates on the kernel for (1 + ¢?Ly)~!
in Theorem 14.7 is equivalent to the similar one for the kernel of (1 +
t*L)ta™t.

Prior to that there were works on multiplicative perturbations in-
volving semigroups. Duong and Ouhabaz [41,81] proved that semi-
group kernel estimates for e~**° imply semigroup kernel estimates for
et 'Log=1 if ¢ is an n x n matrix with real valued coefficients (so
m = 1) under the additional assumption that d is symmetric or, more
generally, that the sectoriality angle of a=! Ly does not exceed 7/2. This
condition is of course necessary to define a holomorphic semigroup and
allows one to use contour integrals.

Before that, work of McIntosh-Nahmod dealt with the specific case
of L =—a"tA,, see [79]. It was shown in [20] that the only restriction
to transfer a set of estimates called condition (G) on the semigroup

kernel of e7*0 to the corresponding one for e *a~! is the sectoriality

of L.

The conclusion is that if estimates on the resolvent kernels or their
high powers suffice for an application, then the existence of the semi-
group generated by —L can be removed. Besides, the arguments are
somewhat less involved than those passing through semigroups.

14.5. Kernel estimates for L = —a—'A,. We close this section
with kernel estimates in the special case of L = —a 'A, that are
used later in this monograph. Some of them are due to [79]. Interest-
ingly, we use a much simpler method than the original proof and we
obtain further estimates, notably those on mixed second-order deriva-
tives. Corollary 6.10 yields p_(L) = 1, and so we could try to apply
the previous theory. However, we wish to give a complete argument
with the minimal tools.

Proposition 14.14. For all integers > n/2 + 2 the following prop-
erties hold for the kernel Hf(m, y) of the higher-order resolvents (1 —
t2a7tA,)PatL.

(i) There are C,c > 0, depending on ellipticity, dimensions and
B, such that for for allt >0 and x,y € R,

HY (2, 9)| + [tV H (2, )] + |tV H (2,9)]



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 155

cle—y|

2V V H (z,y)| < Ct™e™
(il) For alln € (0,1), the kernels
IV H (x,y), tV H (z,y), t*V.V,H’(x,y)

are Holder continuous in both variables with exponent n and

norms in this space of the order of t="=™. In particular, Htﬁ €
CM(R™ x R™), the space of C*-functions having Hélder contin-
uous first-order derivatives of exponent 1.

Proof. We set L := —a"'A, and Ly = —A, is acting componentwise
on C™-valued functions. It suffices to prove the properties of Hf for
t = 1 with implicit constants that depend on dimensions and ellipticity.
Indeed, a change of variables yields that H(z,y) = t~"H’(¢/t,v/s),
where H? corresponds to the coefficients a,(z) = a(tz), which have
the same ellipticity constant as a. We split the proof into four steps.

Step 1: Pointwise estimates for H®. Let s > 0. When m = 1, (1 —
sA,)~1 is given by convolution with a classical Bessel potential, that is,
a positive function with integral 1 that is in L" whenever 1/r > 1 —2/n,
see for instance [90, Sec.V.3]. When m > 2, (1 + sLg)~! is given by
componentwise convolution with the same potential.

By positivity, we get for f € L? and s > 0 the pointwise bound

(14.18) (1 +sLo) " f < (1= s80) 7| f],

where | - | is the C"™-norm and the resolvent on the right-hand side is
scalar-valued. In particular, (1 + sLg)~" is a contraction on L.

We can write
(14.19) a=71(1-0)

for some 7 > 0 and b € L=(R"; L(C™)) with ||b]|oc < 1. We shall give
the well-known argument in the final step of the proof.
Using the above decomposition of a, we find

(a+Lo)™' = H(1 = (14 1Lo)"'0) "' (1 + 7 Lo) ™"

as operators on L?, and the first term on the right can be computed
by a Neumann series. Expanding this series explicitly and applying
(14.18) inductively with s = 1/-, we have

o

(a+Lo) ' fI < 2 (1= 2A,) 7 blloo) (1 = 2A0) 7' 1,

k=0
so that summing backward, we obtain the pointwise bound

(a+ L)™' f| < (= Ay)'|f],  where a=7(1— [|b]|).
Applying this estimate to af in place of f, we get
(14.20) [(1+ L) f] < lalloo(a = Ag) | f]
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and obtain extensions by density with operator-norm bounds
(14.21) 11+ L) leeosre < llallooll (e = Ag) ™ lirse,

whenever 1 < p < ¢ < o0, not both infinite, and the right-hand side
is finite. By Young’s inequality for convolutions, this is the case if
/p—1/q < 2/n. This gives L' — L-boundedness of (1+L)~#a~" provided
that 5 > n/a.

By the Dunford-Pettis theorem [4, Thm. 1.3] we obtain that (1 +
L)7Pa~! is given by a bounded kernel H”(z,y) and the bound de-
pends only on dimensions and ellipticity. Iterating (14.20), we see
that |H?(x,y)| is dominated by the kernel of (o — A,)™? up to a fac-
tor ||a||? |la=!||oe. The latter operator is given by convolution with a
higher-order Bessel potential. Since 5 > 7/2, we get exponential decay
and no singularity at « = y as required in (i), see [90, Sec.V.3|.

Step 2: Proof of (ii) and the other bounds in (i) with ¢ = 0. Write
A1+ L) et =—-1+a(l+L) et

the Laplacian acting componentwise, so that
1201+ L) a s

(14.22) »
<1+ [lallsoll(a = Ag) ™ lLrosrr

The operator norm in the line above is controlled for all p € [1, 00]. If
1 < p < oo, then by the Mihlin multiplier theorem (14.21) and (14.22)
imply that (1 4+ L) 'a™! and V,(1 + L) 'a! are bounded from L” to
WP In particular, for p > n, we have the inhomogeneous Sobolev
embedding W' C ATNL>®, n=1— n/p. The same applies with a¢* in
place of a and by duality (1+ L) 'a~! div, is bounded from L' to L”".
By composition, we obtain that for 5 > 7/2 + 2 the operators

V.(1+L)Pa™, —(1+L)Patdiv,, —V,(1+ L) Pa""div,

are bounded from L! into A7NL*°. In particular they are bounded from
L' into L™ and, invoking again the Dunford-Pettis theorem, they cor-
respond to the kernels V,H(z,y), V,H?(z,y), V.V,H?(z,y), which
therefore are bounded measurable functions. .

We can then use the mapping properties from L' into A7 and once
more the Dunford—Pettis theorem, in order to obtain first Holder conti-
nuity of the kernels in z (with any exponent n € (0, 1)), uniformly in y,
and then by duality the same with the roles of x and y reversed. Such
type of argument has appeared earlier on in the proof of Lemma 14.5.
This proves (ii) and finishes the proof of (i) with ¢ = 0.

Step 3: Exponential decay for the other kernels. We begin with 0,, H?,
where 1 <7 <n. Let ¢; € R" be the i-th standard unit vector and let
h > 0. By the fundamental theorem of calculus we have

%(Hﬂ(x + hei,y) - Hﬁ(fb,y))



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 157

h
= ][ Oy, H® (x4 se;,y) ds
0

h
&“Hﬁ(x, y) + ][ aszB(x + 56i7y) - aﬂ»‘iHﬁ(I’ y) ds,
0

where z,y € R™. If 2|h| < |z — y|, then |z + he; — y| > le=vl/2 and we
get from (i) for H? and (ii) for V,H? that

C —E|a— —clz—
0 HO ()| < (0737 ) WL H )

Since in Step 2 we have already obtained a uniform bound for 9,, H”,
it suffices to prove the decay for |z — y| large, say |z — yledl®=¥l > 2.
This restriction is manufactured such that we can take h = e~ 1l*=¥l
resulting in the desirable estimate

0, HO (2, )] < Cle” 51

for some new constant C’ that depends on a only through ellipticity.
This completes the proof for V,H?5.

The argument above has only used the exponential decay for H?,
the uniform boundedness of V,H” and the A"-estimate for V,H” in
the z-variable uniformly in the y-variable, in order to give exponential
decay for V,H?. Thus, it can be repeated verbatim for the decay of
V,HP. Then, replacing H? by V,H? gives decay of V,V,H".

Step 4: Proof of (14.19). We let 7 == A" Y|a||?, and b =1 — 77a. If
¢ € C™ is normalized to |[¢| = 1, then

b(@)E2 = 1+ 72 a(2)Ef? — 27 Rela()€, €)
<1473 all® — 27712
=1-Na2 < 1. O

15. COMPARISON WITH THE AUSCHER—STAHLHUT INTERVAL

The identification of adapted Hardy spaces as a key tool to treating
boundary value problems has appeared first in [22]|. Although we argue
independently of this reference concerning this particular issue, we need
to make the bridge and the results of this section are explicitly used in
Section 22 on Neumann problems.

In [22, Thm. 5.1] an interval of values of p is constructed, where
one has the identification HY,; = HY, even for more general operators
DB. (The matrix B need not be block-diagonal.) Its upper endpoint
is denoted by p,(DB) and the lower endpoint is at most the lower
Sobolev conjugate of another exponent p_(DB). To avoid confusion,
we denote these exponents by p25(DB) here. They have a precise
meaning that we recall next. The following material is all taken from
[22, Sec. 3.2].
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Let
D,(D)={fel?:Df € LF},

where LP = LP(R";C™ x C™") and the action of D is in the sense
of distributions. Then BD is defined as an unbounded operator in L”
with domain D,(BD) = D, (D), null space N,(BD) and range R,(BD).
Similar to Definition 13.6, one introduces the set of exponents with p-
lower bounds

Z(BD) = {p € (1,00) : [[Bfllp 2 [ fllp for all f € R,(D)}

and the analogous set with B* replacing B. They are open but possibly
non-connected and Z, denotes the connected component of Z(BD) N
Z(B*D)’ that contains p = 2. Here, I’ = {p’ : p € I} is the dual set of
a given I C (1,00). In passing, we point out that the use of Z(B*D)
instead of its dual set in [22, Rem. 3.5] is a typo that does not appear
in the original reference |21, Sec. 5.

Then (pA5(DB), p2S(DB)) is the interval of exponents ¢ € Z, such
that for all p between 2 and ¢ there is a topological decomposition

(15.1) L” = N,(BD) & R,(BD),

see [22, Thm. 3.6]. It is proved in [22, Thm. 5.1] that for (pA%(DB)), <
p < p5(DB) one has HY, , = HY,. It was not proved that this interval is
optimal for the identification in the class of D B-operators there and for
some examples it was shown that this is not the case, especially for the
lower endpoint. Hence, [22| does not provide the whole identification
interval, yet |22, Prop. 6.4 & 6.5| there describe it as an open interval.

Using the same framework as [22], it became clear in the classification
theorems of [19] as well as in the uniqueness statements of [11] that the
full interval of identification is the object of interest. Both references
introduce the set of exponents p € (1., p25(DB)) for which HY, , = HY,
holds with equivalent p-quasinorms. It is called I, in [19] and H, in
[11]. Hence, either of these intervals is of the form

(a**(DB),p}*(DB))

for some number a*3(DB) > 1, which could be in particular less than
(P23(DB))...

In the block situation of this monograph, we proceeded differently
and introduced the set of identification H(DB) in (9.1) directly as the
largest set of exponents p € (1., 00) for which H},, = HY, holds with
equivalent p-quasinorms. Then we proved that it is an open interval
and characterized its endpoints as h_(DB) = p_(L) and h(DB) =
¢+ (L), see Theorem 9.7, Corollary 11.2 and Theorem 11.3. Hence, in
order to be able to apply the results in [11, 19] within the interval of
identification H(DB), we need to connect both approaches.
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The discussion above already shows that a*5(DB) = p_(L) and
¢+ (L) = hy(DB) > p23(DB). Identifying the upper endpoints requires
a specific argument.

Proposition 15.1. In the block case setting of this monograph the
number p,(DB) = p5(DB) of [22] coincides with hy(DB) = g, (L).

Proof. As said, it remains to prove ¢4 (L) < p35(DB).

Let 2 < p < ¢+(L). First, we recall that ¢.(L) = ¢+(Ly) from
Theorem 6.9, so that by Theorem 13.12 we have p € P(Lg). Hence,
Proposition 13.8 implies p-lower bounds for d and p’-lower bounds for
d*, as well as the topological Hodge decomposition (13.2).

To reinterpret this, we recall that

at 0 0 div,
o=l . o= )

Using the notation of Section 13, we have

N,(D) = {0} x N,(div,), R,(D) =L xR, (V).

Since a~! is strictly elliptic, we see that the conditions p € Z(BD) and
p € Z(B* D)’ are equivalent to p-lower bounds for d and p’-lower bounds
for d*, respectively. Moreover, using the p-lower bounds to determine
the null space, we find

N,(BD) = {0} x N,(div,), R,(BD)=L? xdR,(V,).

In turn, this shows that (15.1) is equivalent to the Hodge decomposition
(13.2).

Altogether, we have shown that p € Z(BD) N Z(B*D)" as well as
the Hodge decomposition (15.1). As we have done this for all p in the
interval [2, ¢, (L)), this proves that ¢, (L) < p45(DB). O

Summarizing, we have obtained
Corollary 15.2. In the block case setting of this monograph the open
intervals Hp from [11] and I, from [19] both equal (p—(L), q.(L)).

16. BASIC PROPERTIES OF WEAK SOLUTIONS

At this point in the monograph we begin to slightly change our per-

spective from Hardy spaces adapted to L = —a~'div,dV, to weak
solutions to the elliptic system
(16.1) Lu = —div(AVu) = —0(adu) — div, dV,u =0

in R, where as before we write

Iy
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for the coeflicient matrix in block form. In this section, we gather well-
known properties of weak solutions that will frequently be used in the
further course.

As usual, a weak solution to the equation

Lu=geL (0)

in an open set O C R'™ is a function u € Wlloz(O C™) that satisfies
for all ¢ € C3°(O;C™),

//AVU V¢dtdx—//g ¢dtdz.

By density we can allow any test function ¢ € W'?(O; C™) with com-
pact support in O.

16.1. Energy solutions. The most common construction of weak so-
lutions is by the Lax-Milgram lemma, using the energy class

WI2RE™) = {v € L2(RY™) : Vo € LARY™)}/C™

This is a Hilbert space for the inner product (V-,V-) and it contains
the restrictions of Cg°(R'*")-functions to RY™ as a dense subspace,
see for instance [14, Lem. 3.1|. By Poincaré’s inequality it embeds
continuously into Lj (R1™).

We recall the well-known trace and extension results. For conve-
nience and a later use we include elementary proofs in our homogeneous
Sobolev setting.

Lemma 16.1. Every equivalence class v € W1’2(R1++") has a represen-
tative that is continuous on [0,00) with values in Li .. In this sense
v € Co([0,00); H/>?) and

sup [[v(t, )|l grr22 S [V0ll2-
>0

Conversely, every f € H”*? can be extended to a function v € WI’Q(RT”)
with v(0.) = f and [Vollz = || flyyas.

Proof That v has a representative that is continuous on [0, c0) valued
in L7 . is just the one-dimensional Sobolev embedding in the t-variable.
This property is not affected by adding constants to v and amounts to
re-defining v a.e. on len.

By density it suffices to prove the embedding into Cy([0, c0); HY 22)
in the case that v is the restriction of a function in C°(R'*"). For all
t > 0 we have

%H(—Ax)”‘*v(t, IE = 2Re((=A0)1u(t, ), (=A2) 10t )

< 2[[(=20) 20 (t, )l 0rv (t, )l
S AIVav(t N5 + low(E, I3,
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where the final step is by the solution of the Kato problem. Integration
in ¢ up to oo gives

I(=22) 0 (t, I S IVl (t>0)

and the left-hand side is comparable to [[v(t,-)[|%, ., by Corollary 3.9.
Again by density it suffices to prove the extension part for f € H7*%n
L% We set v(t,-) = e =2 £ Clearly v is continuous on [0, oo)

valued in L? with v(0,-) = f. Moreover, we have

Vo2 = / 18s0(t, )12 + | Vao(t, ) |2 dt
:/0 (=) /20~ A2 f112 4 |70t 2) 7 f|[2 4y
0 4 1/2
(16.2) = [l A e

o (42 A \1/2 dt
= [T a et ear oy

~ [[(=A:) Y fII3
= || fll22,
where the fourth step is by McIntosh’s theorem. O

We also obtain the usual characterization of the subspace with trace
zero at the boundary.

Lemma 16.2. The subspace
Wé’z(Rf") ={u € W1’2(R}f") cu(0,-) =0 in H1/2’2}
coincides with the closure of C3°(RX™) in WH2(RL™).

Proof. Since the restriction R : WY*(RX™) — HY22 to t = 0 is
bounded, W§?(R1") is a closed subspace and it contains C3° (RL™).

Conversely, let u € Wy (RF). Let E - HY2? — WH2(RF) be the
extension operator from the proof of Lemma 16.1. We pick a sequence
(ug) € CP(R™™) with up — u in WH(RLE™) as & — oo and set
vy = (1= ER)ug. Then Ruy = 0 and vy, — u in WH?(RL™). Therefore
it suffices to approximate each vy, by C°(RLi™")-functions. In fact, it
suffices to find approximants with compact support in ]len since then
we can conclude via convolution with smooth kernels.

To this end, we note that Ru;, € L? together with the explicit con-
struction of E implies v, € Co([0,00); L?) with v (0,-) = 0. Extend-
ing v, to R by 0 and using the L-continuity of the translation in
the t-direction, we obtain approximants wj; with the same properties
that have their support in RY™. Now, we take n € C;°(R'™™") with
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n(0,0) = 1 and set n.(t, x) == n(et,ex). We can bound

1
IV (newr) = Vwlla S 11 = n2) Vwlla + €2 lwilre (0,002 -

In the limit as € — 0 the first term on the right vanishes by dominated
convergence, whereas the second one vanishes thanks to the additional
information wy, € L((0,00); L?). d

We can now use the Lax—Milgram lemma to prove the following well-
posedness result. Neither the block structure of A nor its t-independence

are needed in the argument. We call u the energy solution to Lu = 0
in RL*" with Dirichlet data f.

Proposition 16.3. For all f € H"*? there exists a unique solution u
(modulo constants) to the problem

Lu=0 (in RE™),
Vu € L*(RI™),
W0 )= f (i f?)

Morcover, [Vulla < |2 and limpsoc u(t, ) = 0 in 1122,

Proof. If u is any solution, then we obtain by density and Lemma 16.2
that

// AVu-Vodtde =0 (¢ € Wy?(RL™).
R_l:*n

Since A is elliptic, u € Wé’z(R}ﬁ") implies Vu = 0. Hence, solutions

are unique modulo constants. In order to construct a solution, let
v E Wl’z(Rf") be an extension of f as in Lemma 16.1. By the Lax—

Milgram lemma, there exists w € Wy*(RL™) solving

// AVw - Vodtdr = — // AVy-Vodide (¢ € Wo™(RY™)).
Rﬁ;r" R}r+n

Hence, v := v 4+ w is a solution to the given problem and Lemma 16.1
yields the limit at ¢ = oo as well as the bound

Vullz < [[Vollz + [[Vwlla S [IVollz 2 (| Fllg/22- U

16.2. Semigroup solutions. In the specific situation of coefficients in
block form, we can also use the Poisson semigroup for L to construct

weak solutions. Here, the natural boundary space is L? rather than
B2,

Proposition 16.4. Let f € L2. Then u(t,z) == e ' f(z) is a weak
solution to Lu = 0 in RI™ of class Co([0, 00); L) N C=((0, 00); L?)
with u(0,-) = f.
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Proof. The regularity in ¢ follows directly from the functional calculus.
In particular, u(t, -) is in the domain of L for every ¢ > 0 and g—;u(t, ) =
Lu(t,-). Since a is bounded and independent of ¢, the function au has
the same properties and we have %(au(t, ) = alLu(t,-). Let now
¢ € CP(RL™). For any ¢ > 0, the Lax-Milgram interpretation of al
in (3.5) yields

/Rn %(au(t, ) - o(t,-)dr = /n dVau(t, ) - Veo(t,-)dz

and the claim follows by integrating both sides in ¢ and then integrating
by parts in ¢ on the left-hand side. O

We have the following compatibility between semigroup and energy
solutions. This could be deduced from more general results in [14] but
in the block situation there is a particularly simple proof.

Proposition 16.5. If f € H/*?2N L2, then u(t,z) == e £ f(x) is the
energy solution to Lu =0 in R}J” with Dirichlet data f.

Proof. We already know that u is a weak solution to Lu = 0 in
R with w(0,-) = f in the sense of Cy([0,00);L?). Furthermore,
Vu € L*(RY™) follows by a literal repetition of the argument in (16.2),
replacing —A, by L at each occurrence. In fact, this is why we have jus-
tified (16.2) by abstract arguments instead of using the Fourier trans-
form. O

16.3. Interior estimates. We continue with the standard interior es-
timates. All this is well-known but precise references for systems with
our ellipticity assumption are hard to find. One is [27], where even
systems of higher order are treated, but for the reader’s convenience
we include the simple arguments in the second-order case. Again the
block structure of A and its t-independence are not needed for this
part.

We call W C Rf" a cylinder of radius r if W = I x B, where
I C (0,00) is an interval of length r and B C R™ a ball of radius r (or
a cube of sidelength 7). As usual, we write al¥ for the concentrically
scaled version of W.

Lemma 16.6 (Caccioppoli). Let O C R™™ be open, g € Li, .(O) and u
a weak solution to Lu = g in O. Let W C RY™™ a cylinder of radius r
and o > 1 be such that oW & O. Then there is a constant C' depending
on dimensions, ellipticity and o, such that

// |Vul?dsdy < C’// r2|ul?® + r?|g|?* dsdy.
w aW

Proof. Fix n € C°(R'™) with 1y < n < 1,y and |Vn| < cr™! for a
constant ¢ depending on n and . We write (-, -) for the inner product
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on L*(R'™). By ellipticity and multiple applications of the product
rule, we have
MV ()13 < [(AV (), V (nu))]
< AV, V(') | + [(nAVu, u @ Vi)
+ [{A(u ® Vi), V(nu))|

= I1 + 12 + I37
where our notation is V(nu) := nVu+u® Vn in the sense prescribed by
the product rule. By the equation for u, the Cauchy—Schwarz inequality

and the elementary bound zy < %xQ + Z—I&_y2 for positive numbers z,y, €,
we have

1

I, = 20)| < —
4] = g, )] <

Similarly, we get

2
.
[[mull3 + 5!\7ng§-

A A
L+ Ty < ZlInVull; + ZIV u)ls + Cllu @ Vall;

3\ A
< vl + (€45 ) lue vl

where C' depends on dimensions and ellipticity. Rearranging terms
leads to

A 2 A 2 1 s T 2
IVl < (C+5)lue Valls + o5 lnull + 5 gl

and by choice of n we are done. O

Lemma 16.7 (Reverse Holder). Let u be a weak solution to Lu = 0 in
an open set O C R™™ and let o« > 1. There is a constant C depending
on dimensions, ellipticity and «, such that for all cylinders W with
aW € O it follows that

1/2
<]§[ |Vul? dsdy) < C']§[ |Vu| dsdy.
w aW

Moreover, with q = % in dimension n > 2 and q € (2,

arbitrary in dimension n =1, it follows that

1/q
<]§[ \u|qudy> < C]§[ |u| dsdy,
w aW

where C' also depends on q.

2(n+1
)

Proof. We begin with the first inequality. Let ¢ = Hawu and p =
2(77—;;1), the lower Sobolev conjugate of 2 in dimension n + 1. We apply

the Caccioppoli inequality to u — ¢ and bound the right-hand side by
the Sobolev—Poincaré inequality in order to give:

1/2 1/p
<]§[ |Vu|2dsdy> < C’(]é[ |Vu|pdsdy) .
W aW
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As we have p < 2, this is a reverse Holder inequality for Vu. It remains
to lower the exponent to p = 1 but this is always possible by a general
feature of such inequalities, see [66, Thm. 2|. Strictly speaking, this
reference is for W = I x B with B a cube and the case of a ball then
follows by a straightforward covering argument. i)
2(n+1

For the second inequality we let ¢ := chw u and note that == is

the upper Sobolev conjugate of 2 in dimension n + 1. It follows that

1/q 1/q
(]§[ \u|qudy> < (]5[ |u—c|qudy) +]§[ lu| dsdy
W W w
1/2
SC(# |u|2dsdy> :
aW

where the second step follows again by combining the Sobolev—Poincaré
inequality with the Caccioppoli inequality. The exponent on the right-
hand side can be lowered as before. O

We close with a simple but important approximation result for weak
solutions.

Lemma 16.8. Let (ux) be a sequence of weak solutions to Luy = 0 in
an open set O C RY™™ that converges to u in Li,.(O). Then u is a weak
solution to (16.1) in O and (uy,) tends to u in W)2(0).

loc

Proof. The Cauchy property in Wlloz(O) follows by applying the reverse
Holder and the Caccioppoli inequality to u; —u; on arbitrary admissible
cylinders. Hence, we can pass to the limit in & in the weak formulation
of the equation for wy. O

Corollary 16.9. If u is a weak solution to Lu = 0 in R}f", then so is
Owu. In particular, u is of class C*°((0,00); Li.).

loc
Proof. Fore > 0and h € (—¢,¢) define v, (t, z) == 3 (u(t-+h, z)—u(t, z))
in RY = {(s,y) € R™" : s > e}. All v, are weak solutions in R}
since the coefficients of £ are independent of ¢t and we have v;, — 0;u in
Ly (Ri*") as h — 0. By the preceding lemma, dyu is a weak solution

loc

in RI*", so that in particular 0?u € Lj .((0,00); ;). By iteration the
same applies to OFu for any k € N and the claimed regularity follows

by (one-dimensional) Sobolev embeddings. O

17. EXISTENCE IN H? DIRICHLET AND REGULARITY PROBLEMS

In this section we establish the existence part in our main results on the
Dirichlet and Regularity problems with H-data, Theorems 1.1 and 1.2.
When the data f additionally belongs to L?, the (eventually unique)
solution is given by the Poisson semigroup. Hence, we proceed in two
steps: First, we establish the required semigroup estimates for data
fea(H"NL?) and f € H'” N W2, respectively. Second, we obtain
existence of a solution by a density argument for the full class of data.
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17.1. Estimates towards the Dirichlet problem. We begin with
the square function bound.

Proposition 17.1. Letp_ (L) < p < p,(L)*. If f € L?, then u(t,z) :=
e L (1) satisfies

[1SEVu)lp = [laf|[ae.
Proof. We organize the argument in three steps. For p < 2 we will be
able to use Hardy space theory ‘off-the-shelf’ but for p > 2 different

arguments on the level of the second-order equation for u are needed
since p might lie outside of H(L).

Step 1: The case p_(L) < p < 2. We have
tou = —tL'2e ™ f = (L) f,
and, recalling (3.2) - (3.4),
1 4RV _
tV,u = tV,a te 2(af) = (—tDBe t[DB]g)” = (p(tDB)g),

where g = [af,0]". We recall from Proposition 8.2 and the corre-
sponding result for sectorial operators in Section 8.2 that ¢ € \113’72 and

¢ € U are admissible auxiliary functions for HY? and HY,j, respec-
tively. By Theorem 9.7 we have p € H(L) N 'H(DDB) and hence we get
as required

laf{lee = [ f ez

~ |[S(tu)ll,

< [|SEVu)ll,

S ez + gl

~ [laf{lue + gl

~ |laf]lne.
Step 2: Upper bound for 2 < p < py(L)*. Consider the auxiliary
function ¢(z) == e V* — (1 + 2)72. Then ¢ € \I/%/Q on any sector.

Differentiating the resolvent twice, we find that v := ¢(¢>L) f solves the
following equation in R1™" in the weak sense:

(ad? + div, dV,)v
=4aL(1+*L) 3 f — 24at’L*(1 + *L)*f —aL(1 + t?L) 2 f
=t 2ap(’L)f,
where ¢ € U] on any sector. For x € R" and ¢ > 0 consider Whitney

boxes W (t,z) = (t,2t) x B(z,2t) and W(t,z) == (Y2,4t) x B(x,4t).
The Caccioppoli inequality yields

(17.1) ]5[ |sVo|* dsdy < ]5[ [v|*> + [ (s*L) f|?* dsdy.
W (t,x) W (t,2)
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Summing up these estimates for t = 27%, k € Z, leads to

dsd dsd
// ‘SVUP 1+,?j S // \v|2 + W(52L)f’2 1+g’
lz—y|<s s lz—y[<8s 5

where we have used that at most 3 of the enlarged boxes W(Q‘k,x)
overlap in order to get the term on the right. By definition of v we
conclude

(17.2) [1SEVWly S 1Ss.fllp + [Sv.cfllp + 1SEV L+ L) )],

where as usual S, 1 f denotes the square function of ¢(t2L) f(z).
Since ¢ € \I/f/2 and ¢ € Ui, Theorem 9.22 applies in our range of
exponents and yields

156, fllp + 1Sl S 111l

The analogous bound for the third square function in (17.2) is a
consequence of Remark 9.9. Indeed, the family
2rv—2 | —202L(1 +t*L)73
o en = T
(20 +#2L)7 = (1+2L)72)
N tV.(1+t*L)~2

satisfies L? off diagonal estimates of arbitrary large order by composi-
tion and we have for all ¢ > 0

BV @+ L) 2 flly = [PL(L+ L) fII5 + [1LY2(1+ £2L) 2 £

by the solution of the Kato problem, so that the theorems of Fubini
and McIntosh yield the L2-bound

_ o B dt
1S(tV(1 + L) 2f>H§:/O [tV (1 +t°L) 2fH§7: 1113

Step 3: Lower bound for 2 < p < py(L)*. Introduce the adapted
Laplacian H = —(a*)7'A, and for f € L? with S(tVu) € L* and
g€ LP NL? set

®:(0,00) > C, O(t) = <ae_tLl/2f7 e_tH1/2g>’

where (-, -) is the L? inner product. By the functional calculus on L2,
this is a smooth function and we have

' (t) = —(aLl/QeftLl/Qf’ eftH1/2g> B <ae—tL1/2f’ H1/2e’tH1/29)
@”(ﬂ = <aLeﬂ:L1/2f7 eftH1/2g> i 2<aLl/2eﬂtL1/zf7 Hl/ZeitHl/Qg>
+ <aeftL1/2f7 HeftH1/2g>
= <dv$e_tLl/2f’ v$e—tH1/29> + 2<aL1/26_tL1/2f7 H1/2e_tHl/2‘g>
+ <Vxe_tL1/2fa vxe_tHl/Zg>7



168 PASCAL AUSCHER AND MORITZ EGERT

as well as
lim ®(¢) = lim t®'(¢t) = limtd'(¢) =0, lim®(t) = (af,g).
t—r00 t—r00 t—0 t—0

Putting all together and integrating by parts twice in ¢, we obtain

° d
wro) = [ e G

0 dt
:/ <dthe’tL1/2f, the’tHl/Qg) "
0
0 dt
+ 2/ <atL1/2e_tL1/2f, tH1/2e_tH1/29> "
0

o dt
—l—/o (tV e Y f 1V e ) -

We regard the right-hand side as TP — T? duality pairings in order to
give
[(af.9)| S ISEVae™ " PlISEVae™ " )l
+ [|SELM e IS EH e g)
<2 SEVe S Ve ).

We know that p_(H) = 1, from Corollary 6.10. Hence, Step 1 for
H on 17 yields ||S(tVe"" g)|l, < llglly and since g € LV NL? was
arbitrary, we conclude
_4r1/2
lafll, S ISEVE™ 7 )], O

We turn to bounds for the non-tangential maximal function and
begin by recalling the respective L:-bound for our perturbed Dirac
operators.

Theorem 17.2 (|22, Thm. 9.9]). Let T be one of DB or BD. Then
INe™ ™) = |1 fll: - (f € R(T))

and for every f € L? the Whitney averages converge in the L*-sense
lim le T f — f(2))?dsdy =0 (a.e. x € R™).

We remark that the result above for T' = BD is originally due to
Rosén [85, Thm. 5.1].

Proposition 17.3. Let p_(L) < p < p.(L)*. If f € L2, then u(t,z) ==
e~ L (1) satisfies
[N (u)llp > [laf]|ne

and

lim lu(s,y) — f(z)|*dsdy =0 (a.e. x € R™).
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Proof. We recall from (3.3) that L is incorporated in the matrix oper-
ator (BD)?. Hence, we have

ol

and the claim for p = 2 as well as the convergence of averages follows
from Theorem 17.2.

Step 1: Upper bound. If p € (p_(L),2), then according to Proposi-
tion 8.27 and Theorem 9.7 we have

INc(@)lly S Il = Nlaf -
If p € (2,p (L)*), we first introduce 1(2) = e"V* — (1 + z)~! and split
u=v+w:=L)f + 1+ L) f.

We have ¢ € U1 /o ON any sector. Combining Lemma 8.26 and Theo-
rem 9.22, we find that

IN-)llp S 1Sp.2fllp S 1 -

As for w, we use that the resolvents satisfy off-diagonal estimates of
arbitrarily large order. Consequently, Lemma 8.23 and the L”%-bound
for the Hardy—Littlewood maximal operator yield

INc (@)l < TMASED Y S 1 -

Step 2: Lower bound for p > 1. The convergence of Whitney averages
implies N,(u) > f a.e. on R™ and ||N.(u)|[, > ||f||, follows.

Step 3: Lower bound for p_(L) < p < 1. We calculate the H-norm of
af using the Fefferman—Stein characterization of H”. This argument
works for all p € ("/(n+1), 1], not only p € (p_(L), 1].

Fix ¢ € C{°(R™;R) with support in B(0,1) and [;, ¢dy = 1 and let
¢¢(y) = t""¢(y/t). Then a function h € L* belongs to H” if and only if
the maximal function

(Mg h)(x) = sup |k @i|(x)  (z € R")

is in L” and in this case ||h|lur =~ || My h|p, see e.g. [51, Thm. 6.4.4].

Temporarily fix ¢ > 0 and x € R™. Let x : [0,00) — [0, 1] be smooth
with 11 < x < 1jo2), set xi(s) = x(%/¢) and introduce ®(s,y) =
é¢(z —1)x¢(s). The functional calculus on L? and the compact support
of @ justify writing

(@f +6)(0) = [ (@wnte—v)dy

= lim —(/ Os(Pau) ds>dy.
e—0 R™ c
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For £ < t/2 we expand, integrate by parts and use ad’u = Lu, to give
/ Os(Pau) dsdy
R™ Je
= / (0sP)au + Padsu dsdy
R™ Je
/ (0,@)au — (0,P)sadsu — Psad?u dsdy
R Je
+ [ azatdutey) dy
= / (0sP)au — (0:sP)asOsu + V, @ - sdV , udsdy
R™ Je
+ [ dle —ylealy)dsule, y) dy.
Rn
By the functional calculus for L we have as a limit in L?,

lim eadsu(e, -) = — lim 5aL1/2e_€Ll/2f = 0.
e—0 e—0

By Young’s convolution inequality we get ¢; * (cadsu(e,-)) — 0 uni-
formly on R™ as ¢ — 0. Altogether

[(af * ¢¢)(x

// |(0:P)au| dsdy + // |(0sP)asOsu| dsdy
Rl+n Rl n
+ // |Vy® - sdV u| dsdy

R

= I+ II + III.

(17.3)

Since 9,9 is bounded by ¢t~ and supported in W (t, ), we get
[ T] + 11| < No(u)(2) + N.(tu)(z).
As for III, we get

[ TIT| < i //1+ |1 (0,26)x B(z,t) S Vzut| dsdy,
RLtn

so that Lemma A.3 applied to F':= [1(2¢)x B(z,t)s V2| with r = 1 and
p = /(n+1) yields

TI| S 6" [N (F)])

n+1

If a Whitney ball W (r, z) intersects the support of F' at some (s,y) €
R then

e —z| <|z—y|+|ly—z| <t+r<t+2s <5t
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which means that ]V*(F ) has support in B(z,5t). Thus, we have

n+1

s (e [ )
B(z,5t)

< M(IN, (tV,0)|757) 5 ().

Going back to (17.3) and taking the supremum in ¢, leads us to

n+1

Mo(af) S Nu(w) + No(tu) + M(IN.(¢V0)[757) 5

By assumption we have p > 7/(n+1). Hence, M is bounded on [p(nt1)/n
and it follows that

lafllar ~ | Mg(af)llp S IN(u)llp + ([N (EV)[lp S N (w)llp,
where the final step is due to Caccioppoli’s inequality. U
Finally, we establish uniform bounds and strong continuity at ¢ = 0.
Proposition 17.4. Let p_(L) < p < py(L). If f € a *(H’NL?) and
u(t,x) = e_tLl/zf(x), then aw is of class
and satisfies
sup [lau(t, ) |lur ~ [laf|/ar
>0
and for all k € N,
k E_
sup [¢£0% (au(t. ) S ()bl o
>

Proof. According to Theorem 9.7 we have a~'(H” NL?) = H} with
equivalent p-quasinorms || f|lme =~ [[af|/ne.

The upper bounds for u and dfu now follow immediately from the
bounded H*-calculus on HY | see Section 8.2. Likewise, Proposition 8.13
provides the limits au(t, ) — af as t — 0 and au(t,-) — 0 as t — oo
in H” and the limit at ¢ = 0 implies lower bound for w. O

For exponents p > p. (L), the space H does not equal a~!(H” N L?)
and the previous argument breaks down. However, using off-diagonal
estimates, we can still obtain the continuity at the boundary ¢t = 0 with
values in LY if pi (L) < p < py(L)*.

Lemma 17.5. If p.(L) < p < p.(L)*, then for all f € LPNL?, all
balls B C R™ and all t > 0,
—tLY n_mn_
™ f = flla) S r(B)F 1 (B) + )] £

Proof. We can pick ¢ such that 2 < ¢ < py(L) and g — 1/p < Vn.
We split f =3, fj, where f; == 1¢;(p)f, and obtain from Holder’s
inequality that

_4L1/2 _ir1/2
e t = fHLQ(B) <le t fi— f1HL2(B)
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n_ _471/2
B): 7> e fillas)

j>2
< ( )Tﬂlfllp
n_ _471/2
B)Fu Y [l fillusc)
j>2

Since the Poisson semigroup satisfies L? off-diagonal estimates of order
1, see Corollary 4.17, we can bound the sum in j by

> 1279r(B) M filluapy S tr(B)a ety 26T ),

71>2 7j>2
where the right-hand side is finite by choice of ¢. The claim follows. [J
17.2. Estimates towards the Regularity problem. We begin again
with the square function bounds.
Proposition 17.6. Let (p_(L). V 1,) <p < q.(L). If f € W2, then
u(t,z) = e L"* f(z) satisfies

1SEVOu)|lp = [[Vaf |-

Proof. Let us first interpret the exponents. The identification The-
orem 9.7 tells us that we have Hlp = H'" N L? with equivalent p-

quasinorms and then ||g||Hp ~ ||g|lur for all g € R(V,) follows from
Figure 8. The square function we have to control contains

IV, 0 = —tV, LM2e 2 f = N[V~ f =y (12M)V, f,

where 1 € \If‘f72 on any sector and we used an intertwining relation for
the functional calculus on L?, as well as

t10%u = — (L)LY f = 7Y (P Le ) f = t (L) f,
where ¢ € U{® on any sector.
If p <2, then ¢ and ¢ are admissible auxiliary functions for defining
H,” and H?M, respectively. Thus, we get
ISV, = S (L) )]l + IS E M)V )],
= || fllare + Vel
~ Vo fllar

right away. s

If p > 2, then Proposition 9.21 applies to M with auxiliary function
1 and ¢ = p. The same holds for L since from Theorem 9.7 and the
general bound ¢, (L) < p; (L) in Theorem 6.2 we obtain H} = L”?NL?
with equivalent p-norms. Consequently, we get the upper bound

ISV, = [ S@EL)LY2 )|, + [|S (L (M) Vo f)ll,
SNLY2f 1l + 1Vl
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= [|Va fllp,

where the final estimate is due to Theorem 11.1. Instead of Proposi-
tion 9.21, we can also use the square function estimate for the Dirich-
let problem in Proposition 17.1 directly. This argument also gives the
lower bound: It suffices to note that d,u = v, where v == e *£""*(—LY/2f)
with (—LY2f) € L?, so that
ISEVOu)lp = 1SEVO)lp = (1LY fllp = Ve Sl
follows as required. O
We continue with the non-tangential maximal function bounds.

Proposition 17.7. Let (p_(L). V 1,) < p < q.(L). If f € W"?, then
u(t,z) = e L"* f(x) satisfies

IN(Va)lp 2 1Vl

and
: adyu —aLY2f(2)] |? B "
15% . {qul - { V. f(z) dsdy =0 (a.e. z € R").

Proof. We use the intertwining property to write V,u = etV Y, f
Moreover, we have O,u = e*tLl/Q(—Ll/Qf), so that by similarity adu =
e*tzl/Q(—aLlﬂf). We recall from (3.4) that M and L are incorporated
in the matrix operator (DB)?. Hence, we have

o—tIDB] —aL'?f _ adu
Vaof Vaul’
The claim for p = 2 as well as the convergence of averages now follows
from Theorem 17.2 and the comparison ||aLY2f||y =~ ||V, f]|2.
Step 1: Upper bound for p # 2. As in the proof of Proposition 17.6 we
have H};’p = H" N L? with equivalent p-quasinorms.
If p € (p_(L)«V 14,2], then Proposition 8.27 applied to M and L
directly yields
[N (Vu)llp < [[Ne(Veu)llp + | N (D) ],
SV Sl + 1LY f

and the ubiquitous Figure 8 allows us to compare with

~ | £l
~ |V f o

as required. If p € (2, ¢4 (L)), we first introduce ¥ (z) = e"VZ—(1+2)~"
and split

—y(E2L)LY2 ] [—(1+t2L) 1LV f
+[aemw.s )

Vu=v+w = [ w(t2M)sz
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We have ¢ € U] Jo ON any sector. As in the preceding proof, Proposi-

tion 9.21 with ¢ = p and auxiliary function v applies to both M and
L in our range of exponents. Along with Lemma 8.26, we find that

IN-(0)lp < INo(Qy 57V ) llp + [N (Qy . L2 )]l
SISy 57 (Vallp + 156, (L2 £l
SIVafllp + 1L £l
S IVafllp,

where the final estimate is due to Theorem 11.1. As for w, we use that
the resolvents of L and M satisfy off-diagonal estimates of arbitrarily
large order. Consequently, Lemma 8.23 and the LP/?-bound for the
Hardy-Littlewood maximal operator yield

INc()lly < MUV f )2l + I )],
SIVaflly + IL2 £l

and we conclude as before. Combining these estimates gives the re-
quired upper bound for N,(Vu).

Step 2: Lower bound for p > 1. Since V,f € L?, we obtain from the
convergence of Whitney averages that N,(Vu) > |V, f| a.e. on R" and
IN(Vu)llp = [IVafllp follows.

Step 3: Lower bound for p < 1. As in Step 3 of the proof of Proposi-
tion 17.3 we calculate the HP-norm of V. f through the Fefferman—Stein

characterization of H”. The argument works again for all p € (nL—i-l’ 1].

Fix ¢ € C3°(R"; R) with support in B(0,1) and [;, ¢dy =1 and let
o&(y) = t7"¢(¥/t). We need to control the LP-norm of

My(Vaf)(2) = Sup IVof * ¢f(z) (z€R").

Temporarily fix t > 0 and = € R™. Let x : [0,00) — [0, 1] be smooth
with 11015 < x < 1pg), set x¢(s) == x(5/t) and introduce ®(s,y) =
di(z — y)xa(s). As Vou(s,y) = e M’V f(y), the functional calculus
on L? and the compact support of ® justify writing

(Vof x¢p)(z) = - Vo f(y)oi(z —y) dy

=lim [ — (/ 0s(PV 1) ds> dy
e—0 R e
= lim/ / —0sPV,u — ®0,V, udyds,

e—0

so that
|(Vaof x o) (z)] < // |0s@V ,u| dsdy + // |V, ® ® 0su| dsdy
R RLT™
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where V,® ® Osu is the vector in (C™)" coming from integration by
parts in . Now, we can literally repeat the arguments in Step 3 of the
proof of Proposition 17.3 and arrive at

I S Nu(Vau)(2)
and
I M(IN.(0u)| 1) ()
for all x € R™. Consequently, we have a pointwise bound
ntl

My(Vaf) S No(Vau) + M(IN. ()| 757)

and since M is bounded on L2 /" we get |V, f|lur < ||N*(Vu)|]p as
required. O

Uniform boundedness and strong continuity follow again by abstract
semigroup theory.

Proposition 17.8. Let (p_(L),V1,) <p < q.(L). If f € H*? A W2
then u(t, ) == e £ f(z) satisfies the following:

(i) V,u € Co([0,00); H?) N C>((0, 00); HP) with
sup [|Vau(t, ) lue > [| Vo flnr
>0
and, for every k € N,
sup [[¢20f Vu(t, e < (5)7¢ 7 Va1
>0
(i) If p <, then u € Cy([0,00); LP") N C>=((0,00); L") with

171 < suplfutt, Y S IVl + 117

p*-

Proof. From the proofs of Propositions 17.7 and 17.6 we know V,u =

e~™M'*y_f and that in the given range of exponents lgller. = ||gllme
M

holds for all g € R(V,). Hence, (i) follows verbatim as for the Dirichlet
problem in Proposition 17.4 by appealing to the abstract theory for M
instead of L. .

For p < n we have the Sobolev embedding H"** C LF" /C™ but since
LP" + L2 does not contain any constants but 0 we also have H"? NL? C
L?". This yields the regularity statement in (ii) and the upper bound,
whereas the lower bound follows again from the continuity at ¢ = 0. [
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17.3. Conclusion of the existence part. We now guide the reader
through collecting and extending by density the respective estimates
in order to obtain the existence part in our main results.

Ezxistence of a solution with the properties in Theorem 1.1. First, let
felPnl?ifp>1land f € a'(H NL?) if p = 1. Then u(t,z) =
e L' f(z) is a weak solution to Lu = 0 in R1*", see Proposition 16.4,
and parts of (i) - (iv) are contained in the previous sections:

Part Obtained in

(i) Propositions 17.3 & 17.1

(ii) Proposition 17.3

(iii) Proposition 17.4 (including quantitative

bounds on the t-derivatives)

(iv) | Lemma 17.5 & qualitative continuity with values in L
(by the functional calculus on L?)

The non-tangential convergence with L*-averages in (ii) is stronger than
what is asked for in (D)5. Hence, u solves (D)% with data f.

Now, consider general data f € LP if p>1and f €a*H' if p=1.
Take any sequence of data (f;) C L? that approximates f in the data
space as k — oco. Here, a~ ' H' is considered as a subspace of L' with
natural norm ||a - ||;:. Denote the corresponding solutions by wuy.

By (i), we have that (u;) is a Cauchy sequence in T” and that
(tVuyg) is a Cauchy sequence in T?. Both topologies are stronger than
Ly (RY*™). Hence, (uy,) has a limit u in L7 . (R1™™) that satisfies (i) and
it follows from Lemma 16.8 that u is a weak solution to Lu = 0. Note
that this construction is independent of the choice of the (fx). In the
same way we obtain (iii) and (iv) for u since we can identify limits for
the respective topologies in Lj . (RI™).

Property (ii) for u can be obtained by a well-known argument for
maximal functions. More precisely, we obtain from (ii) for the w that
for a.e. x € R™,

a4 mew (J%V(t,@’“ ~ /@)l dsdy)
< No(u—wg) (@) + | f(z) — ful2)].

If the left-hand side exceeds a fixed threshold € > 0, then at least one
of the terms on the right exceeds ¢/2. By (i) applied to u — u; and
Markov’s inequality, this can only happen on a set of measure

Ce™([la(f = flllar + |If = fellr),
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which tends to 0 as & — oo since H? C P with continuous inclusion
for p > 1. Hence, the left-hand side of (17.4) vanishes for a.e. z € R™.

Finally, suppose that f is also an admissible datum for energy solu-
tions. In the case p > 1 this means that we assume f € L? NHY>? and
by the universal approximation technique in Hardy—Sobolev spaces we
can take the f;, above in such a way that f, — f also in H7*2. We
know from Proposition 16.5 that wuy is the energy solution with Dirich-
let data fr and it follows from Proposition 16.3 that u is the energy
solution with Dirichlet data f.

In the case p = 1 we assume f € (¢~ 'H') N H”*?. We claim that
this is a subspace of L?. Taking the claim for granted, no approxima-
tion is necessary to construct the solution u(t,z) = e =" f(2) and by
Proposition 16.5 this is the energy solution with data f. The easiest
way to see the claim is to note that f € L' NH”*? and hence its Fourier
transform satisfies

[iFr@racs [ siacs [ jelFs©Pa
R” B(0,1) 1)

<B(0
< CIFIT+ 1 lFsee-

Ezistence of a solution with the properties in Theorem 1.2. First, recall
from Theorem 6.2 that p_(L) = q_(L). Let f € H"” N W2, As
before, u(t,z) = e "'"* f(z) is a weak solution to Lu = 0 in R1*"
from Proposition 16.4 and (i) as well as (iii) - (v) are contained in
the previous sections. Part (ii) will mostly follow from a general trace
theorem that we comment on below:

Part Obtained in
(i) Propositions 17.7 & 17.6 & Theorem 11.1.(i)
(iii) Proposition 17.7
(iv) Proposition 17.8
(v) | Proposition 17.3 & Proposition 17.4 & Theorem 11.1
since yu = —e L (LV2 ) with LY2f € a1 (H? NL?)

As for the extension to general data f € H'P, we first treat the
case p < n. We can assume f € LP" since the general case follows by
modifying data and solution by the same additive constant.

Take any sequence (fy) € HY N W'? with f, — f as k — o0
in H"» N LP". Tt follows from (iv) that (u) is a Cauchy sequence in
C([0,00); L”"), hence in L. Lemma 16.8 asserts that (u;) converges
in W2 to a weak solution to Lu = 0. The properties (i), (iv), (v)
for u follow by identifying limits as before and for (iii) we rely on the
same type of density argument as in (17.4). In particular, (iv) implies
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lim; ,ou(t,-) = f in D’ as claimed in (ii). This being said, the non-
tangential limit in (ii) follows from the Kenig-Pipher trace theorem
(Proposition A.5). In conclusion, u solves (R)5 and has all required
properties.

In the case p > n we can only take a sequence (f;) C H'"? 0 W2
with f, — f in H"” as k — oo . We use (i) to infer that for the
corresponding solutions (Vuy) converges in T%?, hence in L7 . Define
the averages ¢y = (ux)w with W C Rf" a fixed cube. By Poincaré’s
inequality (uy —cg) is bounded in Wllog By compactness, we can define,
up to passing to a subsequence,

= lim uy — ¢ (in Li).

k—o0

Lemma 16.8 asserts again that u is a weak solution to Lu = 0 and
modulo constants the construction of u is independent of the particular
choice of the (fx). With this definition all properties but (ii) follow as
before. For the latter we fix the representative for f. Since n > p_(L),
see Proposition 6.7, we obtain from (v) that du € Cy([0,00); LP).
Hence, u(t,-) has a limit in D’ as t — 0. By (iv) we can fix the
free constant for w such that this limit is f and the non-tangential
convergence follows again from Proposition A.5.

Finally, if f € H"?NH"Y>2, then the same argument as for the Dirich-
let problem yields that modulo constants u is the energy solution with
Dirichlet datum f.

18. EXISTENCE IN THE DIRICHLET PROBLEMS WITH Aa—DATA

Here, we establish the existence part of Theorem 1.3, our main result
on the Dirichlet problems (D)%, and (D)< %, with boundary data in A
Let us stress that in accordance with the formulation of these problems
the data space is not considered modulo constants.

Since A® N L? is not dense in A® for the strong topology, we cannot
proceed in two well-separated steps as in the previous section. Instead,
given f € A%, we directly define

o0

(18.1) =Y e (1)) (t>0),

7j=1

where () C R™ is any cube, and check that this is a solution with all
required properties for both Dirichlet problems. More concisely, we can
write
u(t, ) = 11111 eitLl/Q(lngrle) (t > 0),
]*}OO
but the representation as a series will be advantageous for most consid-
erations. In fact, the assumptions of Theorem 1.3 are already required
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to prove convergence in L . via off-diagonal estimates. More precisely,
we work with the following exponents for most of the section:

ep,(L)y>nand 0 <a<1—7/p, ().
(18.2) e When « is fixed, p denotes a fixed exponent with 2 <
p<ps(L)and a < 1—"/p.

We break the argument into six parts.

Part 1: Well-definedness of the solution. We begin with an ele-
mentary oscillation estimate.

Lemma 18.1. Let o € [0,1) and p € [1,00). For all f € A®, all cubes
Q CR" and all j > 1, it follows that

(£ 1=l an)” S e@ 1l

2iQ

where v; = j+1if a =0 and ~; = 2% if a > 0.

Proof. If & = 0, then A* = BMO and hence for all cubes Q C R™,

1

(]gQ £ = (el dy)p < 11l

A telescopic sum of the estimates for Q, 2Q, ..., 2/71Q yields the claim.

If o > 0, then |f(z) — f(y)] S (Z0(Q))°]If]|ja for 2 € Q and y € 2Q
and the claim follows immediately. 0

The oscillation estimate allows us to prove convergence of the right-
hand side in (18.1) and obtain further useful representations of w.

Lemma 18.2. Assume (18.2). Then the following hold true.

(i) The sum defining u converges absolutely in L (R™), locally
uniformly in t. In particular, u is a weak solution to Lu = 0
mn Rf".

(ii) If a family (n;) € L*=(R™; C) satisfies (5.2), then u(t,-) =
> e e tEY2 () f) with absolute convergence in LE. (R™), locally
uniformly in t. In particular, u is independent of Q.

(i) If f = c is constant, then u = ¢ almost everywhere.

Proof. By Corollary 4.17 the Poisson semigroup satisfies L” off-diagonal
estimates of order 1. Let K C R™ be any compact set and set ¢ := £(Q).
For j large enough we have d(K, C;(Q)) > 2771 and hence

7tL1/2<

e 1o, f)llee )

S U207 flleees @)
@07 (If = (Nallweng + @0F(Fel)
S0P (il s +1(Hel).

(18.3)
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where we have used Lemma 18.1 in the final step. The right-hand side
is summable in j since aw < 1 — #/p, which proves absolute convergence
of the series in (18.1) in LY ., locally uniformly in ¢. Since all partial
sums are weak solutions to the equation for £ in Rf”, the same is true
for u, see Proposition 16.5 and Lemma 16.8. This completes the proof
of (i).

Now, (ii) follows by repeating the proof of Proposition 5.1 word by
word up to incorporating the new off-diagonal estimate above. Finally,
(iii) is due to the conservation property for Poisson semigroups (Propo-
sition 5.6). O

Part 2: Proof of (ii). We start by proving continuity and conver-
gence towards the boundary data in L .

Lemma 18.3. The solution u is of class C([0, T]; Li..) with u(0,-) = f
for every T > 0.

Proof. Continuity on (0, 7] is a general property of weak solutions, see
Corollary 16.9. We fix an arbitrary cube () of sidelength ¢ and prove
the limit at t = 0 in L*(Q).

Set f; = (f—(f)q@)1c;(q)- By Lemma 18.2 we have, whenever y € Q
and s > 0,

o0

u(s,y) = fy) =D eH ) + (Ho — f)

j=1

(18.4) ~
=3 )+ )~ fi)

For the error terms with 7 > 2 we use again that the Poisson semigroup
satisfies L? off-diagonal estimates of order 1, see Corollary 4.17. Here,
pis as in (18.2). Together with Lemma 18.1, we obtain

- _sL1/2 - _sl/2
> e <> e filli)
j=2 LP(Q)  j=2
N
(18.5) S 2 giplfile@
j=2
S > (n_
5 1-2_q ZQJ(F l)7j||f||[\a7
A =

where the sum in j is finite by the choice of p. In particular, we have
by Hélder’s inequality that

e}

_gI1/2
D e

=2

S
S I fllje
L e ’
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which in combination with (18.4) leads us to

S _sL1/2
luls, ) = fllz) S rg=a I llae + e B A= Al

The right-hand side tends to 0 in the limit as s — 0 since we have
feA”and f; € L% O

We turn to non-tangential convergence towards the boundary data
and control of the corresponding sharp functional on Whitney averages.
In the case a > 0 this would come for free from Proposition A.8 once
we have established the upper bound for the Carleson functional as
stated in (i) but the following direct argument also works for a = 0.

Lemma 18.4. The solution u satisfies
lim lu(s,y) — f(z)|*dsdy =0 (a.e. v € R")

and

1Nzt = oo S 1]l ie

Proof. We only need a slight refinement of the previous argument. To
this end let x € R™, ¢ > t and let @) be the axis-parallel cube of
sidelength ¢ centered at z.

For any (s,y) € W(t,z) = (Y/2,2t) x B(z,t) we can use (18.4) and
(18.5) with this choice of () and the same definition of f;, 7 > 1, in
order to obtain

u(s, ) = fllizB)

o
non 1) _.r1/2
5 t27p E e sk fj + ||e sk Ji— f1||L2(B(z,t))
=2 LP(Q)
st? 7w

_o71/2
S J-oa [ fllze + lle o Ji— f1||L2(B(a:,t))'

P

Thus, we get our key estimate

1/2
(fF 1utsr - s asay)
W (t,z)

o L , 1/2
< 1_n_a||f||m+(]§[ Y dsdy) |
0w W(t2)

For the first claim it suffices (by the Lebesgue differentiation theo-
rem) to prove that the left-hand side in (18.6) vanishes in the limit as
t — 0 for a.e. z € R". But passing to the limit on the right-hand side,
the first term vanishes since we have p > n by (18.2) and the second
term vanishes for a.e. x € R" thanks to the Lebesgue differentiation
theorem and Proposition 17.3 applied to f; € L2.

(18.6)
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In order to bound the sharp functional, we use (18.6) with ¢ = t.
This yields for all ¢ > 0 and all x € R" the required uniform bound

1 1/2
c( ]t ppasay)
W(t,z)

1 /2 2 1/2
St g (fF, e = R asay)
t,x

1 _er1/2
S llje + ta+ﬂ Sup le™5" fr = fill

S 14 +

S I e

where the final step is due to Lemma 18.1, keeping in mind that by
definition f; = (f — (f)g)1ig and that ¢ is the sidelength of Q. O

oy llfill2

t0‘+

Part 3: The upper bound for the Carleson functional. In this
part we prove the upper bound [|Ch(tVu)|leo S ||fllje. It will be
convenient to use cubes instead of balls for the Carleson functional and
to show that for all cubes Q C R"™ of sidelength ¢ we have

¢ dyds\“/?
187) ( [ f tsvur ) <l o
0o JQ S

From now on @ is fixed. Since both sides stay the same under adding
constants to u and f, we can assume (f)g = 0. For j > 1 we introduce

Y
fi=le@f, wit)=e"f;
Step 1: The local bound. By Lemma 18.1 we have || f1]|3 < Q2] f1|3.-

Hence, the local term u; can be handled via the L2-bound for the square
function in Proposition 17.1:

V4
| fsvup P ciqr [ jvenpp S
0 Q S Rrrn S

S N e
Step 2: Decomposition of the non-local terms. Set W(t,x) = (t,2t) x
Q(z,t) and W (t,z) == (Y/2,4t) x Q(x,2t). Let ¢(2) == e VZ — (1 + 2) 72
and recall from (17.1) the Caccioppoli estimate

I Ve %

< //w INCCRaTAREal

where 1) € U1 on any sector. Let the regions (W (ty, zx))x cover (0, ) x
@ modulo a set of measure zero such that the (W (tx, xx))x are contained

(18.8)

dsdy
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in (0,2¢) x2@Q) and at most 4-2" of them overlap at each point. Summing
up in k yields

/ Z / 5V6(2L) £y L
0

<[] eenneuens

dyds

so that in total

‘ :
([ fwor )

20 S
< ([ Lo mak s wengp s o 2o 2)

From Lemma 18.2 and Caccioppoli’s inequality we obtain that u =
> _i—, uj converges in WL2(R™). We can use Fatou’s lemma to con-
clude

V4 1 00
dyds \ 2
(18.9) ( / fbmﬁ%) SOl + 3015+ 10, + 1L,
0 J@Q Jj=2

where

u=([ 1, |¢<s2L>fj|2dyjs)5,
([ wempptt)
111, = (/%][ sV (1 + s°L)~ 2Jg|2dyds)

Step 3: Bounds for the oﬁ—diagonal pieces. We begin with the bound
for I;. The family (¢(t>L));~0 satisfies L? off-diagonal estimates of
order 1. This is due to Lemma 4.16 since ¢ € U] 1/2 on any sector.

Hence,
(][ |¢(82L)fjl2dy)2 < (][ |¢(82L)fjlpdy>p
2Q 2Q

< (2w ( L. |f|”dy)’1”

S st 725V e
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where the final step is again due to Lemma 18.1. We take L*-norms
with respect to % on both sides to give

(18.10) L < )l 260,

Summing these estimates in j leads to a desirable bound in (18.9).

In estimating I; we have only used ¢ € W7 /o ON any sector for some
7 > 0. Hence, we can use the same strategy for II; and the first
component of

SVL(1+2L) 2,

in III ;. As for the second component, we have L? off-diagonal estimates
of arbitrarily large order v > 0 for (tV,(1+t*L)™?)s>0 by composition.
Therefore, we can run the same argument as before but with p = 2 in
Lemma 18.1 and obtain

20 .
- dyds 2 N Y
([ v 22 p ) < 26

We take v = /2 — 7/p + 1 and conclude a desirable bound for III; in
(18.9). This completes the proof of (18.7).

sV(1+s’L) 7 f; = {_4821;(1 " szL)_3f]-]

Part 4: Compatibility. In this section we work with A® as a homo-
geneous smoothness space modulo constants. In view of Lemma 18.2
this determines v modulo constants.

Our goal is to establish compatibility of v with the energy class, that
is, we assume f € A*NHY>? and have to show that modulo constants u
is the energy solution with Dirichlet data f. This is a delicate matter
since no density argument can help us here. We shall rely on the
following two lemmata.

Lemma 18.5. Let g; € L? and go € T~ for some o € [0,1) be
such that g — go 1s constant on R}ﬁ". Then g1 = go almost everywhere.

Proof. Let g — go = ¢ almost everywhere. We obtain for all » > 0 that

2r
|c|2 ~ r_l_”/ /( | lg1 — g2|2da:dt
r B(0,2r

S gl 4 2 | ge a1 o

As a < 1, sending r — oo yields ¢ = 0. O

Lemma 18.6. Let o € [0,1). Each f € AN H1/2’2 can be decomposed
in AN H? as f = fioe + falob, where fioe € W2 and fatob € L2

Proof. We pick ¢ € Ci°(R™;R) such that 1p1) < ¢ < 1p(2) and set
floc = Fﬁl(SD‘Ff)v fglob = fﬁl((l_(p)fjv

Then obviously f = fioc + faob and since ¢ and 1 — ¢ are smooth
Fourier multipliers in the scope of the Mihlin multiplier theorem, both
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fioe and fyop Temain in A* N HY*%. Moreover, mioe(€) = |&]Y20(€)
and mgon(€) = |€]7Y2(1 — p(€)) are bounded and since we have g :=
F~Y|€]*2F f) € L? by assumption, we obtain that

»7:_1(’5|~Ff10c) - ]:_l(mlocfg) € L27 fglob = ~F_1<77’Lg;lob]:g) € L2

as required. O

As we are dealing with a linear problem, the benefit from Lemma 18.6
is that it suffices to prove compatibility under the additional assump-
tion that either f € L? or f € Wh2

If additionally f € L?, then Zj; 1¢,(q@)f converges to f in L? and
from (18.1) we get back

ult, ) =e 7 F (£ >0).

According to Proposition 16.5 this is the energy solution with Dirichlet
data f.

Now, suppose that additionally f € W2 and let & be the energy
solution with Dirichlet data f. We claim that it suffices to show that
for all g € Cf° with [;, gdz = 0 and all ¢t > 0 we have

(18.11) (ult,-),9) = (u(t,-), 9),

where the angular brackets denote the (extended) inner product on
L2, Indeed, the claim implies that u — u is independent of the -
variable but looking at the equation £(u — @) = 0 in RY™, we also
obtain ad?(u — u) = 0, so dyu — d;u is constant. By definition we have
dyu € L? and by the Carleson bound in Part 3 we have dyu € T~h>e,
Lemma 18.5 yields d,u — 0;u = 0 and the desired compatibility v = u
(modulo constants) follows.

In order to prove (18.11), we pick a cube @) that contains the support
of g and use Lemma 18.2 to write

o

(18.12) u(tr) =Y f)@) (1 a) € RE™),

with (7;); a smooth partition of unity on R™ subordinate to the sets
D, = 4Q and D; = 277'Q \ 27'Q, j > 2, such that |||« +
270(Q)||Vanjllo < C for a dimensional constant C.

Since g has integral 0, we can write g = div, G with G € C{°(Q).
Indeed, in dimension n = 1 it suffices to take a suitable primitive of g
and in dimension n > 2 this is Bogovskﬁ’s lemma [49, Lemma I11.3.1].
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By duality and the intertwining relations, we obtain

(€ (i f), 9) = (m; f,e " div, G)
— (n; f, div, e "M @q)
G)

(18.13) = —(n;Vaf, e~ (M2
(Vo ® f,e MG)
= — Ij — II]‘,
where M* .= —d*V,(a*)~ ! div, intertwines with L* in the same ways

as M intertwines with L. Our notation is Vaonif) =n;Vaf+Vun; @ f
as predicted by the product rule. The assumption V,f € L? and the
fact that e *M)"*G € L2 allow us to sum up

(18.14) NI = (Vo f, e MG,
=1

As for the error terms II ;, we shall need the qualitative information
(18.15) e M2 e 1 (for some ¢q < 2).

In each of the following steps we take ¢ as close to 2 as necessary
for the respective result to apply. First, we write G = G + G2 with
Gy € N(div,) and G € R(d*V,) as in the Hodge decomposition (13.2)
with d* replacing d. By Proposition 13.8 and Lemma 13.4, this decom-
position can be taken topological in LY. The identification Theorem 9.7
tells us that we can have H"? = W90 L? with equivalent g-norms and

Lt —
then H? , = LINR(d*V,) follows by moving from the second to the

Mt T
fourth row in Figure 8. Proposition 8.10 yields MG, e LY and

from G; € N(M?¥) we obtain by the functional calculus in L* that
et M2 G = Gy, which also belongs to LY. Hence, (18.15) follows.

Now, we go back to (18.13). We pick exponents r,s € (1,00) such
that /g + 1/r + 1/s = 1 and obtain for all J > 1 that

J
Z ;| <
j=1

—a,

1fllLs 27410 lle
T

<G|

L3 (27+1Q);

where we have used that Z}]:1 V.1n; has support in 2/71Q and is con-
trolled in L*®-norm by 2774(Q). The implicit constant depends on all
variables but J. The choice of s depends on Sobolev embeddings. In
dimension n > 3 we can assume f € L* up to modifying f (and hence
u) by a constant. Then we pick s := 2* and obtain

J

j=1
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which tends to 0 as J — oo since ¢ < 2. In dimension n < 2 we can
assume f € A'™"2 and also change f to f — (f)q in (18.12), which
changes u by a constant. With this modification, we obtain together
with Lemma 18.1 that

< 21095 = {

1

274 ifn=1
/0-D(1+J) ifn=2

which also tends to 0 as J — oo. Together with (18.12) - (18.14), we
arrive at

(ut,-), g) = —(Vf,e O q).

Since f € W'2NHY?2, the universal approximation technique lets us
pick a sequence (f,) € WH?NH*?NL? with f, — f in both W% and
H7>2. We let u; be the energy solution with Dirichlet data f,. Then
(ug) tends to the energy solution ¥ with data f in W'?(RL*™). By
Lemma 16.1, this implies u (¢, ) — u(t,-) in the sense of distributions
modulo constants. On the other hand, we know from Proposition 16.5
that ug(t, ) = ot fr and we can undo the duality and intertwining
in order to give

(ult, ), 9) = — lim (V. fi,, e VDG

= lim (""" £, g)

k—o00

= klgg)<uk<t7 ')79)
= (u(t,-), 9)-

This establishes the remaining claim (18.11) and the proof is complete.

Part 5: The lower bound for the Carleson functional. Our goal
is to show that for all g € Cf° with [, gdo = 0 the solution  in (18.1)
satisfies

(18.16) [(Fr )| S 11Ca(tVu)lsollgllee,

where o € (14,1] is such that n(1/e — 1) = o and (-, ) is the extended
L?-duality pairing. Indeed, then density and duality yield the lower
bound

[f1lae S NCa(tVu)| -

We suggest that the reader recalls the argument of Step 3 of Proposi-
tion 17.1 beforehand. The proof here follows the same line of thought
but since u(t,-) and f may not be globally in L? we cannot as di-
rectly rely on the functional calculus in L? as before. This is the major
technical challenge.
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From now on we fix g and pick a cube @) that contains its support.
Since both sides in (18.16) do not change when adding constants to f
or u, we can assume (f)o = 0 and write u as

[e.9]

_i71/2
u(t, ) = Ze T = g
j=1
Next, we introduce again H == —(a*)"'A, and set

u(t, ) = (1L +H)7((a")g)

for an integer 5 > 7/2 + 2. Then the kernel estimates in Proposi-
tion 14.14 become available and this is why we use the resolvents of
H and not the Poisson semigroup as in the proof of Proposition 17.1.
The auxiliary function we are working with is
(18.17) ®:(0,00) = C, (1) =D (e f a%v(t, ).

j=1
This turns out to be the appropriate way of defining (u(t,-), a*v(t,-))
as we shall see momentarily. We divide the proof of (18.16) into eight
steps.

Step 1: Qualitative growth bounds for v. We claim that there are ¢ > 0
and C' > 0 depending also on 3, g and @) such that

(18.18)
’U(t,.ﬁlj‘)‘ + ]th(t,a:)\ < C(l A t*nfl)efc

() e R,

To this end, we recall that (14 t2H)™?(a*)~! is given by an integral
kernel denoted by H(x,y) with bounds

H (2, 9)] + |tV HY (2, 9)] + |0V, H (,9)]

lz—yl

VLV HY (2,y)] < Ct e

see Proposition 14.14. Hence, by the support of ¢ and an L*-bound on
the kernel,

e d(z,Q) c lz—yl
oftn)] <t [ o8 o) dy

_cd(=,Q)
Se it gl

Since g € C°(Q) has mean value 0, we can also write g = div, F'
with F' € C;°(Q), using a suitable primitive in dimension n = 1 and
Bogovskii’s lemma in higher dimensions. Thus,

olta) =~ [ V,H(w0) F(o)dy

and the L*>°-bound for the kernel yields

d(z,Q)
t

olt,2)] < Ot e P
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This completes the estimate in (18.18) for v. The bounds for tV v fol-
low mutadis mutandis, using the kernel bounds for tVthB and t2VmVny .
Eventually,

tow(t,”) = =22 H(1 4+ t*H) "~ ((a*)'g)
= —28((1+°H)7 = (1 +°H) " 1) ((a")'g)
is a linear combination of two functions of the same type as v.

Step 2: ® is well-defined. More precisely, we shall show the qualitative
bound

(18.19) S e fillaro(t, )| < CEAES) < oo,

where C' is independent of £ > 0 but may depend on all other parame-
ters.
By Holder’s inequality, we have

_tI1/2 _471/2
He™™ " filla™v(t, )l < [Lai2ge™" " fillplla™v(t, )l
_471/2
+ e fillpl

Since p € [2,p4(L)), the Poisson semigroup satisfies L” off-diagonal
estimates of order 1, see Corollary 4.17. From the support of f; and
Lemma 18.1 we obtain for 7 > 2 with implicit constants independent
of j and t,

—tL1/? —j i(n_
(18.21) 1i-12ge™ ™ fillp S 1277 fllp S 12,2770

and

(18.20)

c(2j—1/2Q)a, ?)(t, ')Hp/.

_471/2 n
[Cass fille S Wfillp S 27>
Likewise, integrating the p/-th powers of both sides of (18.18) gives
lav(t, Yy S (AT (A +67) STAL S

and, with a smaller constant ¢ then in (18.18),

[1e@imi/egya™o(t, )y S (LAET Wi e=e < (£ At8)27,

where in the final step we have used the crude bound e™* < s7! for
s > 0 in order to restore the right homogeneity in ¢. Using these bounds
on the right-hand side of (18.20), leads us to

(18.22) lle™ " fillamo(t, Il S (A ¢ )27

Since aw < 1 — n/p, we can sum in j and conclude (18.19).

As a matter of fact, the same estimate holds if in the definition of
® we replace v(t, ) by tVo(t,-), which satisfies the same pointwise
bounds. We can also replace e‘“l/2 by (tLY2)ke=tL'? for an integer
k > 1 since the latter satisfies again L” off-diagonal estimates of order
at least 1, see Lemma 4.16. All such sums are called of ®-type. We
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also remark that it was only the bound (18.21) that required j > 2.
All other estimates in this step also work for j = 1.

Step 3: Integration by parts in t. Since we have left out the term for
j = 1in Step 2, the full estimate for ®(¢) is

|D(t) — (e~ fr,a"v(t, )| SEALTS.
By the functional calculus on L? we have

lim(e 2" f1, a*o(t,-)) = (f1,9) = (f, 9),

t—0
where in the final step we used the support of fi, and likewise

lim <e*tL1/2f1, a*v(t,-)) = 0.

t—o00

We conclude lim;_,o ®(t) = (f, g) and lim; . ®(¢) = 0. Next,
d

£<eftL1/2fj’ a*U(t, >> — _<L1/267tL1/2fj7 a*’U(t, ))
+ (e B aro(t, )

gives rise to two sums of ®-type (times a factor of t7!), which converge
locally uniformly in ¢ by Step 2. Hence, we can differentiate ® term by
term. The upshot is that we can integrate ® by parts to obtain

(18.23)  (f,9) :—/Ooo P'(t) dt:/ooo oW (1) dt—/ooo T (t)dt,

where @M (¢), UM (¢) : (0,00) — C are given by

(I)(l)(t) — §<>:<L1/26—1tL1/2fj7 a*v(t, )>7
j=1
() =3 (e f a O, )

<.
Il
-

and t®M) and t¥M) are of ®-type. The idea here is that &) is the
bad term that we have to keep, whereas the part involving " can be
treated directly.

Step 4: Integral estimate for ¥, We introduce
U(t,) =281+ 2 H) "7} ((a")'g),

which is of the same type as v but with a higher resolvent power. The
objective in this step is to establish the bound

o _dtd
(18.24) / WO (1) dt < // V0] - [1V,5] S
0 RL+n t

Let n € C°(R™R) be such that 15 < n < 15 and for R > 0 set
nr(z) = n(z/r). We note that

a*ow(t,”) = —=2Ba*tH(1 +t*H) "1 ((a*)g)
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= —2BtA, (1 + H) P ((a*)g)

= —tA,v(t,")
and, having split
VOE) = (nre ™ £, —tALB(t, ) + (1 — nr)e ™ £, a*O(t, ),
j=1

we can integrate by parts the term with ng to give

1

<77Rtvmu(tv ')7 tvxfﬁ(ta )>

+ ((tvan) X e_tL1/2 fja tvwlﬁ(ta )>

| =

(18.25)

1

<
Il

(1= np)e 27 f; ta*do(t, ).

+
&+ | =

1

<
I

Our notation is
_471/2 _471)/2 _471/2
Ve(nre ™ f;) = nrVae ™™ fj 4+ (Vang) @ e f;

as predicted by the product rule and for the sum with nzV,e "’ £
we have used that the series that defines u(t, ) converges in W2 as a

consequence of L -convergence and the Caccioppoli inequality.
So far, (18.25) holds for any ¢ > 0 and any R > 0. We let now k > 2,
set R:= (1V t)k and integrate in ¢ to obtain

(18.26)
/ 5O (1)) dt

_ did
< // V] - [tV 5] S
RL+n t

> N/ . daxdt
+ Cn/ / [tV anavekl Z e oL 2fthV%v| :
0 Jee =

% o > _471/2 dl’dt
el [T ) - 3l 0]
0 °(2Q) j=1

where ¢, only depends on n. We also used that the terms with n
vanish on 2¢) and interchanged the sum with the integral in x using
the monotone convergence theorem.

The sums in j are of ®-type and when using the bounds from Step 2
for such sums only on ¢(2@Q)), we can allow j = 1 and pick up the same
behavior in ¢. Indeed, on the right-hand side of (18.20) we would only
get the second term when j = 1, so that we do not need (18.21). It
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follows that

= _tLY/2 ~ _n
Z e ™ fil[EVadl [l oy SEAT
j=1

and likewise with 0,v replacing tV,v. Hence, in (18.26) the sums in j
are of class L'((0,00) x ¢(2Q); @). Since [tV navek| and |1 —navel
are uniformly bounded in ¢ and tend to 0 pointwise as k — oo, we can

use the dominated convergence theorem in (18.26) to conclude (18.24).

Step 5: Completing the treatment of ¥ by duality. We can interpret
the right-hand side in (18.24) as a T%** —T? duality pairing, where
o € (1,,1] is such that a = n(1/o — 1), see Section 2.2. Consequently,
we have

/0 O ()] dt < (| (Vo) o | SEVT) .

In order to bound the square function, let

[ ]

be the matrix that corresponds to H in the same way as B corresponds
to L. Recalling (3.2) and the intertwining relation (3.15), we write
O | = 28tD(1 4 (tByD)?)*'By |
tV v H 1o
(18.27)
= ¢ (tDBy) m ,

where ¢(2) = —282(1+2%)"~is of class ¥3°*! on any sector. As >
"/2+2, this is an admissible auxiliary function for Hf,; . From p_(H) =
1, (Corollary 6.10) and the identification theorem (Theorem 9.7) we
obtain

~ ||l
Hppy

Isev.ol, = | |4

Thus, we have found

1828 [T O] dt S Cu V) gl
0

which is a desirable bound for the second term in (18.23).

Step 6: Setting up an iteration on W) . At this point we are left with
proving

‘ / 30 (1) dt' S 1Ca V)l gl
0
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where

oW (1) =S (L2 7 f; au(t, ).

M

7=1

Since t®W(t) is of ®-type, we can repeat Step 3 with this function
replacing ®(t). The only difference is that now lim,_,o t®(")(t) = 0 and
we can integrate by parts without boundary terms to give

/ <I><1>(t)dt:/ tcb(2)(t)dt—/ tw® () dt,
0

0 0
where
(1) = (Le ™ £ a*u(t, ),
j=1
(L) = Y (L2 f adpu(t, ).
j=1

Now, 20 and t*¥? are of ®-type and t¥? is of the same structure
as U except for an extra t0,-derivative on the Poisson semigroup.
Hence, we can repeat Step 4 and Step 5 mutadis mutandis for 2 and
arrive at

/ U ()] dt S [|Ca(t Y (t050)) oo g e
0

as replacement for (18.28). But since dyu is a weak solution to the

same equation, we can use Caccioppoli’s inequality on Carleson boxes
(0,£(Q)) x @ as in Part 3 to bound

ICa(t*Va0u) o S 1ICa () [l

and conclude with a desirable bound.
The upshot is that we can iterate this scheme until for some large
N, depending on the dimension, we can control

> dtd
(18.29) / 1M (1) | < // V1,0V 2y - 17,0 T4
0 Rrrn t
where
N(1) =Y (LM g atu(t, ).
j=1

Indeed, a desirable bound for the right-hand side of (18.29) follows by
TO% _ T duality and Caccioppoli’s inequality as before.

Step 7: Reduction to a final estimate of ®-type. We shall establish
(18.29) for the first integer that satisfies N > n/2 4 3. As

(LN py avo(t, ) = (= div, AV, LN e 1 (e, ),
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we can integrate by parts as in Step 4 but in the opposite direction.
Using the same notation, the replacement for (18.25) is

o (—1)N2 BNy gN-2

n (At (tL2)N =26~ £ (19 ,mR) @ (t, )

&+ | =
AMgﬂ

<
Il
—

(LN B2 £ (1 = pr)au(t, )

~ | =
.Mg

_|_

<
Il
—-

and the replacement for (18.26) is

/ V1) (1)) i
0
dtd
<Nl [ 107V.0Y 2 190 S
Rrrn t
dadt

+ ¢ / / |tvxn(1vt)k|Z|tdvx(tL1/2)N_2e_tL1/2fj]|U|T
0 °(2Q)

j=1

* > - _471/2 dxdt
sl [ [ 0= mnl 3 1LY e ] S
0 €(2Q) j=1

where ¢, only depends on n. Thus, we have to prove that the sec-
ond and third term on the right vanish in the limit as & — oco. The
third term contains a sum of ®-type, so that we can use dominated
convergence as in Step 4. The middle term is not of ®-type since we
do not have L* off-diagonal estimates for the gradient of the Poisson
semigroup. We claim that nonetheless there are o, 7 > 0 such that we
have the qualitative bound

< - - 1/2 ag —T
(18.30) D VLN e f 0]l eaqy S 17 AE

j=1
with implicit constant independent of ¢. Taking this estimate for

granted, dominated convergence also applies to the middle term and
(18.29) follows.

Step 8: Conclusion. In order to prove the final missing bound (18.30),
we argue as in Step 2 but with p = 2. To simplify notation, let

T(t) = tV,(LLV?)N 2" (1> 0).

This family satisfies L? off-diagonal estimates of order N — 2 by com-
position and Lemma 4.16 since we can write

T(t) = (tvzu n tzL)‘1> ((tLl/Q)N‘Q(l n tzL)e_th).
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By Holder’s inequality, we have

T @) fillo () e e
(18.31)

() fillL2eeopllv(®, iz eeoy
+ | T@) fill2l|Le@i-1/20yv(t, )2

where the first term on the right vanishes for j = 1. From the support
of f; and Lemma 18.1 we obtain for j > 2 that

1151720 T () fill1 220y S 727 7 filla < tV%Qj(%—‘Y)
and for 7 > 1 that

IT®) fill2 < Ifill2 S 7527

with v € (0, N — 2] at our disposal and implicit constants independent
of j and t. The bounds for v are obtained by squaring both sides of
(18.18) and integrating. They take the form

vt Mrzeeg) S QAL Dts =ts A2

and

Lerg(t. )l S (L AE e 5% S (55 ApTE2,
where in the final step we have used the crude bound e™* < s77 for
s > 0 to restore the homogeneity in ¢. Using these bounds on the
right-hand side of (18.31), we find

NT@ Fillo(t, Ml eegy S @2 A2 )27,

We need v > 7/2+4 « to be able to sum in j and v < 7/2+1 to pick up
decay at t = oo. Such v exists since @ < 1 and the choice is admissible
because we have assumed N > n/2 + 3. It is only at this point where
we need the size of N. Now, (18.30) follows from (18.31) and the proof
is complete.

Part 6: Proof of (iii). Instead of (18.2) we work with the following
exponents in this part:

p_(L*) <1land 0 < a < n(Yp_(t) — 1).
(18.32) e When « is fixed, p_(L*) < p < 1 is such that a =
n(Yp—1).
This is a stronger assumption than in the previous parts since p_ (L) <
1 implies p4 (L) = oo by duality and similarity.
In particular, (e=*E9"*), o is (a*)~! H”-bounded by Theorem 12.2

—tL1/2

and we can define (e )t>0 as a bounded semigroup on A% via duality

and similarity:
<e_tL1/2f, g> _ <f, a*e_t(Lu)lm(a*)—lg) (f c Aa’g c HpﬁLz).

Next, we identify the solution u from (18.1) with such a semigroup
extension.
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Lemma 18.7. Assume (18.32). If g € C3° with [5, gdz =0, then

(u(t, ), g) = (fra*e " (@) Lg) (¢ > 0),

where the left-hand side is the (extended) L? — L2-duality and the right-
hand side is the A* — HP-duality.

Proof. We fix t and g and let () be a cube that contains the support
of g. As a*e ') (q*)"1g € H?NL? C H' we have in particular that
Jon a*e ") (q*)"Lgdz = 0. Therefore we can assume (f)g = 0. In
the following, C' denotes a constant that may depend on all parameters
but on j > 1 used for the annuli C;(Q).

Since p € (14, 1), we can fix ¢ € (1,2) such that € :=n/q—n/p+1 > 0.
Then (e_t(Lu)l/Q)bo is L%-bounded and satisfies L? off-diagonal estimates
of order 1, see Corollary 4.17. We conclude that

e D (@) gl a0y < €270 = 0207327,

Hence, we can use Lemma 4.10 in order to write
ate Y2 (a*)lg = 202 “la; (in H?NL;,),

where the a; are L%atoms for H” with support in Cj11(Q) U Cj(Q).
Using Lemma 18.1 with exponent ¢’ and the atomic bounds, we obtain

(18.33) (f,C27%a;)| < Cy;2"7 27 |la |, < Cy27927.

Now, we use the definition of u, duality for the semigroups on L? and
absolute convergence of the series following from (18.33) in order to
write, setting ag = 0,

(u(t,-),9) = > (" 1o,@1.9)

j=1

kg HL2 oy~
Loy f,a*e ™) (a*) " g)

Mg

<.
Il
=

C(f, 1Cj(Q)(27€jaj + 275(]'71)@]'71))

[
Mg

<.
Il
-

|
.Mg

C<f7 (le(Q) + 1C.7‘+1(Q))27€jaj>

<
Il
—_

(f.C2 Yaj) = (f.a'e (@) lg). O

Mg

1

<.
Il

Since Cg’-functions with integral zero are dense in H”, we obtain
from the lemma and Proposition 17.4 applied to L* that u is of class

Co([0,00); Afeur) N C7((0,00); Al )



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 197

where the subscript indicates that A carries the weak® topology as the
dual of H?, with bound

sup [|u(, )| jo < [ £l o
>0

In the opposite direction, Part 2 implies for all g € Cj° with integral
zero that

[{fs o) = lim [Cu(?, ), g)] < sup [u(t, )| zollgllwe
t>0

and || f||ie < sup,s [Ju(t, )| o follows. Hence, we have
(18.34) sup [u(t, )| je = [ f]] je-
>0

For the global upper bound in AQ(REQL") we need a variant of the
Poincaré inequality that we prove at the end of the section.

Lemma 18.8. Let v € L2 (RY™) with tY/2Vv € L2 (RY™). There is
a dimensional constant ¢ such that for all cubes ) C R",

Q)
]§[ v — (v)7@)|* dsdy < c/ ][ s|Vo|* dyds,
Q)

where T(Q) == (0,4(Q)) x Q. In particular, v € LIOC(]RIJ"). The same
wnequality holds with balls instead of cubes.

Together with the upper Carleson bound of Part 3 we now obtain,
for all cubes @) C R",

(]%@) lu — (U)T(Q)]2dsdy) (/ Q)][ s|vuy2dyds)

)1 Ca(tVu)]oo
S ( )1l ze-

This is an oscillation estimate at the boundary of len. In order to
replace T(Q) by an arbitrary cube T(Q) + (t9,0) with t, > 0, we
use that according to Lemma 18.7 we have the semigroup property
u(t + to,-) = e, =i wy(t,-), where fi, = u(to,-) € A®. The
previous estimate with uy, in place of u becomes

( # 4 = (@z@eool? dsdy) < 0Q)° ol
T(Q)+(to,0)

S U@ 1l 4e
where the final step is due to (18.34). By definition of the BMO-norm

if « = 0 and by the Morrey-Campanato characterization of Holder
continuity if « € (0, 1), see [80], we conclude

= i

The proof of (iii) is complete, modulo the
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Proof of Lemma 18.8. We can assume that () is the unit cube cen-
tered at the origin, as a scaling argument gives the general result. Let
T.(Q) = (g,1) x (1 —¢)Q for € € (0,1). We apply first the Hardy—
Poincaré inequality of Boas—Straube [31]:

J[ o= nerasa < [[ - as.on@)vePasy.
=(Q) =(Q)

A priori, the constant c¢. depends on 7.(Q) but scaling and transla-
tion to (1,2) x @ reveals that we can take c¢. = (1 — ¢)¢, where ¢ is
dimensional. We conclude

(18.35) // v — (V)1 (@) dsdy < c// s|Vu|* dsdy,
=(Q) T(Q)

where the right-hand side is assumed to be finite.

Now, consider a decreasing sequence of values € € (0, 1/2) with e — 0.
Since T1/2(Q) C T:(Q) and v € L*(T1,5(Q)), it follows from (18.35)
that the numerical sequence ((v)7.(g))- is bounded. Let C' be one of
its accumulation points. Via Fatou’s lemma we can pass to the limit
in (18.35) along a subsequence of € to give

// v — C|* dsdy < c// s|Vo|? dsdy.
T(Q) T(Q)

This implies that v is (square) integrable on T(Q) and therefore we
have C' = (v)r(g) by dominated convergence.
The argument for balls instead of cubes is the same. O

19. EXISTENCE IN DIRICHLET PROBLEMS WITH FRACTIONAL
REGULARITY DATA

In this section we prove the compatible existence on Dirichlet prob-
lems with data in homogeneous Hardy—Sobolev and Besov spaces of
fractional smoothness that have been announced in Section 1.6. We
also compare them to what can be obtained by the general first-order
approach [3] when specialized to elliptic systems in block form. We
recall the color code for our various exponent regions and segments:

e Gray corresponds to what can be obtained from the theory of
D B-adapted spaces in [3| and our identification of the interval
from [11,19] in Corollary 15.2.

e Blue shows additional results obtained from the theory of L-
adapted spaces.

e Red indicates results outside of the theory of operator-adapted
spaces.

When we speak of ‘colored’ points or regions, we always mean points
or regions that are displayed in one of these three colors.
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19.1. Fractional identification regions. As in Section 8 we treat
adapted Hardy—Sobolev and Besov spaces simultaneously by letting X
denote one of B or H. As before, ‘identification’ means ‘equality of sets
with equivalent p-quasinorms’.

Proposition 19.1. Identification X3? = X*P N L? holds for all expo-
nents corresponding to the interior of the colored trapezoidal region in
Figure 10.

S
A
1
0

1

y L

0 1 11 1 1 1 n+l P

ph a2 (¢Fy pEVI (pE)avl. n

FIGURE 10. Identification X5” = X*? N L2 up to equiva-
lent p-quasinorms holds for all exponents corresponding
to the interior of the colored trapezoidal region. The pic-
ture is up to scale when p_(L) > 1. When p_(L) < 1,
the top blue point is situated at (Y/p_(r),1).

Proof. Theorem 9.7 yields H}” = H*? N L? and HY = o '(H* NL?%) =

LPNL? if (/p,s) belongs to the open segments that join (Vg (), 1)
to (Yp-().vin), 1) and (1/p4(1),0) to (Yw-(r)v1),0), respectively. Both
cases can be summarized as saying Hy” = H™ | see Figure 6. By real
and complex interpolation (|3, Thm.4.32| or equivalently the argument

in the proof of Lemma 9.4) we conclude X7 = X*X in the interior
of the convex hull of the two segments and the clalm follows by using
Figure 6 again. U

Remark 19.2. If p_(L) < 1, then we could also combine Theorem 9.7
with Corollary 6.10 and write H;” = H™ _, | on the top segment,
which in this case joins (1/q.(r), 1) to (1/1.,1), and the full bottom seg-
ment joining (1/p4(r),0) to (1/p_(r),0). Extending Figure 10 to the right
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by the triangle with vertices (Y/1.,1),(1,0), (}/p—(z),0), the same inter-
polation argument yields identification X" = X", |\ in the interior
of that extended region. The reason why we do not use this extension is
that we do not know whether X*”_, A, = XipAz and not even whether
a completion of X™_, | can be realized as a space of distributions,
except if a = 1 of course. In the first-order D B-theory this phenom-
enon does not appear as B is applied first. As a cautionary tale we
remark that even when a = 1 not all of our arguments for solvability
of Dirichlet problems would go through in the extended gray region,

notably the non-tangential trace used in Proposition 19.7.

Identification in the interior of the gray region in Figure 10 has pre-
viously been obtained (implicitly) in [3, Sec. 7.2.4] and we shall next
explain why.

Let us first recall that in Theorem 9.7 we have identified ]HI%% =
HY? for p € (p_(L),q4(L)). For p € (1,00), the Q-duality from |3,
Cor. 5.14] states that H%,. = H% implies H;= = H,'". Thus, the
latter follows for p € (g (L*),py(L*)) by duality and similarity. As
before, interpolation leads to the identification region that is shown in
Figure 11. Lemma 9.1 ‘maps’ the gray region in Figure 11 onto the
gray region in Figure 10 since X3, = X5 implies X;™" = X*Hr 012,

S

A

0

0 1

Py

=
N [—=
—~
&
~<
S
S

FIGURE 11. In the interior of the gray region X7, = X7
holds (up to equivalent p-quasinorms). By O-duality |3,
Cor. 5.14] this is equivalent to X5 " = X~

In the particular case p_(L*) < 1 we have p, (L) = oo by duality and
similarity and hence the left lower vertex of the identification regions
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is situated at the origin. However, results can be improved further as
follows. We reproduce the argument from |3, Sec. 7.2.1| for the sake of
clarity.

Proposition 19.3. If p_(L*) < 1, then identification X3}, = X}¥ and

X7 = X*P N L% hold in the interior of the extended gray regions of
Figure 12 and Figure 13, respectively.

1
i
i

0=1

Py

e
N [—=
=

(a%")
FIGURE 12. Extension of Figure 11 to the left in the
case p_(L*) < 1. The extension only concerns exponents
with p > ¢ (L) > 2. The length of the vertical segment
on the left is at most 7/p_(L#) — n.

Proof. 1t suffices to argue for Figure 12 since the extension in Figure 13
follows from Lemma 9.1 as before.

Consider the analog of Figure 11 but for B*. Since we assume
p_(L*) < 1, the right-hand segment of the gray trapezoid described
by

1 —s s+1

- = +

poq(L)  p-(L¥)
intersects the vertical line 1/p = 1 at a point that is called x4« in [3]. Let
:EX* be the symmetric point with respect to (1/2, —1/2). By O-duality
this is a boundary point of the identification region for X737, = X3

Interpolation with the exponents that have already been obtained in
Figure 11 yields the extension that is displayed in Figure 12.
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v +[9]

Sl
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4

0= L 11 1 1 1 n+1
pk @t 2 (¢ty pEvl (pL)uvie n

FIGURE 13. Extension of Figure 10 to the left in the
case p_(L*) < 1. The extension only concerns exponents
with p > ¢, (L) > 2. The length of the vertical segment
on the left is at most »/p_(t) — n.

The length of the vertical segment that we have been able to add on
the line 1/p = 0 is given by o, where

1 1 1
U<p—(Lﬁ) - Q+(L)’) T (LF) .

Since Theorem 6.2 for L* yields p_(L*) < (g4 (L)")«, the left-hand side
is bounded from below by o/» and we obtain

as we have claimed. O

Let us illustrate these diagrams in special cases. When m =1, n > 3
and d is real-valued, we know that p_(L) = ¢_(L) < 1 and p4(L) = o0
(Remark 14.11). Thus, we are in the case of Figure 13 for the blue
and gray identification regions. This is also the generic situation in
dimension n = 2 for any L (Proposition 6.7).

In dimension n = 1, Proposition 6.7 yields p_(L) = q_(L) = 1.(=
1/2) and p, (L) = q.(L) = oo. The same holds for L in place of L
and therefore xi* =[0,0]". Consequently, we already have the largest
possible gray region shown in Figure 14 and there is no additional blue
region. In any dimension, the same situation occurs for operators of
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~

@]
N =
—
|:
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SR

FIGURE 14. Figure 13 in dimension n = 1 and in any
dimension for the special case L = —a~'A, or more gen-
erally when d depends only on one coordinate.

type —a~'A, (Corollary 6.10) or more generally when d depends only
on one coordinate (Remark 14.11).

19.2. Solvability for fractional regularity data. We turn to solv-
ability of the Dirichlet problems (D)f,, and (D)£,, when 0 < s < 1
and 0 < p < oo satisfy 1/p < 1 + s/n. The restrictions on s and p
guarantee that all distributions in H*? and B*? are locally integrable
functions. Indeed, for p = oo we have H*>® C B*>® = A®, whereas for
p < oo both are interpolation spaces between H*P = LP and H'"* for
some exponents py > 1,p; > 1,.

In the formulation of the Dirichlet problems for fractional regularity
data we consider the data spaces as classes of measurable functions and
do not factor out constants. We use the pair (Y,X) to denote either
(Z,B) or (T,H). By definition of tent and Z-spaces, all problems that
appear in Section 1.6 can simultaneously be phrased as asking for given
f € X*P to find a solution to

Lu=0 (in RY™),
(D)5es VueYs'?,

lim, g ffw(t’z) lu(s,y) — f(z)|dsdy =0 (a.e. x € R").
Let us mention that another way of formulating the boundary condition
is limy o u(t,-) = f in D'(R™)/C™, see [3,28]. In all cases, we recover
this condition in the construction of our solutions. We do not impose
a condition at ¢t = oo, contrarily to [3].
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Remark 19.4. For (1/p,s) = (1/2,1/2) we obtain X/*? = HY*? by Fu-
bini’s theorem and Y~7%% = L2 by the averaging trick, so that (D)f(l/z}2
is a Dirichlet problem for the energy class. The energy solution given
by Proposition 16.3 is (modulo a constant) a solution to this prob-
lem. Indeed, consider f € HY>? and let u be the energy solution. It
converges to f as t — 0 in X7*%. By Proposition A.8, there exists a
non-tangential trace uy and the Cesaro means of u(t,-) converge in D’
to ug as t — 0. It follows that f = uy + ¢ for some ¢ € C™. From now
on, we call u + ¢ the energy solution with Dirichlet datum f.

Solvability of (D)f(syp means that for any given data there exists a
solution. Compatible solvability means that the energy solution is a
solution if the data is also in H”*?. This notion of (compatible) solv-
ability differs from parts of the literature in that we do not require
an a priori estimate for solutions by the data, compare with |28, Sec-
tion 2.4]. Such estimate usually holds since a specific method was used
to construct solutions. We find it natural to separate these two as-
pects of solvability theory by using the concept of solution operators.
This notion is manufactured in a way that is amenable to interpolation,
independently of any uniqueness result.

Definition 19.5. Let s € (0,1) and p € (1., 00] satisfy 1/p < 1+ %/n.
Consider X*? as a (quasi-)Banach space modulo constants. A solution

operator for (D)%, is a linear map sol : X*” — D/(R}™")/C™ such

that for all f € X*” the function u := sol f satisfies

Lu=0 (in RY™™),
(19.1) IVullys—re S| fllxer,
limy o u(t, ) = f (in D'(R™)/C™),

where the implicit constant in the second line is independent of f. The
solution operator is compatible if it agrees on X*? N HY>? with the
solution operator for the energy class (Proposition 16.3).

Recall that a weak solution of Lu = 0 in R} is in Wlloi by definition

and of class C*((0,00); L) by Corollary 16.9. Hence, all conditions
in our definition make sense. The second line implies that sol : X*? —
D'(RL™)/C™ is continuous. In passing, we note that in the existence
parts of both Theorem 1.1 (Section 17.3) and Theorem 1.3 (Section 18)
we have already encountered such operators for different classes of data
without using the terminology. Proposition 16.3 provides a solution

operator for (D)ﬁl/Z?'

Lemma 19.6. Let s € (0,1) and p € (1.,00] satisfy Y/p < 1+ $/n.
If there is a (compatible) solution operator for (D)g..,,, then (D)g,,, is
(compatibly) solvable.
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Proof. For solvability we do not consider X*? modulo constants. Given
f € X*P_ the assumption yields a solution u to (19.1). Now, u has a
non-tangential trace uo and the Cesaro means of u(t, -) converge to ug
in D’ as t — 0, see Proposition A.8. Thus, f = ug+ ¢ for some ¢ € C™
and u + ¢ is a solution to (D)%, , with data f.

Ko ,
If the solution operator is compatible and f also belongs to HY>2,
then u + ¢ is the energy solution, see Remark 19.4. U

We shall now construct solution operators in a series of results, en-
larging the range of boundary spaces step by step.

We begin with exponents in the blue and gray identification regions
from the previous section. Note that the H? regularity problem (R)Zf
does not fit into the scheme of problems (D)fgs,p because of the miss-
ing square function control for Vu. Hence, no interpolation argument
between the existence parts of Theorem 1.1 and 1.2 can help us here.
Instead, we rely on the first-order theory and adapted Hardy spaces as

in Section 17.

Proposition 19.7. Suppose that (1/p, s) is contained in the interior of
the colored region described in Figure 10 and Figure 13 in the partic-
ular case p_(L*) < 1. Then (D)f-(w, is solvable. There is a compati-
ble solution operator that assigns to each [ € X*P g solution of class
Co([0, 00); X*P) N C((0, 00); X*P) with u(0,-) = f and comparability

sup [[u(t, )lxer = | fllger = [[Vtllys-is.
>0

Proof. In view of Lemma 19.6 it suffices to construct the solution op-
erator. We first consider f € X*? N W2, In this case, we set of course
u(t,z) = et ().

Step 1: Regularity and the first comparability. Since we have X7 =
X*PNL? with equivalent p-quasinorms, the regularity for u and the first
comparability immediately follow from the bounded H*-calculus and
the semigroup properties on X7”, see Section 8.2. This argument also
yields quantitative bounds for ||t*/20,u(t, -)|xs» that will be needed to
carry the C™-property over to general data f € X*” in Step 4.

Step 2: The second comparability when p < 2. By means of the inter-
twining property we find

_ / —+LY/
yato 2 [|L2e T fllyacrs + | Vae 7 |

[ Vu| vo-lp
~ |LLM 267 fllyon + [l W, F|lyeoto
= ||p(t>L) fllysr + [0 (EM)V o f|lys-1s
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and the auxiliary functions are of class ¢ € \Iffl";z and ¢ € V. They

are admissible for defining X7* and X%}l’p , respectively, since we have
p <2 and s < 1. Hence, we can continue with

= ||f| Xi’p + ||vmeX%1’p
~ || f]
~ || f]

where we used Figure 7 in the second step.

S,P
XL

XS,P7

Step 3: The second comparability when p > 2. In this case we are in
the gray identification region. We know from Figure 11 (or Figure 12)
that we can identify X3 ,% = X5, '" and therefore the Cauchy char-
acterization of adapted spaces in |3, Thm. 5.26] and [3, Rem. 5.28]
yields

(19.2) |le~PBl1e (DB)g|
We pick

yooto = gl (9 € R(DB)).

-] -on [

As for the right-hand side in (19.2), Figure 6 yields ||g]| xgte | flscsom-
Next, we use the identity 2(1c+(z)) = 1 + V#?/= to write
0 —Zl/zaf

V. f 0 Vo f
The intertwining relation and the similarity of L and L lead to

—e_tzl/zzl/Qaf] _aLl/QeftLl/Qf

+ [DB]

2(1c+ (DB)g) = [

adyu

V., u

_tM1/2 _471/2
e tM \V/ vxe tL f

Thus, the left-hand side in (19.2) is comparable to ||[Vu|

T

27PN (DB)g = [

stl,p .

Step 4: FExtension to a solution operator. By the same density argu-
ment as for the regularity problem in Section 17.3 when p > n, we
can construct for general f € X*? a weak solution to Lu = 0 in ]len
that has all the properties stated in the proposition. The construction
depends linearly on the data and since u(t,-) — f in X*? C D'/C™,
we see that u solves (19.1). This means that we have constructed a
compatible solution operator. O

If py(L) < oo, then (the existence part of) Theorem 1.1 contains
existence of a solution to the Dirichlet problem (D)If in a range of
exponents that exceeds the identification region for ]I-]IOL’p by up to one
Sobolev conjugate. This leads to the following improvement of the
previous result in that case.
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FIGURE 15. Extended region for compatible solvability
of (D)f-(syp when p, (L) < oo. Recall that p; (L)* = oo if
p+(L) = n.

Proposition 19.8. Suppose that p, (L) < co. If (1/p, s) is contained in
the interior of the colored region in Figure 15, then there is a compatible
solution operator for (D)f{&p. In particular, the problem is compatibly
solvable.

Proof. The blue and gray regions have been treated in Proposition 19.7.
We need to add the red triangle to the picture. It suffices to show for
any Py == (1/po, 0) with py (L) < py < p4+(L)* (bottom red segment) and
any P; = (1/p1,s1) in the interior of the gray region that a compati-
ble solution operator exists for all points on the open segment PyP;.
Compatible solvability then follows by Lemma 19.6.

We argue by interpolation and consider the data classes as Banach
spaces embedded into D’'/C™. In Section 17.3 we have established
existence of a solution with the properties (i) and (iv) of Theorem 1.1.
This construction furnishes a continuous linear solution operator soly :
HOP — D'(RL™)/C™ such that u = soly f solves

Lu=0 (in RYT™),
[Vullp-100 S || fllg00,
lim ou(t,:) = f (in D'(R™)/C™),
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whereas Proposition 19.7 furnishes a continuous linear solution opera-
tor sol; : H**** — D/(RL*")/C™ such that u = sol; f solves

Lu=0 (in RLH™),
[Vullpsi-1o S ([ fllggsamn
lim_ou(t,”) = f (in D'(R™)/C™).

Since both operators produce compatible solutions, the universal ap-
proximation technique implies that they coincide on H%P° N H1P1,
Hence, we have a well-defined continuous linear operator

sol : HO?° 4 H**P — D'(RL™)/C™

such that u = sol f solves Lu = 0 in RI™™ and satisfies u(t,-) — f as
t—0in D'/C™.

Pick any point (1/p, s) on the open segment PyP;. Since the real and
complex interpolation spaces of an interpolation couple continuously
embed into the sum space, we obtain that sol : X** — D'(RL™)/C™
is continuous. The map sol and the continuous solution map for en-
ergy solutions from Proposition 16.3 agree on X*? N HY>2 N H*"! and
hence on X*? N HY>2. Since the maps Vsol : H*P — T~ and
Vsol : H¥1Pt — T*171P0 are bounded, we obtain by real and complex
interpolation that Vsol : X*? — Y*7'? is bounded. This means that

we have constructed a solution operator for (D)%, - O

In the case p, (L) > n we can go one step further and study endpoint
problems (D)fia,oo for 0 < a < 1 —"/p(1). We have B®® = A® with
equivalent norms, so that (D)%, .. is a third way of posing a Dirichlet
problem with Holder continuous data. The other endpoint problem
uses the data space H®® = BMO®, which is continuously embedded
into A® and carries the equivalent norm (2.9). The upshot is that,
given f € X**, the existence part of Theorem 1.3 already shows that
u defined in (18.1) is a compatible solution that converges to f at
the boundary in the non-tangential sense. The following addendum
guarantees that this solution also solves the new endpoint problem and

that (18.1) defines a compatible solution operator to (D)f{am :

Proposition 19.9. Suppose that p. (L) > n and that 0 < a < 1 —
n/p.(r). Then the Dirichlet problem (D)f{am is compatibly solvable.
More precisely, given f € X*, the same solution u that was defined

in (18.1) and solves (D)5, and (5)§a7 also solves (D)%, .. and satisfies

IVtllye s = || llgee.

Remark 19.10. Combining Theorem 1.3 with Proposition 19.9 yields
comparability

IVullp-roe = |Ca(tVU) oo = [[W (V) |loo = |Vl go-ree,



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 209

whenever u is a solution to (D)j.. A simple comparison of the two
functionals shows that the estimate ‘>’ holds for any L7 -function F

in place of Vu. The converse is a special property of weak solutions to
(D)5
Remark 19.11. If p_(L*) < 1 and a < n(Y/p_(L#) — 1), then u is given
by a weak*-continuous semigroup on A® as the dual of H?, a = n(1/p —
1), see Lemma 18.7. In essence, this followed from the identification
H?, = (a*)"'(H’NL?). By interpolation one can obtain a subregion
of the red region where the (unique) solution to (D)%, ,
Cp-semigroup.

An analogous result for BMO® would require boundedness of the
Poisson semigroup for Lf on (a*)~'(H™*! N L?), which we do not know
when o > 0. One can use the first-order approach to obtain the semi-
group property of the solution to (D)EHQ,OO for 0 < a < 6, where 0
appears in Figure 3 or equivalently as the upper endpoint of the verti-
cal boundary segment of the gray region in Figure 13. The semigroup
property for 6 < a < n(/p_(r#) — 1) is unclear. These observations will
not be needed in the further course, so we do not detail them.

is given by a

Proof of Proposition 19.9. We fix (a representative for) f € X and

let u be the solution to both (D)ﬁa and (l~))§a defined in (18.1). Since
we are working within the same or even a smaller class of boundary
data, we have at our disposal all properties for u from Section 18 and
only at distinguished places we have to intervene in order to obtain the
additional features that we claimed above. More precisely, we have to
modify Part 3 for the upper bound of ||Vul||ya-1.. and Part 5 for the

converse.

Modification of Part 3: The bound ‘<’ In the case X = B it suffices
to combine the observation from Remark 19.10 and the existence part
of Theorem 1.3 in order to obtain

IVullze-r0e S Ca(tVu)lloo S 1 10

We turn to the case X = H. We have to prove that for all cubes
@ C R” of sidelength ¢ we have

(19.3) </0€/Q|slavu12

From now on () is fixed. Since both sides stay the same under adding
constants to v and f, we can assume (f)g = 0.

In contrast to Section 18 we use a smooth resolution for f in order
to represent u. We let (n;); be a smooth partition of unity on R"
subordinate to the sets Dy :== 4Q and D; :== 2771Q\ 2771Q, j > 2, such
that [|n;llee + 270(Q)||Vanjlle < C for a dimensional constant C'. For

dyds 1/2
) S 10 -
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J > 1 we introduce

_ar1/2
fj = njfa uj(t>') =€ t fj'

The main difficulty is to handle the local term for j = 1. For the
moment, let us take for granted the estimate

(19.4) il S 1R I fyion-

This is where the smoothness of 7, is needed and we include the argu-
ment at the end. Thus, it suffices to prove the local bound

Y4
dyds
(19.5) / / sovu 2 YL <2,
0 JQ s

In doing so, we can work under the qualitative assumption f; € wh?,
which can be removed afterwards via density of W? in H*? 0 L? and
Fatou’s lemma. We use the intertwining property to write

_,[ 8‘%({@)]‘1 }
ST M) VL]

L B _Sl—aL1/2e—sL1/2f1
s T Vuy(s,y) = Lo sTFV/2
s % V. fi

where ¢ € U9 T and ¢ € U°. These auxiliary functions are admissible

for H$? and H';\‘Aj 12 respectively. Hence, we get as required

[ frwa 5 < fl | Lo iidhess)

1— aw 2M)V fl
— ||f1||H°"2 + ||vacf1||H(’~—1’2
L M
~ Al
~ || fillfaes

where the third step is due to Figure 7 and the final step uses that
(1/2, &) belongs to the identification region of Figure 10.

For the non-local terms with 7 > 2 we can now follow Steps 2 and 3
verbatim, the only modification being that we multiply the Caccioppoli
estimate (18.8) by s72* before summing. This leads to (18.9) with
the local bound (% f|| 4 replaced by || f||gyo« and additional powers
s72% in each of the off-diagonal pieces, so that the power ¢* in (18.10)
disappears. Thus, we control the sum of the off-diagonal pieces by
1l S 1 lston

The proof is complete modulo the argument for (19.4) that we give
now. By translation we can assume that () is centered at the origin. A
classical argument using the Fourier transform of f; € L? yields

1fily) — [L(2)
||f1||Ha2 — /n /n |y—Z|n+2O¢ dZdy = I,

2 dyds
s
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see for example |26, Prop. 1.3.7]. According to (2.9) it suffices to prove

I <A, where
’2
/ / ‘y _ Z|n+2a dz dy
By symmetry, we have

2
YT I
[Yloo =200 ’y - Z|

where | - | is the £*°-norm on R". We write the numerator as 7, (y)(f(z)—
FW)+ f(z)(m(z) —m(y)). The first term vanishes unless y € 4Q and
in that case z € 4Q follows from |y|s > |2]|e. Hence, the integral of

this part is controlled by A. Likewise, z € ¢(4@Q)) implies y € ¢(4Q)) and
the second term vanishes. Altogether, we obtain

2
1<A+//|f 2)[2Im (2 ()Idzdy,
n |y_Z|n+2a

where we bound |1;(z) — 7 (y)| via the mean value theorem if |z — y| <
¢(Q) and in L*-norm if not, in order to get

/ / )|2 dydz
ly— z|<€ |y_Z‘n+2a 2

2
+4C’2/ / )| dydz
ly—z|>(Q ’y - z’n+2a

2)|*dz

1Q
A

We used (f)g = 0 in the second to last step and Jensen’s inequality
and |y — z| < ¢(Q) in the final step.

Modification of Part 5: The bound ‘2. We fix g € C3° with [5, gdz =
0 and consider the extended L*-duality pairing (f, g). We use the same

notation as in Part 5 of Section 18. The only difference in the argument
appears in Step 5, where we have to handle

_ did
(19.6) // V| - |1V,7] S
Ri—H’l t

by a duality. The argument is repeated twice in Step 6 for t-derivatives
of u. The control of these integrals determines the bound for [(f, g)].
We recall from (18.27) the notation

[NOA — (tDBy) [g] ,

2
y| dz

I
=

N
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where ¢ € \IJ?BJrl with f > n/2 + 2 and DBp correspond to H =
—(a*)"'A, in the same way as DB corresponds to L. In Section 18
we have interpreted (19.6) as a T%°%® —T¢ duality pairing, where o €
(1.,1] was such that o = n(1/e — 1), in order to bring C,(tVu) into
play.

Now, we use the Y —Y ™! pairing, see Sections 2.2 and 2.3, in
order to give

. dtd -
// 0V ] - [EV48] =t S ([ Vullye oo £V o8|y
R«lf+n t

Since B > /2 + 2, the function ¢ is admissible for defining XB%’}{. We
have p_(H) = 1, and ¢ (H) = oo (Corollary 6.10) and consequently
the identification region for DBpy in Figure 11 contains the full open
segment that joins (1,—1) to (1,0), see also Figure 14. In particular,
Xp5, = X5 and together with Figure 6 we obtain

16V 0|y =~ H {g]

= llgllger
XpBy
Thus, we control (19.6) by ||Vu||ya-1.x||g|lx-e1 and we conclude for all
g € CY with [;, gdz = 0 that

(9| < IVullyesoe]gll g1

These ¢ form a dense subclass of X~®'. There are probably many ways
to see this — one is to use the smooth atomic decomposition for X~*?
in [46, Thm. 5.11 & 5.18]. By duality, we obtain the lower bound

1 fllgace S NVorflyo-ree. 0

Let us come back to Figure 15 but for py (L) > n, so that the left
lower vertex of the red triangle is situated at the origin. Proposi-
tion 19.9 allows us to add a segment on the line 1/p = 0 and we can try
to interpolate again to enlarge the region for compatible solvability as
illustrated in Figure 16. This is the content of the final result in this
section.

Proposition 19.12. Suppose that p, (L) > n. If (1/p, s) is contained in
the interior of the colored region in Figure 16, then there is a compatible
solution operator for (D)f-(syp. In particular, the problem 1s compatibly
solvable.

Proof. As before, it suffices to construct the compatible solution op-
erator. In view of Proposition 19.8 it remains to consider points in
the interior of the triangle ORX and on the open segment OR. Our
starting point is that by Proposition 19.9 there is a compatible so-
lution operator for the problems corresponding to the open segment
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FIGURE 16. Extended region for compatible solvability
of (D)f(s,p if p(L) > n via a two-step interpolation ar-
gument. The picture is up to scale when p, (L) < oo.
If p.(L) = oo, then D = O and X = (0,1). In case
this happens while p_(L*) is still larger or equal to 1,
then the red region becomes the triangle ORX. If even
p_(L*) < 1, then also the color code changes and parts of
the red region should turn into gray since now they be-
long to the identification region of Figure 13. This special
situation is showcased in Figure 3 in the introduction, to
which we refer.

OX and that the constructed solution has all the properties listed in
Theorem 1.3.

Fix any P = (0,a) € OX. At E := (1/2,1/2) the corresponding
problem is the Dirichlet problem for the energy class and we have
the solution operator solg : X”/>?2 — D/(RL")/C™ from Proposi-
tion 16.3, which is compatible with the solution operator solp : X% —
D'(RL™)/C™ at P. Hence, we obtain a well-defined linear operator

sol : X 4+ X2 — D'(RI")/C™

such that u = sol f solves Lu = 0 in R} and satisfies u(t,-) —
fast — 0in D'(R™)/C™. This time the compatibility with solg
already holds by construction and no density argument is needed. Real
and complex interpolation of the mapping properties at the endpoints
yields that Vsol : X* — Y*~1 is bounded provided (1/p, 5) belongs to
the open segment PE. This yields the required solution operator for
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(D)%., and we can add the interior of the triangle OEX in Figure 16
to the region of compatible solvability.

Now that we have successfully moved away from the line 1/p = 0 of
infinite exponents, we can repeat the argument in the proof of Propo-
sition 19.8 once more for any Fj in the interior of OEX and any P in
the interior of the gray region. In particular, we reach any point in the

interior of ORX and on the open segment OR. U

20. SINGLE LAYER OPERATORS FOR £ AND ESTIMATES FOR L~ !

This section is needed to prepare the next section on uniqueness. We
consider the divergence form operator

Lu = —div AVu = —0(adu) — div, dV u

on R Tt is of the same class as A in (3.5) but in one dimension
higher. Hence, £ is defined on W?(R!*") via the Lax-Milgram lemma
and invertible onto W~5%(R'"). It turns out that the inverse £~ on
particular test functions can explicitly be constructed using abstract
single layer operators S&. All this relies on the fundamental observation
of Rosén [85] that what is called single layer potential in the classical
context of elliptic operators with real coefficients can abstractly be
defined using the H*-calculus for the perturbed Dirac operator DB
in (3.2). Here, we cite the equivalent formulation from [11, Sec. 7] or
[22, pp. 100-101], which is somewhat closer to our terminology.

We define the conormal gradient V4 = [a0,,V,]". For all f € L?
and t > 0 there is a unique distribution (up to a constant) that we
denote by S* f such that

) L
+e tPB1e. (DB) é if ¢ >0,

(20.1) VaSff= -
—etPB1._(DB) g if ¢ < 0.

\ L

Note that [f,0]" € H = R(D) = R(DB), so that the right-hand side
is defined in the same space via the bounded H*>-calculus. Then, we
have the following result.

Proposition 20.1 (|11, Prop. 4.5|). Assume G = div, G* with G €
CP (R, C™). Let H = L (0,G). Then H 1is given for allt € R as
an L%-valued Bochner integral

H(t,) = /R@tSf_Sé(s,-)ds.

The reader may be surprised that the representation by convolution
with the single layer is not a singular integral. This is due to a hidden

integration by parts because we represent £71(9;,G) and not £L7}(G),
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see [11, Rem. 4.6]. We also note that 9,G € W~ 2(RM7) because it is
a derivative of a test function.

For our purpose it will be more convenient to write the single layer
operators in terms of the second-order operator L. This is the content
of the following proposition.

Proposition 20.2. Lett € R,t # 0 and f € L®. Then
1 1/2
OSES = gsen(t)e T (@),

Proof. We have [z] = V2?2 = 4z in the complex half-planes z € C..
Hence, we can write the 1-component of (20.1) as

(e‘t|[DB]1C+(DB) ! ) >0,
(20.2) a0, SFf = sgn(t) o
(etnDBuC(DB) / ) i1 <0,

(

\

If [g.,g,]" is in the range of [DB], then the functional calculus on R(D)
translates the identity of functions 1c+(z) = Y/2(1 £ #/vz?) into

g.
g

9| o 0 div, d (2_1/2‘%
g —V.a™! 0 (M)~/2g,

:1 9o| & dide(M)fl/zgn
L9 | _—Vszl/QaflgL_

l(C:t (DB)

(20.3) -

compare with the matrix representations in (3.2) and (3.4). We set
g, = 0 and apply the [DB]-semigroup to give

1 i 1
<e—|t[DB}1ci (DB) |:golj| ) _ §e—|t|L1/sz _ 56Le_|t|L1/2a_1gL

iR

This identity extends to general f € L? in place of g, since L has dense
range in L? and the claim follows from (20.2). O

Combining the previous two results gives us the following represen-
tation.

Corollary 20.3. Assume G = 0, div, G* with G* € CP(RY";C™)
and set G == div, G*. Let H .= L7Y(G). Then for allt € R, H(t,") is
given as an L?-valued Bochner integral by

(20.4) H(t,") = % /R sgn(t — s)e L (471G (s, 1)) ds.
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As the formula for H only uses the Poisson semigroup, we can use
the range where the semigroup enjoys LP-estimates. This leads to ad-
ditional estimates as compared to [11] in the non-block case.

Lemma 20.4. Let G, H be as in Corollary 20.3 and suppose in addition
that supp G* C [/, 8] x R™ for some 3 > 1. Let h:= H(0,-). Then if
re€ (p—(L)V 1,pi(L)), there is some v > 0 such that for all t > 0,

||H(t, ) _ e—tLl/Qh”T § EAET
|0:(H(t,-) — e—tLl/Qh)”T S1IA 1,
If, in addition, p_(L*) < 1, then this also holds for r = cc.

(20.5)

Proof. We remark that a 'G (s,-) belongs to any L%-space, uniformly
in s € [1/s, f]. We will choose ¢ at our convenience.

We treat the case r < oo first. For the exponent r» we have at hand
the estimates for the Poisson semigroup from Proposition 12.5 and the
H*>-calculus on L" NL?, see Theorem 10.1.

Step 1. We begin with the estimate for H — ) using (20.4). For
0 <t < lapg, we have

H(t,)—e ™" h

(20'6) 1 (8 1/2 1/2 ~
_ __/ (ef(sft)L 2 ef(ert)L / )(a’lG(s, )) ds
2 s

and the operator in brackets is L"-bounded with bound C't by the H>-
calculus.
For 1/4 < t < 403, we see that

H(t, ) —e

(20.7) 1 (B -
_ 5 / <sgn(t _ 8)e—|t—s\L1/2 + e—(s+t)L1/2> (a_lG(S, )) ds,
1/5
and we get a uniform L"-bound.
Finally for ¢t > 43, we have

(20.8)
H(t,) —e "

1

B
- 5 / (e_(t—s)L1/2 + e—(s+t)L1/2> (a—lé<87 )) ds
1/B

= 1/6 e~ (-20)L17 (e_(w_s)Ll/2 + e_(2B+S)L1/2) (a_lé(S, ) ds.

2 Jys

We pick any ¢ € (p_(L) vV 1,7). In the last line, the operator in brack-
ets is LY-bounded, uniformly, and the operator to its left is LY —L"-
bounded with norm controlled by ¢t~/4+"/" Hence, we get the required
estimate with v = /¢ — 7/
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Step 2. We turn to estimates for 8,(H — e~£"*h) on differentiating
(20.4). For t > 43 we have

Q(H(t,) — e D)

B
= —1/ LY/? (e’(t*S)Ll/2 —l—ef(SH)Ll/z)(a*lé(Sa'))ds.
2 Jys

We expand the kernel as
L2 (e—<t—s)L”2 + e—(s+t)L1/2>

_ (e%g—ﬁ)w?) ( Ll/zef(g—mﬂ) (e—@ﬂ—s)w? X e%mmﬂ/?)

and pick again any ¢ € (p_(L) V 1,r). On the right-hand side the
third operator is uniformly L?-bounded, the second one is L?-bounded
with bound controlled by ¢! and the first one is LY — L"-bounded with
bound controlled by t~/9t"/" We get again the required bound with
v ="/a—"/r

For 0 < t < 4/ we need a uniform L"-bound. We are integrating over
the singularity at ¢ = s in (20.4) but using the convolution structure,

we can compute with G = 0;G,

Oi(H(t,-) — e " h)

I 12
w9 =a ), 9 EG ) s
: 5
1 [P 1/2 ~
- —/ LY 2e=HOLE (710G (s, -)) ds.

2 1/5
The operators inside the integrals are L"-bounded, uniformly for s,¢ in
the prescribed range.

Finally, we establish the L*°-bounds under the additional assumption
p_(L¥) < 1. This implies p, (L) = co by duality and similarity.

Step 3. We modify Step 1 as follows.
If t < 1/4s, then we pick any r € (p_(L)V1, 00) and write the operator
inside the integral in (20.6) as

e~ (DL _ —(s+)LM?2 _ —51M <e—<§—t>L1/2 _ e—(%ﬂ)LV?)_

On the right we use the L" — L°*-bound for e_s/QLl/Q, see Proposition
12.5.(iii), which is uniform since s € [1/s, 5], and the L"-bound with
bound C't that follows from the H*-calculus as before.

If Yap < t < 405, then for any ¢ € (p_(L) V 1,00) the operator
inside the integral in (20.7) is L? — L*°-bounded with norm controlled
by |s — t|_”/ 7, We can pick ¢ > n and this bound becomes integrable

on [Y/g, B].
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If t > 45, then thanks to Proposition 12.5.(iii) the same argument
as before applies with r = co.

Step 4. We modify Step 2 as follows.

If t > 45, then thanks to Proposition 12.5.(iii) the same argument
as before applies with r = oo.

If 0 < ¢t <40, then for any g € (p_(L) V 1,00) the operator inside
the first integral in (20.9) is LY — L*°-bounded with norm controlled by
|s — t|7™/% and choosing ¢ > n gives an integrable singularity. In the
second integral we write

LY20=(s+DIV? _ (—(53+5)L1/? <L1/2e—(§+§)L1/2> '

The operator on the far right is L/bounded and the one to its left is
L? — L*-bounded, both with uniform bounds since s/2+1t/2 € [1/2,55/2].
O

21. UNIQUENESS IN REGULARITY AND DIRICHLET PROBLEMS

This section complements Sections 17, 18 and 19. We shall prove the
uniqueness parts in Theorems 1.1, 1.2, 1.3 and 1.4.

In [11], we developed a strategy to prove uniqueness for elliptic sys-
tems without regularity assumptions and with coefficients not neces-
sarily in block form. We streamline the strategy in the case of the
block system Lu = 0 to obtain uniqueness of solutions in much greater
generality.

21.1. The strategy of proof. Throughout, we denote by (-,-) the
sesquilinear duality pairing between distributions and test functions in
R}f". Since we are dealing with a linear equation, it suffices to assume
that u solves one of

(R)y» (D) (D)fas (D)5as (D)o
with boundary data 0 and show that this forces u to vanish almost
everywhere.

It begins with the following lemma in order to restrict the class of
necessary testing conditions for u. The possible combinations of an
interior control with a boundary limit cover all cases that can occur in
our BVPs.

Lemma 21.1. Let u be a weak solution to Lu = —div AVu = 0 on
R Let a € [0,1) and p € (0,00). Assume one of the interior
controls

S(tVu) € 17,
Nﬁ,a(u) e L=,
Co(tVu) € L=,
C’o(tl’aVu) € Loo;

° ]Sf*(u) eL?,
e N.(Vu) € L?,
o W(t'™*Vu) € {L?, L=},
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and one of the boundary limaits

(21.1) lim lu(s,y)|dsdy =0 (a.e. x € R"),
t—0 W(t,:t)
21
(212) i f (s, )lds =0 Gin L)

If (u,G) = 0 for all test functions of the form G = 0,div, G* with
G € CP(RIT™,C™), then u = 0 almost everywhere.

Proof. We have (V,0;u, G*) = 0, where G* is an arbitrary test function
in RL™". Hence, dyu € L} . is independent of z and we obtain

u(t,z) = g(t) + f(z)

with f € L _and g : (0,00) — C™ smooth (Corollary 16.9). If (21.1)
holds, then we write

2t
]§[ u(s,y) dsdy = ][ o(s)ds + ][ 1) dy,
W(t) £/2 B(x,t)

where in the limit as t — 0 the left-hand side tends to O for a.e. x € R"
by assumption and the second term on the right-hand side tends to
f(z) by Lebesgue’s differentiation theorem. Hence, f;tz g(s)ds has a

limit as ¢ — 0 that we call § € C™ and we have f(z) = —f almost
everywhere. The same conclusion holds under the assumption (21.2)

since then
2t 2t
][ u(s, ) ds = ][ g(s)ds+ f(+)
t/2 t/2

tends to 0 in L, as t — 0.

So far we know that u(t,z) = g(t) — . The equation for u yields
ad?g = —Lu = 0. Consequently, g is a linear function. By definition
of 5 we get g(t) = vyt + f for some v € C™ and therefore u(t,x) = 7t.
If v # 0, then we get for all z € R™ and all £ > 0 that

o S(t'"*Vu)(x) = o0,
o N.(u)(x) = oo, o Nyo(u)(z) = oo,
o N(Vu)(z) = |y|, o C,(tVu)(z) = oo,
o W(t'Vu)(t,z) ~ t'"]y], o Co(t'=oVu)(z) = oo,
and none of the interior controls is satisfied. Thus, v = 0. O
Now, let u be a solution to Lu = —divAVu = 0 on R We

take G as above. To compute (u, G), we then pick a second function
0, compactly supported in Rf”, real-valued, Lipschitz continuous and
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equal to 1 on the support of G. Finally, we let H := (£*)7'G, which is
a weak solution to the adjoint equation

L°H=-divA*VH =G (on R™™).
As uf is a test function for this equation, we have
(u,G) = (ub,G) = (AV(ub),VH).
Next,

(AV(ub),VH)
= (A(u® V),VH) + (A(0Vu),VH)
= (A(u® V), VH) — (AVu, H @ VO) + (AVu,V(0H)),

and the last term vanishes because 0H is a test function for Lu = 0.
Our notation V(uf) = u ® VO + OVu is as predicted by the product
rule.

We let h == H(0,-) € L* (see Corollary 20.3) and take

1/2

(21.3) Hi(t,z) = e "E"p(a),

where we recall that L* corresponds to £* in the same way as L cor-
responds to £. In particular, H; a solution to the adjoint problem
L*Hy = 0 on R}f" with boundary condition h, see Proposition 16.4.
We can apply the same decomposition to (AV(uf), VH;) and remark
that this term vanishes since uf is a test function for £*H; = 0. Hence,
we obtain

(21.4) (u,G) = (A(u® V), V(H — H,)) — (AVu, (H — H,) ® V6).

We remark that v and H — H; vanish at the boundary in some sense.
In fact, the reason to introduce H; is to help convergence near the
boundary.

Lemma 21.1 implies the following reformulation of uniqueness in the

five BVPs.

Proposition 21.2. Suppose that u solves one of the problems (R)g,

(D), (D)%, (D)4., (D)%, with boundary data f = 0. If the right-
hand side of (21.4) converges to 0 as § — 1 everywhere on Rf”, then

u = 0 almost everywhere.
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We prepare the limit procedure by picking 6 in a more explicit way.
For the rest of the section the following parameters will be used:

e G € CPRI™ Cm™) with support in [s,B] x
B(0,8) CRY™ and G = 9, div, G*,
o x € CP(R™R) with 1¢0,1) < x < 1p0,2),
e 1) the continuous piecewise linear function, which is
(21.5) equal to 0 on [0, 2], equal to 1 on [2,00), and linear in
between,
e M >8F and 0 < ¢ < 1/48 and 85 < R < oo to finally

" GO

We also use the block structure of A to write

aud,l adyu
Alu® Vb) = {d(u ® tvxe)} , AVu= {dvlu] '

Due to the explicit form of #, we obtain for the first term on the right-
hand side of (21.4) that

(216) |<A(U ® VQ), V(H — H1)>| 5 IM,a,R + J&M + JR,M,
with
1 3R/2
@) Dwen=gy [ v - ] dsdy
M<|y|<2M J2e/3
and
37/2
(21.8) Jrn = / |u||0y(H — Hy)| dsdy.
ly|<2M J27/3
For the second term, we have
(21.9) (AVu, (H — H) @ VO)| S Tnien + Jons + Jrar,
with
" 1 3R/2
(21.10) Ier=— / |V,u||H — Hy| dsdy
M Jn<pyi<am Jaess
and
. 37/2
(21.11) T ;:/ ][ Oyul| H — Hy| dsdy.
ly|<2M J27/3

Implicit constants depend only on dimensions and ellipticity. We need
to specify the way how the parameters M, R tend to oo and ¢ tends to
0 in order to make the terms on the right of (21.6) and (21.9) all tend
to 0.
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21.2. Uniqueness for (R)ﬁ — conclusion of the proof of Theo-
rem 1.2. We shall obtain uniqueness of solutions to (R)% in the range

p—(L)« V1. <p<pi(L).

By Theorem 6.2 we have ¢, (L) < p;(L), so that this is even a larger
range than for existence of a solution in Theorem 1.2. We assume the
interior control N,(Vu) € LP and the convergence at the boundary
(21.1) for almost every x. Then we distinguish two cases:

e (p-(L).V1L)<p<(p_(L)V1),
e (p(L)V1)<p<py(L).

Case 1: p_(L), V1, <p < (p—(L) Vv 1). Toimplement the strat-
egy in Section 21.1, we begin with the following lemma.

Lemma 21.3. If 0 < p < r < 2, then for any weak solution u to
Lu=0 on RY™,

e dtde\ T~
(21.12) (//R+ V| ) S NVl

Moreover, if (21.1) holds and in addition p > 1,, then

e dtde\ T~
(21.13) (//w |G t ) S NV
+

Proof. The first inequality is due to Lemma A.3 applied to F = |Vul.
For the second inequality, Proposition A.5.(iii) yields || N.1(%/o)|, <

||N*(Vu)||p, where N*,l is a non-tangential maximal function that uses
L'-averages instead of L-averages. But as u is a weak solution to
Lu = 0, it satisfies reverse Holder inequalities. Hence, ||N, (v, S
| N, (V)||,, where we also used a change of parameters in non-tangential
maximal functions (Lemma A.1). Applying Lemma A.3 to F' = v/
concludes the proof. O

We fix an exponent r such that (p_(L) V1) < r < 2. Then the
assumption p < r in Lemma 21.3 holds automatically and we have 2 <
7" < py(L*) by duality and similarity. Next, we recall that Hy(¢t,-) =
e_t(Ln)mh, where h is the trace of H at t = 0. We have at our disposal
the estimates of Lemma 20.4 with L replacing L. In particular, we
obtain for some v > 0 and all ¢ > 0,

|H(t,-) = Hi(t, )|l SEALTT,
10:(H (¢, ) — Hy(t, ) ||» STAE.
We come to taking limits in (21.6) and (21.9). We shall send M — oo

for €, R fixed and then send ¢ — 0 and R — co. We start with the
terms on the right-hand side of (21.6).

(21.14)
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The term Ip . g. We can bound M Iy . g by a finite number (depending
on g, R) of integrals

37/2
oy ;:/ (ul|Vo(H — Hy)|dsdy (c < < R)
ly|>M J2

/3

and it suffices to bound each of them uniformly for M large, say M >
10R.

Because we do not have global bounds on V,(H — H;), we argue as
follows. We let w(T, z) = (27/3,37/2) x B(x,7/2) denote slightly smaller
Whitney boxes and use an averaging trick to give

Kon < / (]§[ |7V, (H — H1)|) da
|z|>M/2 w(T,z)
: :
SJ/ (]§[ |u|2) (]§[ |TVx(H—H1)|2> dx
|x|>M/2 w(T,z) w(T,z)
1 1
s ) (ff e-mr) s
lx|>M/2 W (r,x) W (r,x)

where for the last line we used reverse Holder estimates for v and the
Caccioppoli estimate followed by Holder’s inequality for H — Hy, which
is a weak solution to £*(H —H;) = 0 in a neighborhood of each W (7, z).
Indeed, £*(H — Hy) = G on R but as W(r,z) C {(t,y) : |y| > 4R},
all Whitney boxes are outside the support of G, see (21.5). By Holder’s
inequality in x, we have

1
-

Ko < ( / ]§[ |u|7"dydtdx) ( / ]5[ Ee dydtdg;)r
n JJW (r,x) n (T,2)
N (/ | " dydt) (][ \H — Hy|" dydt)
/2 /2 JRn

ST ”(*")HN (Vu)llp (r A7)

U

using (21.13) and (21.14). Summing up in 7, we conclude MIy . p <

|V.(Vu)||, with an implicit constant that depends on €, R but not on
M. Thus, Iyre g — 0 in the limit as M — oo.

The term J. p. When M — oo, we have to take the dz-integral on all
of R™ and we can use Holder’s inequality directly to obtain a bound
for the limit by

1

3¢/2 1 3¢/2 / L
<][ fuff dydt) <][ O,(H — Hy)[" dydt)
2/3 JRn 2/3 JRn
3¢/2
ot [ [ oo’
~ 2¢/3 JR™ t

(21.15)
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using the estimate (21.14) when ¢ < 1. At this point we have to discuss
the choice of r.

In dimension n > 2 we set r := p*. In order to see that this choice is
admissible, we first note that Proposition 6.7 yields (p_(L) V 1) < 2,
and therefore » < 2 follows from the upper bound on p. Likewise, the
lower bound on p implies > (p_(L) V 1). For this choice of r the
exponent of € in (21.15) vanishes and we conclude from (21.13) that
the remaining integral converges to 0 as ¢ — 0.

In dimension n = 1 we have 1* = oo and hence we must argue differ-
ently. Proposition 6.7 yield p_(L) = 1/2 = 1,. Hence, our assumption
on pis 1/2 < p <1 and this allows us to pick r > 1 sufficiently close to
1 such that 1/r > 1/p — 1. Consequently, the exponent for ¢ in (21.15)
is non-negative and we conclude as before.

The term Jg . Similarly, we have a bound for the limit as M — oo
by

1
7

3R/2 1 3R/2 / L
(][ / |u|rdydt) <][ / O,(H — Hy)[" dydt)
2R/3 JRn 2R/3 JRn
3R/2
< R n(*—*) 7( / ’ ‘T't dydt> ,
2R/3 JRn

using (21.14) when R > 1. Since we have r > p in any case, we get a
negative power of R in front of the integral and in view of (21.13) this
term tends to 0 as R — oo.

(21.16)

We next consider the terms on the right-hand side of (21.9).

The term I, Me r- Holder’s inequality yields that M I, Me R 1s bounded
1

by
3R/2 3R/2 r o
< / [tV u|” dydt) ( / dydt)
2¢/3 n 2e/3 n

Using (21.12) and (21.14), we thus obtain My g < ||N.(Vu)|, with
an implicit constant that depends on ¢, R but not on M. Hence, we
have Ip;. g — 0 in the limit as M — oo.

H—-H,

The term j;M. We have again the following bound for the limit as
M — oo by taking the dz-integral on R™ and using Holder’s inequality

directly:
3e/2 3e/2
( / [tOyul” dydt) ( /
2e/3 n 2e/3 n
3e/2 dudt
1_1 ( / |8U’r " 771) Y ) 7
2¢/3 n t

1
o

H—le

dydt)

(21.17)
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where the second step is due to (21.14). The exponent for ¢ is the same
as in (21.15) and thus becomes non-negative for the same choice of r
as before. It follows from (21.12) that the remaining integral tends to
0ase—0.

The term jRM. Similarly, for the limit of ijM as M — oo, we have

the bound

3R/2 1 3R/2
<][ |[tOpul” dydt) ( /
2R/3 JRn 2R/3 JRn

3R/2 1
gR—w;—b—v( / Byl _dydt) |
2

R/3 JR» t

H - H,
t

dydt)r

(21.18)

using (21.14) when R > 1. The exponent for R is negative and in the
limit as R — oo, the right-hand side tends to 0, taking into account
(21.12). The argument is complete.

Case 2: (p_(L) V1) < p < p4(L). For this case we organize the
limit procedure differently. We set R = M and first send ¢ — 0 and
then M — oo in (21.6) and (21.9).

The interior control N,(Vu) € L? and the boundary limit (21.1) enter
the calculations in a particularly concise form via the trace estimate

zy |u| dsdy < tNL(Vu)(z) ((t,x) € RL™)
W (t,x)

from Proposition A.5. The non-tangential maximal function N*(Vu)
has no further meaning to our argument and we can proceed without
any additional effort under the following general assumption: Besides
(21.1) we assume that there exists © € L? and « € [0, 1] such that

(21.19) Ui(z) = ]5[ |u| dsdy
W (t,z)

is controlled via
(21.20) U(z) <t*O(z) ((t,z) € RE™).

This generalization will have fruitful implications for some of the other
boundary value problems.
We begin with the terms in (21.6).
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The term Je pr. We let w(T, x) == (27/3,37/2) x B(x,7/2) denote slightly
smaller Whitney boxes and use an averaging trick to give

Jemr S / (]5[ |u||0y(H — H1)|) dz
|z|<3M w(e,z)

} }
<[ () (ff o mp) a
|x|<3M w(e,x) w(e,z)
o B )
|x|<3M W(e,z) W (e,x) €
H-H
:/ U.(x) (]5[ ! dtdy) dz.
|z|<3M W(e,x)

€
The third line is the combination of Caccioppoli’s estimate and the
reverse Holder inequality for H — Hy, which solves £*(H — H,) = G on
R but W (e, z) C {(t,y) : 0 < t < 1/28} is outside the support of G,
see (21.5).
Changing the order of integration brings into play the maximal func-
tion M°® restricted to balls with radii not exceeding ¢, acting on U.:

2e H—_—H
s [ Mo [T
ly|[<aM £/2

(21.21)

dtdy

% 2¢e o L/
S ([ sewra) ([ (f ][50 a) @)
ly|<4M
2e L/
S( ME(U pdy) ( / ][ "= Hl dtdy)
|y\<4M n
H-— H1 W

(L) (1 dydt) ,

where we have used M*(U;) < M(13(075M)Ua) on B(0,4M) and the
maximal theorem in the last line.

The assumption on p implies (p_(L*) V 1) < p' < p,(L*) by duality
and similarity. Thus, we may use Lemma 20.4 for H — Hy with r = p/
and obtain for some v > 0 and all ¢ > 0 the bound

(21.22) IH(t,) — Hy(t, )y StAL

Thus, the second integral on the right in the estimate above is uniformly
bounded in ¢ < 1 and we are left with

Jemr S (/ dey)p (e <1).
ly|<5M

According to (21.20) we have U. < © € L? for all ¢ < 1, so that we can
use the dominated convergence theorem when passing to the limit as
e — 0. By assumption (21.1) we have U.(z) — 0 for a.e. z € R™ and
Jeou — 0 follows. This completes the treatment of this term.
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The terms Inre s and Jy . Having sent € — 0, we have to estimate
lim Insenr + I = I + T,
e—0

where

3M/2
Ly = L / ||V (H — H)| dsdy,

M<|y|<2M

3M/2
Tor — / ][ |0 H — Hy)| dsdy.
lyl<2M J2M/3

(21.23)

We begin with I);. In the following we use small Whitney regions
w(r,x) = (27/3,37/2) x B(x,27/9). Let 7; := (9/4)7 for j € Z and let jy
be the unique integer with 7;,,_1 < M < 7j,,. Then 7;,, <9M/4 and

Jim

(21.24) MIy < Y Kou
j=—00
with
37/2
(21.25) Kont = / / ||V (H — Hy)| dsdy.
M<|y|<2M J27/3

Applying Caccioppoli and reverse Holder inequalities as usual, we ob-
tain for 7 < 9M/4 that

1

< / <]§[ \u|2) <]§[ |7V (H — Hl)]2) dx
M <ja|<8E w(T,z) w(T,x)
(s ) (=)
W (r,x) W (r,x)
() (]5[ |H—H1|> dz.
W (r,x)

To justify the interior estimates for H — H; on w(7,x), we remark
that W (r,x) lies outside the support of G. Indeed, if 7 < M/4, then
ly| > M/s = R/s > 20 for all (s,y) € W(r,z), and if 7 > M/4, then
s>M/s > 3, see (21.5).

Now, we change again the order of integration to bring the maximal
function into play and use (21.20) to give

@20 Kwse [ Mm@ ( ][27 o — H| dt) dy.

T/2
)

I
\:\
IA
8
N
£
=

We continue by

Koz ( [ @wran)’ ([

1
2T o

\H — H,|dt

/2
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1
7

% 27 P
Ta( oy)” dy) ( £ -y dydt)
R™ r/2 JRn

ST AT O],

AN

where we have used Holder’s inequality in the first line, the maximal
theorem and Jensen’s inequality in the second one and (21.22) in the
third one. At this point we can go back to (21.24) and sum up the
estimates for 7 = 7; in order to obtain

MIy S (1+M*7)[|O]],.

By assumption we have o« < 1 and v > 0. Hence, M appears with
exponent smaller than 1 on the right-hand side and we conclude I; — 0
in the limit as M — oo.

For Jy, in (21.23) we can argue just as for K, 5y with 7 = M since we
have not used the lower bound on |y| to justify the interior estimates
in (21.26) when 7 > M/4. This leads to

My < / Uni(2) (ﬁ[ H - H1|> dz
=<2 W (M,z)

2T

(21.27)
s [ e ( ]{/2 [~ il )ay

and repeating the argument from (21.26) onward yields the same bound
My S (1+M*7)[O],.
As before, we conclude Jy; — 0 as M — oc.

At this point we have handled the terms in (21.6). The argument for
the terms in (21.9) is verbatim the same. Indeed, all of our estimates
concerning (21.6) have used reverse Holder estimates on v and H — H;
and the Caccioppoli inequality to replace V(H — H;) by & ;Hl in the
L?-averages. Now, we simply use Caccioppoli inequalities to replace
tVu by u and obtain the same bounds. The proof of Theorem 1.2 is

complete.

21.3. Uniqueness for (D)ﬁ — conclusion of the proof of The-
orem 1.1. We shall implement again the formalism of Section 21.1.
The interval of allowable exponents is p_(L) < p < p+(IL)* ifp_(L)>1

and 1 < p < p (L)*if p_(L) < 1. Hence, we assume N,(u) € L” and
that (21.1) holds. We distinguish three cases:

o (p-(L) V1) <p<pi(L),

ep=1ifp (L) <1,

e pi(L) <p<pi(L)
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Case 1: (p_(L) V1) < p < py(L). This is the range of exponents
for the generic argument under the assumptions (21.1) and (21.20). In

our concrete setting the latter holds with @ = 0 and © = N,(u) and
there is nothing more to do.

Case 2: p_(L) < 1 = p. We basically follow the generic argument

in Case 2 for the regularity problem with o = 0 and © = N, (u) € L.
In addition, we incorporate the following estimate for H — H; that
comes from Lemma 20.4 in the case r = oco: for some v > 0 and all

t>0,
(21.28) IH(t,) — Hi(t, Yo SEAE.

~Y

This uniform bound will allow us to avoid the maximal operator, which
would not be LP-bounded in this case.

The term Je p. By (21.21) we have

JE,M 5/ UE(I) (]5[
|z|<3M W (e,x)

and thanks to (21.28) we get for e < 1

Jenr S / Ue(x)dex.
| <3M

H— H,
g

dtdy) dx

The assumption (21.1) together with the pointwise bound U. < N, (u)
and the dominated convergence theorem yield again J. ,y — 0 ase — 0.

The terms Ip and Jy. We have to estimate I, and Jy in (21.23).
Once again, we intervene before introducing the maximal operator in
(21.26) and simply use (21.28). In this way we obtain

Ko S (1 AT )N ()]

Since the right-hand side is summable for 7 = 7;, j € Z, we conclude

M1y < ||N,(u)]]1. Thus, we have Ip; — 0 in the limit as M — oco. For
M Jyr we obtain the same type of bound by arguing as for K, 5, with
T=M.

At this point we have handled the terms in (21.6) and the argument
at the end of Case 2 for the regularity problem explains why our proof
automatically covers the terms in (21.9).

Case 3: p1 (L) < p < py(L)*. We fine-tune the strategy in Case 2
for the regularity problem. Once again, working under the general as-
sumptions (21.1) and (21.20) does not pose any additional difficulty.
However, the range of admissible exponents now changes with the pa-
rameter « in (21.20) and we need to assume

11—
(21.29) 0< “
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For the Dirichlet problem (D)5 we have © = N.(u) and o = 0, so that
this is the range that we are aiming at.

The term Je p. By (21.21) we have

Ja,M 5/ Ua(x) (]5[
|z|<3M W(e,x)

We introduce the maximal function M°® restricted to balls with radii
not exceeding ¢ as before and use the Cauchy—Schwarz inequality to

H —
9

! dtdy) dz.

give
: 2 :
JE,M§< ME(U.)? y) (/ (][ A - dt) dy)
lyl<aM
2e %
([ ) ([ f 5 )
lyl<aM n
(L (L8
ly|<5M /2 JR?

where we have used M*®(U.) < M(1psm)U:) on B(0,4M) and the
maximal theorem in the last line. The second integral on the right is
uniformly bounded in € < 1 by Lemma 20.4 applied with r = 2 and we
are left with

(21.30) Jowr < (/ U? dy> (e <1),
ly|<5M

so far under the mere assumption that u is a weak solution to Lu =0
in len. Holder’s inequality yields

1
JEMNM%“Z(/ Uggdy) ,

which goes to 0 as e — 0, using (21.1), the pointwise bound U. < ©
and the dominated convergence theorem.

The terms Iy, and Jy. We are left with treating the terms I, and
Jyr in (21.23). To this end, we recall the generic decomposition from
(21.24) and (21.26):

IM
MIy < ) Koo,

j=—o00

where 7; = (9/4)7, jur is the unique integer with 75,1 < M < 7;,, and
for 7 < 9M/y,

2T
K7 | M<@><y>(][ |H—H1|dt)dy
ly|<5M T/2
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With a choice of (p_(L) V1) < r < py(L) that we will specified later

on, we obtain
% 2T P’ ﬁ
K ([ m@wran) ([ i mla] o)
Rn lyl<sM |J )2
dy) '

1
P 2T
gTaMﬂ_“</ @(y)pdy) (/ ][ |H — Hy|dt
R" yl<sm |72
2T %
graMﬁ—ﬁu@Hp(][ /yH—Hlv’dydt)
T/2 n

ST ATTIMY |8,
= (T ATT)M 0|0,

We have used Holder’s inequality in the first line, the maximal theorem
and again Holder’s inequality in the second one, Jensen’s inequality in
the third one and Lemma 20.4 with exponent r’ in the fourth one. The
exponent 7 is positive and depends on r. Summing up the estimates
for 7 = 7; yields

MIy S M* 5 (14+ M*)|0],.

The assumption (21.29) guarantees that we can pick r such that 1/r —

1/p < (1=a)/n. In this case M appears with exponent smaller than 1 on

the right-hand side and we conclude I; — 0 in the limit as M — oco.
For J,; we have the bound

MJMgMa/ M(@)(y)(]{QT|H—H1|dt)dy,

ly|<5M /2
see (21.27). The steps above with 7 = M yield the same bound

MJy S M2 (14 M)|©],,
from which we conclude Jy; — 0 as M — oo.

We have handled the terms in (21.6) and once again the discussion at
the the end of Case 2 for the regularity problem explains why our proof
automatically covers the terms in (21.9). This completes the proof of
Theorem 1.1.

21.4. Uniqueness for (D)%, . We turn to the situation when p. (L) >

n and prove that solutions to (5)§a
nents 0 < o < 1 —7/p,(r). Hence, we assume (21.1) and Nﬁﬁa(u) e L™.
The control of the sharp functional means that we have

(21.31) Ui(z) < t“Nyo(u)(z) ((t,2) € RE™),

which is an assumption of the same type as (21.20) but for p = oo.
Fortunately, this only requires a slight modification of the generic ar-
gument in the previous section.

are unique in the range of expo-
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The term J. pr. According to (21.30) we have

Jow < ( / o dy)
| <5M

and (21.31) still allows us to use the dominated convergence theorem
when passing to the limit as ¢ — 0. Hence, J, 5y — 0 follows.

The terms Iy; and Jy. For the terms in (21.23) we start out with the
usual decomposition from (21.24) and the estimate before (21.26):

JM
MIM < Z KT]-,M7

j=—o0

where 7; = (9/4)7, jp is the unique integer with 75,1 < M < 7;,, and
for 7 < 9M/y,

(21.32) Kow < / U.(x) (]5[ H— H1|> da.
%S\aﬂg% W (r,x)

We use (21.31), Holder’s inequality and Lemma 20.4 with an exponent
(p_ (L) V1) < 1" < py(L*) to be specified yet in order to give

27
Ko S 71 alle [ (1= ila)ay
ly|<5M \Jr/2

2T 71/
S IRl ( [ —mr dy) at
T/2 R™
ST ATTYMT | Nya ()]l oos

where v > 0 depends on r. Summing up the estimates for 7 = 7; leads
to

My S M7 (14 M) Ny o (1) oo

By assumption on « we can pick n < r < p, (L) such that a < 1 —7/r.
Then the exponent for M on the right-hand side becomes smaller than
1 and Ip; — 0 in the limit as M — oo follows.

For Jy; we recall from (21.27) the bound

|z|<53% W(M,zx)

and the previous argument for 7 = M yields Jy; — 0 in the limit as
M — oc.

At this point we have handled the terms in (21.6) and as in the earlier
steps the limits for the terms in (21.9) come for free.
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21.5. Uniqueness for (D)%, — conclusion of the proof of Theo-
rem 1.3. We turn to uniqueness of solutions to the Dirichlet problem
(D)ﬁa with interior Carleson control. We work under the same assump-
tions py (L) >n and 0 < a <1 —7/p, (1) as in the previous section.
The case o > 0 is particularly simple. We merely need the following
general lemma to compare several functionals that all measure smooth-

ness of order a — 1.

Lemma 21.4. Let o € (0,1). There is a dimensional constant w,, such
that for all u € W2(R™),

loc
W (' Vu)|lso < wn2®[|Ca(tVu)lloe < wn2¥(|Co(t' V)| oo
Moreover, if (21.1) holds, then
[ Nio()loo S IIW (V)] oo

Proof. For the first claim we simply note that for any F € L (R1™),

2
(# ISI_QF(s,y)Istdy>
W (t,z)
Wy 2% 2 dyds 3
<[] repp®)
0 JB(z,2t) S
2t 1
dyds 2
<o ([ f serear )
0 JB(z,2t) S

and taking suprema in ¢ and x on both sides yields the claim. Under
assumption (21.1) the second claim follows from the trace theorem in
Proposition A.8.(iii). O

To prove uniqueness of solutions to (D)%, when o > 0, we assume
Cy(tVu) € L™ and that (21.1) holds. Lemma 21.4 yields Nm( u) € L™
and under this weaker assumption we have already shown v = 0 in the
previous section.

It remains to treat the BMO Dirichlet problem (D)%,. We assume
therefore Cyp(tVu) € L™ and for the first time (21.2). We implement
the strategy of Section 21.1 with R = M and first send € — 0 and then

M — oo in (21.6) and (21.9).

The terms J.n and ja - The Cauchy-Schwarz inequality yields
(21.33)

3¢/2 3¢/2 3
Jer S (/ \u|2dtdx) (/ ][ 10,(H — H1)|2dtdx) :
|lz|<2M J2e/3 n J2¢/3

By covering B(0,2M) up to a set of measure zero by pairwise disjoint
cubes Qi of sidelength ¢ with 2Q C B(0,2M + 1) and using reverse
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Holder inequalities for u, we obtain

3e/2 3e/2
/ ][ ufdtde <3 |Qk|][ ][ (2 dtda
B(0,2M) J2¢/3 : 2%

S ;m(f ][ |urdtdx)

2e
< dt ] d
I Q(f u ) .

€/2

2e 2
g/ (][ |u|dt) dz
B(02M+1) \Je/2

By assumption (21.2), this integral tends to 0 as ¢ — 0. As for the
term with H — H; in (21.33), we use Lemma 20.4 with » = 2 to deduce
a uniform bound in ¢ € (0, 1).

The estimate for j;  is very similar. Indeed, t0;u is handled via the
same argument and incorporating the Caccioppoli inequality, whereas
for (H—H1)/; we use Lemma 20.4 again.

The terms Iy, Iy and I, Jur. We estimate the terms in (21.23). Only

one change to the corresponding argument for (lN))ﬁo in Section 21.4
will be necessary. In particular, the estimates for the tilde terms that
correspond to (21.9) come again for free.

The argument for Iy, with = 0 in the previous section uses the
interior control only once, namely to bound U, (z) in (21.32) uniformly

by Hﬁua(u) |- This bound is not available under our current assump-
tion but the following lemma provides a substitute that still suits our
purpose.

Lemma 21.5. Ifv € W2 (R ds such that Co(tVv) € L(R™), then

loc
]§[ o] dsdy < 1+ [In(0)] +In(1+ [2]) ((t,2) € RE™),
(t.0)

where the implicit constant also depends on v.

We defer the proof and use Lemma 21.5 to bound U, (x) in (21.32).
This yields an additional factor (1 + |In(7)|+ In(M)) compared to the
estimates in the previous section and hence we obtain

Ko S (L4 | In(n) |+ In(M)M* (7 AT77)
with 7 > n and v > 0. Summing up the estimates for 7 = 7; yields

Jm
MIM< ZKT MN )M%’

j=—00

which still implies that I, tends to 0 as M — oo.
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Likewise, using Lemma 21.5 to control Uy (x) in (21.27) leads to
MJy < In(M)M+ and we conclude as before. The proof of Theo-

~Y

rem 1.3 is complete modulo the following:

Proof of Lemma 21.5. Set w = |v|, which satisfies the same assump-
tions. Suppose that W, = W(t;,z;) and Wy = W (ty,zx) are two
Whitney regions with non-empty intersection and suppose that t; <
ty. Then W; and W) are comparable in measure and the cylinder
W = (ti/2,8t;) x B(xy, 8t;) contains both W; and Wj. Hence, we can
use Poincaré’s inequality in order to give

[(w)w,; — (W)w, | S ]%V lw — (w)w, | dtdz

< [tVw| dtdx
w
S G (EVw)|
with a implicit constant that depends only on n. If Wy,... W} is a
chain of Whitney regions with the property that each region intersects
its successor, then a telescopic sum yields

|(W)w, = (W, | < KlICo(tVw) | co-

We write W; — W, in that case.

Now, we fix (t,2) € R™. Since w is locally integrable, it suffices
to construct a chain W(t,z) — W(1,0) of length controlled by 1 +
| In(¢)|+1In(1+|z]). One possible construction is as follows. Successively
halving or doubling ¢, we obtain a chain W (t,z) — W(1,z) of length
comparable to 14| In(¢)|. If |x| < 1, then W(1,z) and W (1,0) intersect
and we are done. If |z| > 1, then in the same manner we obtain chains
W(l,z) - W(2|z|,x) and W(1,0) — W(2|z|,0) of length comparable
to In(1 + |z|). Moreover, W (2|z|,x) and W (2|z|,0) intersect. O

21.6. Uniqueness for (D)f-(s,p — conclusion of the proof of The-
orem 1.4. The last uniqueness result concerns the problems (D)xs.»
with fractional regularity data. As usual, X denotes B or H and Y is the
corresponding solution space of type Z or T. Figure 17 and Figure 18
show the regions of exponents that we are aiming at in an (1/p, s)-plane.
In the previous sections we have already obtained uniqueness on the
bottom and top segments.
We distinguish four cases.

e The rectangle
(p-(L)v1)<p<pi(L) & s€(0,1),
e the left-hand triangle (p; (L) < n) or trapezoid (p;(L) > n)
1 1 1-s

p+(L) Sp <p+(L)* p+<L) p < n )
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FIGURE 17. Exponents for uniqueness in Dirichlet and
regularity problems in the case p;(L) < n. Unique-
ness holds on the open bottom and top segments (Sec-
tions 21.3 and 21.2) and the interior of the trapezoidal
region (Section 21.6).

e p. (L) > n and the vertical segment
n

p=oco & 0<s<l———,
p+(L)

e the right-hand triangle
1 1 s

<~
p p(L)V1 n

In any case we assume (21.1) and [|Vul|ys-1.» < 0o, which by defini-
tion of tent and Z-spaces corresponds to one of the interior controls in
Lemma 21.1.

(p—(L)s V1) <p<(p-(L)V1) &
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F1GURE 18. Exponents for uniqueness in Dirichlet and
regularity problems in the case p;(L) > n. Unique-
ness holds on the open bottom and top segments (Sec-
tions 21.3, 21.2 and 21.5), the open vertical segment at
1/p = 0 and the interior of the trapezoidal region (Sec-
tion 21.6). Exponents with 1/ < 0 correspond to the
spaces A® with o = —n/p as usual.

Case 1: The rectangle. According to the trace theorem from Propo-
sition A.8, there exists a function © € L” such that

U(z) <t°0(x) ((t,z) € RL™),

Hence, (21.20) holds with a@ = s and the general result from Case 2 for
the regularity problem applies directly.

Case 2: The left-hand triangle or trapezoid. Since we still work
with finite exponents, assumption (21.20) holds as in Case 1 with expo-
nent o = s. Thus, we can apply the general result from Case 3 for the
Dirichlet problem provided that the exponents satisfy the respective
assumption (21.29). But this is exactly the restriction that defines this
region.

Case 3: py(L) > n and the vertical segment. Let 0 < a <
1 —7/p,(r). We assume one of Cy(t17*Vu) € L™ or W(t'=2Vu) € L™
and in any case that (21.1) holds at the boundary. Lemma 21.4 yields
Nﬁ,a(u) € L™ and under this weaker assumption we have already shown
u = 0 in Section 21.4.

Case 4: The right-hand triangle. The argument in Case 1 for the
regularity problem implicitly contains a more general result that applies
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here. In view of the technicalities concerning the choice of exponents in
that argument we have decided to stick with the version at regularity
s = 1 earlier on and here we provide the required generalization.

We begin with the substitute for Lemma 21.3.

Lemma 21.6. If s € (0,1) and 0 < p < r < 2, then for any weak
solution u to Lu =0 on R}ﬁ”,

1
r dtdz \
(21.34) <//1 \vurtn(p—l)ﬂl—sﬂ_x) < | Vullys1a
R+n t

Moreover, if (21.1) holds and in addition p > "/n+s, then

(2135) <//R1+n 'r n(i—l —sr @) < ||Vu|

Proof. Since p < r, we can use the mixed embedding for tent and Z-
spaces from [3, Thm. 2.34] to the effect that Y*? C Z%" if a — s =
n(Y/r — 1/p). This means that

1
o . drdy \ r
(/ Wt F)(,y) > S F
R}':F’ﬂ T

As r < 2, Holder’s inequality implies

(21.36) ﬁ[ O F(t, ) didz < W(EF)(r, )"
()

YS5— 1,p.

Ysp.

and applying the averaging trick backwards yields

o dtdx
TR ()] CSIF
R1+n

If F = |tVu], then ||F||ys» = ||Vul||ys-1.» and sorting out the exponent
for ¢ on the left-hand side yields (21.34).

We have 1/r — @/n = 1/p — $/n < 1 by assumption, which means that
7 > "/nta. Since also r < 2, we can use part (i) of the trace theorem
in Proposition A.8 for Vu € Z*'" with the same exponent r. Owing
to (21.1), we obtain

]§[ [t %u(t, x)|" dtde < O(y)"
W(r,y)

for some function © with [|©], < [[Vul|ze-1-. Integrating in y and
applying the averaging trick backwards yields

1
3 dtdz\*
([ eeuteor S) S I9ulee < 1901
Ri—&-n

and as before —ar reveals itself as the same exponent than in the
claim. ]

YSsP.

Ys—l,p
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Our standing assumption implies 1/p < 1+ $/n. Hence, we have both
parts of Lemma 21.6 at our disposal. This lemma allows us to control
Vu and v in certain Lebesgue norms exactly as it was the case with
Lemma 21.3, except that we have different powers of ¢ to compensate:
"D and "G Y7 replace "5 Y and "GV respectively,
that is to say, we have an additional power t(!=*)". Armed with this
observation, we pick again (p_(L) V1) < r < 2 and follow the proof
in Case 1 of Section 21.2 wverbatim. We only have to check that the
additional power of ¢ still allows us to pass to the limits.

As for Ipor and Iy g, the different power of ¢ only changes the
implicit constant that depends on e, R. Hence, these terms vanish
when sending M — oo as before.

The estimates for J. ) and J. s are more delicate since now we

obtain % ") as factor in (21.15) and (21.17) if we want to control
the respective integral on the right via Lemma 21.6. We need to pick
an admissible r such that the exponent is non-negative.

In dimension n > 2 we pick r = n’i—l;s since then the exponent of &

vanishes. In particular, using also the restriction on p, we have
1 1 s 1 1

p r n >p p(L)V1
which in turn implies that » > (p_(L) V 1). On the other hand, s <1
implies 7 < p* and at the same time we have p < (p_(L) V1) < 2, by
Proposition 6.7. Thus, r < 2 and we conclude that r is admissible.

In dimension n = 1, Proposition 6.7 yields p_(L) = /2 = 1. Hence,
our assumption on p is /(s+1) < p < 1 and this allows us to pick
r > 1 sufficiently close to 1 such that 1/» > 1/, — s. Consequently, the
exponent for e in (21.15) is non-negative and we conclude as before.

Likewise, we obtain for Jg ps and jRM the new factor R~ D=7 G
in (21.16) and (21.18). The exponent is negative since we have s < 1,
~v > 0 and r > p. This completes the proof.

22. THE NEUMANN PROBLEM

In this final chapter we are concerned with the Neumann problem.
In particular, we shall give the proof of Theorem 1.5. We begin by
recalling the construction of energy solutions to the Neumann problem.
We use again the energy space Wl’Q(R}f”) from Section 16.1.

If u € WH2(RL™) is a weak solution to Lu = 0 in RXF", then there

exists a unique element d,,u(0,-) € H™7*? such that
// AVu - Vo dtdr = —(9,,u(0,-), 6(0,)) (¢ € WH2(RL™),
R

where on the right-hand side we use the duality pairing between H— /%2
and H”?2. Indeed, by assumption on « and Lemma 16.2, the left-hand
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side is a bounded anti-linear functional on W"?(R1*") that vanishes
whenever ¢(0,-) = 0 and therefore it defines a bounded anti-linear
functional on the trace space H/>2. We call 9,,u(0,-) the (inward
pointing) conormal derivative of u at the boundary.

Proposition 22.1. For all f € H™"22 there exists a unique solution u
(modulo constants) to the problem

Lu =0 (in RI™),
Vu € L*(RE™),
0y ,u(0,) = f (in H™Y>2).

Moreover, |[Vulla S || fllg-1/22 and limyo0 u(t, -) = 0 in H>?.

Proof. This is just the LaxMilgram lemma applied in W'?(R1*"). The
limit at ¢t = oo follows from Lemma 16.1. U

In the situation above we call u the energy solution to Lu = 0 in
RI™ with Neumann data f. Much alike to Section 16.1 the energy
solution coincides with the Poisson semigroup extension for suitable
data. Throughout, we use the (extension to an) isomorphism L'/? :
W2 — L? with inverse L~/2. By duality and similarity we also obtain
an (extension to an) isomorphism aL'/?: L2 — W12,

Proposition 22.2. If f € L2NW ™2, then the energy solution with
Neumann data f is given by u(t, ) = —e L (aLV/2) 1 ().

Proof. Set g = —(aL'?)~'f. Then g € W"?NL? and, by interpolation,
g € H/*?_ 1t follows from Proposition 16.5 that u(t,z) == e =" g(x)
is an energy solution to Lu = 0 in Rff”. In order to determine its
Neumann datum, we let ¢ € C°(R'™*"). By the functional calculus
on L? we have u € C'([0,00); L?) with ad;u(0,-) = f. Hence, we can
integrate by parts in ¢ and use the definition of L to give

// AVu - Vodtdr = — f-¢(0,-)da:—// ad?u - ¢ dtdx
R R™ RL™

+ // dVu - Vo dtdx
R}ﬁ'n

= — f-o(0,-)dx.

R”

The L2-pairing on the right-hand side can also be viewed as the H™/*%—

H"22duality. Then the identity can be extended to all ¢ € W?(RL™)
by density and we conclude 9,,u(0,-) = f. O

The semigroup construction provides solutions to the Neumann prob-

lem (N )5 in an appropriate range of exponents.



BOUNDARY VALUE PROBLEMS AND HARDY SPACES 241

Proposition 22.3. Let q_(L) < p < q.(L). If f € L2NW~12, then
the energy solution u with Neumann data [ satisfies

IN(Vu)lp 2 [1f [e-
Proof. We have q_(L) = p_(L) and ¢4 (L) < p4+(L), see Theorem 6.2.

Letting g == —(aL'/?)"'f € W"? as before, we obtain from Proposi-
tion 17.7 and Theorem 11.1 that
IN(V)lp = ([ Vagllie = [|aL'?gllwe = || f]lue- O

Proof of Theorem 1.5. Let q_(L) < p < q+(L). According to Corol-
lary 15.2 this range is the same as what is called I, in [19]. We have
seen in the introduction (Section 1.7) that it suffices to prove the bound
N, (VW) < ||f]lar, whenever f € HP NH™Y*? and u is the energy so-
lution with Neumann data f.

By the universal approximation technique we an pick for any given
f a sequence (fy) € HPNL2NW™12 with f, — f as k — oo in both
H? and H™/*2. It follows from Proposition 22.1 that the corresponding
energy solutions uy tend to u in W1’2(an), whereas Proposition 22.3
implies that (Vug), is a Cauchy sequence in T%?. The limits for the
gradients can be identified in L;, (R1*") and the conclusion follows. [J

Let us conclude with an additional uniqueness result for the Neu-
mann problem. We remark that in our formulation of the Neumann
problem the convergence of the conormal derivative to its trace is in
the sense of distributions. By [19, Cor. 1.2|, the Whitney averages
convergence

Ilfl_r)rol . adpudsdy = g(x) (a.e. x € R")

of the conormal derivative of the unique solution to its trace comes as
a bonus if p > 1 with ¢_(L) < p < ¢4 (L). In the case of block systems,
one can reverse these interpretations of the boundary behavior and still
obtain uniqueness, hence compatible well-posedness.

Theorem 22.4. If p > 1 with ¢_(L) < p < q+(L), then the follow-
ing Neumann problem with non-tangential boundary trace is compatibly
well-posed (modulo constants). Given g € HP(R™; C™), solve

Lu =0 (in RI™),
(N)5 N, (Vu) € L(R"),
lim,;_, HW(M) adpudsdy = g(z) (a.e. z € R™).

Proof. In view of the preceding discussion we only need to establish
uniqueness.
According to [19, Thm. 1.1] and our identification of I, the condition

N,(Vu) € LP(R") implies (is equivalent to, in fact) the representation
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of the conormal gradient of u via the [DB]-semigroup:
Vau(t,) = e PPV julmy (> 0),

where Fy == V4u |i—o€ HY, is characterized by 1¢c+(DB)F, = F, and
the functional calculus is extended from HY, to its completion HY,
for the HP-norm as HY,, = HY. It follows from (20.3) that Fy =
(9, —V.L™Y2(a"'g)]" for some g € H?. Assume now that the Whitney
averages of ad;u converge to 0 almost everywhere at the boundary. By
[19, Cor. 1.2, we know that this limit agrees with g almost everywhere.
Thus, g = 0. We conclude that Fj vanishes identically and it follows
that u is constant in RY™. O

APPENDIX A. NON-TANGENTIAL MAXIMAL FUNCTIONS AND
TRACES

In this appendix we collect some technical results involving non-tangential

maximal functions with a focus on non-tangential trace theorems.
Throughout, we consider the Whitney parameters ¢y > 1 and ¢; > 0

fixed, write W (t,z) == (c;'t, cot) X B(x, cit) for (t,z) € RI™ and for

q > 0 we use the g-adapted non-tangential maximal functions

R g(F)(z) 1= sup ( I y rF<s,y>|qudy) " ey

t>0

defined for measurable functions on Ri*". In the case ¢ = 2 we sim-

ply write N, as before. Implicit constants always depend only on the
Whitney parameters, dimensions and the exponents at stake. We shall
not mention this at each occurrence.

It is common knowledge that different choices of Whitney parameters
yield maximal functions with comparable LP-norms. For the reader’s
convenience we include a proof.

Lemma A.1 (Change of Whitney parameters). Let 0 < p,q < co. Let
co,c1 and dgy,dy be two pairs of Whitney parameters and let N,qu) and
Nif? be the corresponding mazximal functions. Then,

INSDE)p = INGE),
for all measurable functions F' : ]Rr“" — R.

Proof. By symmetry it suffices to prove the estimate ‘<’. We write
Weper (t, 1) = (cg't, cot) x B(z,eit). By compactness, we find points
(ti,zi) € Wap,a,(1,0), @ = 1,..., N, such that the sets W, ., /2(t;, ;)
cover Wy, 4,(1,0). Using the affine transformation (s,y) — (ts, z +ty),
we obtain

(A1) Wo.a, (£, ) UWco e ja(tit, @ + tay)

=1
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for any (t,x) € RL". Since |z — (z + tx;)| < tdy < doditit, we get
N

1/q 1/q
o) ot (f
Wdo,dl(tvx) i=1 ‘x_y|<d0d1tit Wco,cl/Z(tityy)

for an admissible constant. For measurable H : RA" — R let H, ,(7) =
SUD|,_y<pt | H (£, y)| be the pointwise non-tangential maximal function

with aperture n. With H(t,y) = (HWCU,Cl/z(t,y) |F|7)'/% the previous
bound yields

N9(F)(x) < CHogoa, (z) (x € R").
On the other hand, |y — z| < tei/2 implies B(y,t1/2) C B(x,cit), so
that

H, . po(z) < CNE(F)(z) (v €RM).

For the classical pointwise non-tangential maximal functions we can
change the aperture [91, Sec. I11.2.5.1]: There is C' = C(n, ¢, ¢1, dg, dy)
such that

H{z :R": Hygoa, (z) > a}| < CHz : R : Hop, () > a}| (a>0).

The claim follows from the previous three bounds and the layer cake
formula. O

Remark A.2. The covering argument in (A.1) implies directly that
different choices of Whitney parameters for the Whitney average func-
tionals yield equivalent Z-space norms.

We continue with a useful non-tangential embedding.

Lemma A.3 ([19, Lem. 2.2] & [61, Lem. A2]). If 0 < p < r < 2,
then there is a constant C' such that for all measurable functions F :
R — R,

ey dtdz\ 7 -
([ iraoreso )" <apm e,
RLT™

We turn our attention to non-tangential trace theorems.

Definition A.4. A locally integrable function u on Rf" is said to
have a non-tangential trace (in the sense of Whitney averages) if there
exists a function uy on R™ such that for almost every = € R",

lim u(s,y) dsdy = up(x).
t—0 W(t,z)

As a pointwise limit of measurable functions, such a trace is neces-
sarily measurable. The following is a variation of Kenig—Pipher’s trace
theorem |73, Thm. 3.2| that covers exponents p < 1 and applies to av-
eraged non-tangential maximal functions. This has appeared (without
proof) in many earlier works and we take the opportunity to close the

gap.
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Proposition A.5. Let p € ("/(nt+1),00) and q € [1,00). Let u €
WLIRY™Y satisfy || N.y(Vu)ll, < 0o. Then there exists a non-tangential
trace ug with the following properties.

(n+1)q

g if g <n—+1. For almost

(i) Let r € (0,00) and assume r <
every x € R™ and all t > 0,

( ]%V . u(s,y) — uo(z)|" dsdy) < CtN. (V) ().

In particular, the left-hand side tends to 0 ast — 0 and ug does
not depend (in the almost everywhere sense) on the choice of
the Whitney parameters. N

(il) o is of class HYP(R™) with ||V uo|lge < C||Ns (V)]

(iii) Letr be asin (1) and suppose in addition that r < % if p < n.

Then,
N* ) (U — U0>
’ t

(iv) Suppose that either p > 1 or that p < 1 and that there exists
e > 0 such that supg,.. ||u(t, )Hn% < 00. Then,

< CHN*,q(vu)”p'

p

cot

lim u(s,")ds =ug (in D'(R™)).

t—0 ( co)—lt
Remark A.6. In applications we usually have ¢ = 2 and r € (0, 2],
which is admissible in (i). Also r € (0, 1] is always admissible in (iii).
Identification of the non-tangential trace with a distributional limit
seems to be far from obvious in the case p < 1. We got the idea to
impose the additional condition on w in (iv) from [61, Lem. 5.2]. In
our applications to the regularity problem (R)If it follows from Sobolev
embeddings and strong continuity of the Poisson semigroup.

For the proof we need a simple lemma on real functions.

Lemma A.7. Let h : (0,00) — R be a function for which there are
constants @ > 1, a > 0 and C > 0 such that |h(t) — h(7)| < Ct°,
whenever T € [07t,t]. Then h(0) == lim,_,o h(s) exists and satisfies

ct®
1 -0«
Proof. Given 0 < 7 < t, let k be the largest integer with 7 < §=%¢t. By
a telescopic sum we find

A (t) = h(0)] < (t>0).

k
() = h(r)| < [h(O7*t) = h(T)| + Y [h(6771t) = h(6771)]

j=1
k+1 o
< Zoga(—jﬂ)ta < %

=1
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This proves the Cauchy property for h at 0. Hence, h(0) is defined and
the estimate follows by sending 7 — 0. U

Proof of Proposition A.5. Throughout the proof we write ]Vi?;ge for a

non-tangential maximal function with Whitney parameters ¢i"8° > ¢
and 8 > ¢; that will be further specified if needed. We denote the
associated Whitney regions by Weree(¢ ).

Proof of (i). Let & > 1 be such that ¢ = fco. If 7 € [071,1],
then both W (7, z) and W (t,x) are contained in W' &(¢, z) and we
can estimate

|(U)W(T,LL‘) - (u)W(t,x)|

<ff i @l dsdy
W (r,x)

(A.2) S ( ]§[ lu = (Wwz)* dsdy)
Wlarge(t’;r)

1
51&(# |Vul|? dsdy)q
Wlarge(t7$)

< tNI (V) (2),

where the third step is due to the Poincaré¢ inequality on cylinders.
From the assumption on u and Lemma A.1 we obtain that N} (Vu)(z)
is finite for a.e. x € R™. In this case Lemma A.7 yields the existence of
a non-tangential trace ug(x) with control

(A3) W) — tol)| < CENE (V) ().

This argument works for any choice of Whitney parameters. In order
to see that wg is always the same, it suffices (by transitivity) to verify
that the trace u™® corresponding to the regions W'2(¢, x) agrees
with ug. By the argument in (A.2) we also have

(W (ta) = (Wwransee)| S ENZGE (V) (2)

and hence the limits as ¢ — 0 are the same almost everywhere.

As for the estimate in (i) we pick some smaller Whitney parameters
with associated regions w(t, z) such that W (t,z) = w'*°(¢, z). In this
scenario (A.3) becomes

|(Wuie) = ()] < CEN,.4(Vu)(2)

and the restriction on r allows us to use the Sobolev—Poincaré inequal-
ity in order to give

1
( £on- uo<x>|’"dsdy)r
W (t,x)
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S(ff - @l asdn) 4 0 = w0lo)
W(t,z)

<IN, o(Vu)(z).

Proof of (ii). We use the following result: If there is g € LP(R") such
that for almost every x,y € R",

(A4) Juo(2) — uo(y)| < & = yl(g(x) + 9(y)),

then uy € H with |Vauollwr < ||lgll,- For p > 1 this is Hajlasz’s
Sobolev space characterization [54, Thm. 1] and the result for expo-
nents 7/(n+1) < p < 1 has been obtained in [74, Thm. 1 & Prop. 5|.

Now, let z,y € R and set ¢ == |z — y|. We take ¢}"®° > 1 + ¢
Since B(y,cit) C B(z, (1 + ¢1)t), we have W (t,y) C W'ree(¢ z) and
Poincaré’s inequality yields again

(W) — (W] < CENE(Vu)().
Together with (A.3), we see that we can take g = 2C]Vi?;ge(Vu). Note
that ||g]|, =~ || Ni4(Vu)||, by Lemma A.1.

Proof of (iii). It suffices to find a function h with ||h||, < C||N,o(Vu)],
such that for a.e. x € R™ and all ¢t > 0,

(A.5) (ﬁ[ lu — uo|" dyds) ' < h(x).
W(t,z)

Indeed, since we are integrating s on (cy't, cot) on the left-hand side,
the bound required in (iii) follows immediately. The argument slightly
differs depending on whether or not we have p > 1. Let us first assume
that this is the case.

The additional restriction on r makes sure that we can find some
o € (1,p A n) such that n¢/(n—p) > r. Hence, by Holder’s inequality
followed by the Sobolev—Poincaré inequality, we have

1
<][ ‘UO—(UO)B(:E,CN) |T dy)
B(z,c1t)
1
(A.6) < (][ o = (w0)atecro ] dy)
B(z,c1t)

1
B(z,c1t)

Since "¢/(n—g) > 1, we can also argue as in (A.2), using the Sobolev—
Poincaré inequality in the second step, to get whenever 7 € [t/2, 1],

|(UO)B(x,01t) - (uO)B(x,01T)| St M(|Vaugl|®) ().

3=
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By Lebesgue differentiation and Lemma A.7 we get
1
(A7) |(u0) Ba.crt) — o ()] S t M(|Vauol?)(x) e

for a.e. x € R". Using the decomposition

u(s, y) —uo(y) = uls,y) —uo(x) +uo(x) = (o) Ba.erty + (U0) Bla,ert) — U0 (Y)
and combining (i), (A.6) and (A.7), we arrive at

<]%V<t7x) s, y)—uo(y)‘rdsdy)i

S H(Neg(Vu) () + M Voo |) (@) )

for a.e. z € R" and all ¢ > 0. The right-hand side is admissible for (A.5)
by assumption on u, the L”¢-boundedness of the maximal function and
the result of (ii).

We turn to the case p < 1. Since p > "/(n+1), we can pick o €
("/(n+1), p) with ne/(n—g) > (r V 1). Since the function g in (A.4) is
locally p-integrable, we have Hajlasz’s Sobolev—Poincaré inequality

1_1 1

no e n o

<][ |u0 - (UO)B(CE,Clt) n-e dy) 5 t(][ gg dy) )
B(z,c1t) B(z,2c1t)

see [55, Thm. 8.7]. Hence, except for replacing V,ug by g, the argument
stays the same.

Proof of (iv). Let B C R" be a ball and let ¢ € C3°(B). We use the
averaging trick to write

/ n (]{:Oo)tltU(S’ y)ds - uo(y)) o(y) dy
(A.8) = /n (]%V(m) (u — o) dsdy> A

=: / ] F?(x)dz.

We have to show that the right-hand side tends to 0 as ¢ — 0. From
now on, we require t < 7(B)/c;; so that all functions Ft‘z’ have support in
2B.

If p > 1, then (A.5) for the admissible choice = 1 gives us |F (x)| <
|o|loth(z) and h is locally integrable, so we are done.

In the case p < 1 we need a different argument and this is where the
additional assumption C' = supg,.. ||u(t,)|/np/n—p) < 00 comes into
play. We abbreviate p* := m/(n—p) > 1. We can restrict ourselves to
t < ("B)fe; AN ¢/eg) and x € 2B. In this case, B(x,ct) C 3B and by
Holder’s inequality we can crudely bound

cot
]%V( | lu — up| dsdy < tl_P][ 1 |u(s, ) — uol|Les(3m) ds
t,x

o't
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< (C+ JJuollys 3t 7

We have uy € L¥_ from the Hardy Sobolev embedding or by the fol-
lowing direct argument. We have, for ¢ small enough, using Holder’s

inequality and averaging,

cot
| ol de< f [ julsgp agds < o
3B eyt J4B

Thus, by Fatou’s lemma, we obtain [, [uol”" dz < C*". Now, we use
the p-th power of (A.5) (with » = 1) and the (1 — p)-th power of the
crude bound in order to get for a.e. x € 2B that

F(@)] < |16l ]5[ I ldsdy < ol E Ry
Witz

On the right the power of ¢ is positive since p > 7/(n+1) and we have
h? € L'. Thus, we get the desired convergence in (A.8) when passing
to the limit as ¢t — 0. Il

Next, we present variants of the non-tangential trace theorem for tent
and Z-spaces. In our applications we shall only encounter functionals
based on L?-averages such as S and W used to define tent and Z-spaces,
respectively. For simplicity we stick to that case. The following results
have appeared in [28, Thm. 6.3] (p = o0) and |3, Sec. 6.6] (p < 00). For
the sake of self-containedness we include a proof that follows the same
pattern as before. The lower bound on p, notably to identify the non-
tangential trace with a distributional limit, is now related to fractional
Sobolev embeddings and the argument turns out to be conceptually
simpler than in Proposition A.5.

As usual, we treat both scales of spaces simultaneously and let Y
denote one of T or Z.

Proposition A.8. Let a € (0,1) and "/(n+a) < p < oc0. Let u €
WL2(REY™) satisfy || Vul|ya-10 < 0o. Then there exists a non-tangential

trace ug with the following properties.

(i) Letr € (0,00) and assume r < % ifn>1. Forallxz € R"
and all t > 0,

(]%m,m) [uls,y) —uo(@)[" 01501y)i < Ct*O(x)

with ||©]l, < C||Vullye-1s. In particular, the left-hand side
tends to 0 almost everywhere ast — 0 and ug does not depend
on the choice of the Whitney parameters.

(ii) There is convergence

cot

lim u(s,")ds =ug (in D'(R™)).

t—0 (Co)_lt
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(iii) The results above continue to hold for p = oo and Vu € 7% 1>°.

In that case ©(x) = ||Vu|go-r0 and uy is of class A with
[uollje < ClIVullza-10.

The following lemma contains the construction of the function © in
part (i) for finite p.

Lemma A.9. Let a € R, p € (0,00) and F € Y* ', There exists
a measurable function © : R™ — [0,00) with ||O]|, < C||F||lya-1» such
that

(]5[ |stmF|? dsdy) <CO(x) ((t,z) e RY™).
W (t,z)

Proof. We begin with the case Y = Z and set

P 1
o 2dt\ »
O(x) = </ (]5[ st F|? dsdy) —) :
0 Wlargc(ux) t
large

where W'e°(¢_ 1) are Whitney regions with Whitney parameter ¢, :=
2¢q. Since

W(t,z) CW™e(r,z) (1 € [t/2,1]),

we can infer that

g
(]5[ Eamaals dsdy)
W (t,z)
t %d
< / (]§[ st )2 dsdy) il
t/2 Wlaree(7,z) T

and the right-hand side is bounded by ©(z)?. Moreover, a change of
Whitney parameters for Z-space quasinorms yields |||, == || F||za-1..
In the case Y =T we can simply set

1
dsdy \ 2
O(x) = ( // |slaF|2—S+§/>
le—y|<2c1s s"

since W (t,z) is contained in the cone appearing in the integral. By a
change of aperture in tent space quasinorms we conclude that ||©||, ~
[[E'[|-pa-10-

Proof of Proposition A.8. We use the same notation as in the proof of
Proposition A.5 and follow the same line of thoughts.

Proof of (i). Let ¢ = 2¢o. If 7 € [t/2,], then both W (7, ) and
W (t,x) are contained in W'¥°(¢, z) and using the Poincaré inequality
with ¢ = 2 as in (A.2), we obtain

1
2
[(Ww(ra) — (Wwea| S t(# |Vul? dsdy)
Wlarge(t7x)



250 PASCAL AUSCHER AND MORITZ EGERT

2
St <]§[ |s'=*Vul? dsdy)
Wlarge(t7x)

Lemma A.9 applied to the ‘large’ Whitney regions yields a function ©
with |©], < ||Vul|ye-1» such that

[(Wwire) — (Wwewl S tO(2).

Now, we can apply Lemma A.7 to obtain a non-tangential trace uo(z)
with control

(A.9) [(Ww(t.a) = uo(z)] S 170(2),

whenever ©(z) < oo, that is, almost everywhere. That ug is indepen-
dent of the choice of Whitney parameters follows as in the proof of
Proposition A.5 and the restriction on r allows us to use the Sobolev—
Poincaré inequality again in order to conclude

1

(]5[ |u — uo(z)]" dsdy) '
W (t,x)

< ( e @ dsdy> Wty — o)
W (t,z)

1
3
<t (# st Vu? dsdy) + (W) wt2) — uo(x)|
W (t,z)
< tYO(x).

Proof of (i1). We begin with the case p > 1. With the notation of the
proof of Proposition A.5.(iv) we have to show that

(A.10) lim [ |F?(z)|dz,
R

t—0

where F?(z) = ﬁw(t x)(u—uo)gzﬁ dsdy is supported in 2B if the support
of ¢ is contained in B and t < r(B)/e;. We record two elementary
observations.

e If y belongs to a ball B(z,c¢;t), then
((Wwty) = (Wwea| S 7O (2).

Indeed, we take ¢/"8 > 2¢,. Since B(y, cit) C B(x,2¢qt), we
have W (t,y) C Wree(¢ x) and Poincaré’s inequality yields
this inequality as before.

e For almost every y € B(x,ct) the first observation together

with (A.9) yields
|u0(y)—u0(x)\
< uo(y) — (Wwty| + [(Wwiey — (Wwto)l
+ |[(Ww(ta) — uo(z)]
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S 1(0(x) +6(y)).
The second observation implies
u(s, y) —uo(y)| < luls, y) — uo(x) + (O (x) + O(y))
and taking into account (i) with r = 1, we are left with
[F ()] S [[]loct™ M(©)(2).

The maximal theorem ensures that M(©) € L? and since F} is sup-
ported in 2B we conclude (A.10).

In the case p < 1 we use the embedding Yobr C YBTM for 0 <
p < q<ooand a—f = n(lp—1q), see [3, Thm. 2.34]. We have
a > n(Yp — 1) by assumption, which allows us to pick ¢ > 1 and
0 < B < «a. Hence, we are back in the case of integrability above 1.

Proof of (iii). If p = co and Vu € Z* >, then the constant func-
tion ©(x) = C||Vu|z-1.~ has the properties stated in Lemma A.9
by definition of the Z* »*-norm. Hence, we can repeat the first two

steps and the second observation in the proof of (ii) yields [Jug|[jo <
CHVUHZQfl,oo. D

APPENDIX B. THE LP-REALIZATION OF A SECTORIAL OPERATOR
IN L2

The following result is folklore but we could not find a precise statement
in the literature.

Proposition B.1. Let T be a sectorial operator in L? and let p €
(1,00). Suppose that there exists p € (wr, ) such that

(B.1) l2(z =) flly S I/, (f €LPNLE 2 € C\Sf).

The case = m with the convention that C \ S = (—00,0) is also
permitted. Then there is a (unique) sectorial operator T, in LP of angle
smaller than p that satisfies

(B.2) (z=T,) ' f=0E-T)"f (fel’nl? zeC\S;).

Moreover, T,,f =T f for f € D(T,)ND(T) and if T' is injective, then so
is T,,. The corresponding statement for bisectorial operators also holds.

Remark B.2. The assumption with g = 7 simply means that 7" sat-
isfies ||(1 + 2T)7 1 f|l, < || f]l, for all £ € LPNL?* and all ¢ > 0.

The operator T, is usually called L”-realization of T'. We have tried
to avoid passing to an LP-realization whenever possible, but knowing
that we always can, turns out helpful when dealing with abstract results
that do not need a distinguished space such as L? to start with. One
such example is Theorem 9.19.

Condition (B.1) is obviously necessary for the existence of a LP-
realization with consistent resolvents as in (B.2) and the latter uniquely
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determines 7'. We also obtain consistency of 7}, and 7', whereas con-
sistency of general invertible operators does not imply consistency of
their inverses, compare with the discussion below Definition 13.3.

Proof. By (B.1) we can define R(z) as the extension by density of
(z—T)7! to LP. Then (2R(z)) is a uniformly bounded family in

L? with the property

ze(C\g

(B.3) R(z) — R(?') = (¥ — 2)R(2)R() (2,2 € C\S}).
We claim that for f € L” we have
(B.4) lim 2R(z)f = f (weakly in L”)

z2€(—00,0),2——00
and if in addition 7' is injective, also that

(B.5) liII(l) 2R(z)f =0 (weakly in LP).
Z—

Indeed, since T is sectorial in L?, the limits exist strongly in L* if
f € LPNL? see [53, Prop. 2.1.1(a)]. The extension then follows by
uniform boundedness and density.

By (B.3), R(—1)f = 0 implies R(z)f = 0 for all z. Then f = 0 fol-
lows from (B.4), so R(—1) is injective. We show that T}, := —R(—1)"'—
1 has the required properties.

For f € D(T,) we have

R(z)(z = T,)f = R(=)((z + DR(=1) + DR(=1)""f = [,
where the final step uses (B.3). Likewise, for g € L” we have
R(z)g = R(=1)(g — (= + 1) R(2)g) € D(T})
and
(2 = T,)R(2)g = (z + 1+ R(-1)")R(2)g = g.

This proves (2—T),) "' = R(z), so (B.2) holds. By a Neumann series, the
uniform boundedness of the family (2 R(z)) implies that T}, is a sectorial
operator of angle smaller than . Now, suppose that f € D(7,) ND(T).
Then

(B.6) 2(z—=T,) "T,f = 2(2 = T)'Tf

since both terms can be expanded in terms of R(z). When z € (—o0,0)
tends to —oo, the left-hand side tends to 7}, f weakly in L” and the right-
hand side tends to T'f strongly in L?, see (B.4). This proves T,f = Tf.
Finally, if f € N(7,), then f = zR(2)f for all z and if T is injective,
then f = 0 follows from (B.5).

The argument for a bisectorial operator is exactly the same, using
z € i(0,00) instead of z € (—00,0) for the limits. In this case we can
allow y1 = 7/2 with the convention that C\ S, == iR. g
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