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COUPLINGS OF BROWNIAN MOTIONS WITH SET-VALUED DUAL
PROCESSES ON RIEMANNIAN MANIFOLDS

MARC ARNAUDON, KOLÉHÈ COULIBALY-PASQUIER, AND LAURENT MICLO

ABSTRACT. The purpose of this paper is to construct a Brownian motion X :“ pXtqtě0

taking values in a Riemannian manifold M , together with a compact valued process D :“

pDtqtě0 such that, at least for small enough FD-stopping time τ ą 0 and conditioned
by FD

τ , the law of Xτ is the normalized Lebesgue measure on Dτ . This intertwining
result is a generalization of Pitman theorem. We first construct regular intertwined pro-
cesses related to Stokes’ theorem. Then using several limiting procedures we construct
synchronous intertwined, free intertwined, mirror intertwined processes. The local times
of the Brownian motion on the (morphological) skeleton or the boundary of D plays an
important role. Several examples with moving intervals, discs, annulus, symmetric convex
sets are investigated.
KEYWORDS. Brownian motions on Riemannian manifolds, intertwining relations, set-
valued dual processes, couplings of primal and dual processes, stochastic mean curvature
evolutions, boundary and skeleton local times, generalized Pitman theorem.
MSC2020 primary: 60J60, secondary: 60J65, 60H10, 58J65, 53E10, 60J55, 35K93.

1. INTRODUCTION AND MAIN RESULTS

Markov intertwinings were introduced by Rogers and Pitman [23] to give a direct proof
of the famous relation between the Brownian motion and the Bessel-3 process due to Pit-
man [21]. These relations were next used by Yor and his coauthors (see e.g. [26, 6]) to
get identities in law and by Diaconis and Fill [10] to construct strong stationary times. For
a historical account of the subsequent development of the Markov intertwining technique,
consult for instance Pal and Shkolnikov [20].

At an algebraic level, a Markov intertwining relation is a (directed) weak similar re-
lation, from a Markov semi-group pP̄tqtě0 on a measurable state space pM̄,M̄q to another
Markov semi-group pPtqtě0 on a measurable state space pM,Mq, consisting of a Markov
kernel (called the link) Λ from pM̄,M̄q to pM,Mq such that

@ t ě 0, P̄tΛ “ ΛPt(1.1)

in the sense of the composition of Markov kernels. Depending on non-degeneracy proper-
ties of Λ, such a relation is more or less strong. Especially when Markov semi-groups are
described by their generators, (1.1) is often replaced by

L̄Λ “ ΛL(1.2)

where L̄ and L are respectively the generators of pP̄tqtě0 and pPtqtě0. But then one has to
be more careful with the meaning of generators (e.g. in the sense of martingale problems)
and their domains, in particular the domains are transported via (1.2).

Date: July 7, 2022 File: ACM˙220626.tex.
Funding from the grant ANR-17-EURE-0010 is aknowledged by L.M.

1



2 M. ARNAUDON, K.A. COULIBALY-PASQUIER, AND L. MICLO

To be more useful from a probabilist point of view, it is convenient to convert (1.2)
into a coupling between X̄ :“ pX̄tqtě0 and X :“ pXtqtě0, two Markov processes respec-
tively associated to L̄ and L (called the dual and primal processes), so that the following
relations hold for the conditional laws:

@ t ě 0, LpXt|X̄r0,tsq “ ΛpX̄t, ¨q(1.3)

In addition, one asks that pX̄tqtě0 can be constructed from pXtqtě0 in an adapted way,
meaning

@ t ě 0, LpX̄r0,ts|Xq “ LpX̄r0,ts|Xr0,tsq(1.4)

Yor was wondering about such couplings between some piecewise linear Markov pro-
cesses and squared Bessel processes, in order to simplify his approach to certain properties
of the former processes similar to those of the latter, see the end of the introduction of [26].

Such couplings are crucial for the constructions of strong stationary times, as explained
by Diaconis and Fill [10] in a discrete time and finite setting. More precisely, in this
situation X is an ergodic Markov chain with invariant probability π and X̄ is a Markov
chain absorbed in a unique point. A strong stationary time τ for X is a finite stopping
time for X (and some independent randomness) such that τ and Xτ are independent and
Xτ is distributed according to π. Taking into account (1.3) and (1.4), one can see that the
absorption time for X̄ is a strong stationary time for X .

Strong stationary times are important for two reasons (cf. Diaconis and Fill [10]):
- They enable to sample exactly the invariant probability π, contrary to the usual ap-

proximations provided by Monte Carlo techniques.
- They provide a probabilistic alternative to functional analysis approaches for the quan-

titative investigation of convergence to equilibrium. More precisely, for any strong station-
ary time τ , we have

@ t ě 0, spLpXtq, πq ď Prτ ą ts

where the separation discrepancy spµ, πq between two probability measures µ and π is
defined by

spµ, πq :“ ess sup
π

ˆ

1´
dµ

dπ

˙

(where dµ{dπ is the Radon-Nikodym density). The separation discrepancy dominates the
total variation norm and gives positivity properties of µ with respect to π. In the context of
convergence to equilibrium, it is very difficult to estimate the discrepancy of spLpXtq, πq
via functional inequality techniques (see e.g. the book [5] of Bakry, Gentil and Ledoux).

In the objective of constructing strong stationary times via intertwining duality, there
are particular dual processes X̄ which are taking values in V , the set of measurable subsets
of M , but in general V̄ is only a subset of V , consisting in some regular subsets. The
absorption set is the whole set M . The heuristic goal of intertwining duality is then to
construct random subsets X̄t Ă V such that Xt is already at equilibrium in X̄t, for all
t ě 0, in such a way that X̄ is itself Markovian and ends up covering the whole state space
M .

In the diffusion context, set-valued intertwining dual processes started to be constructed
in Fill and Lyzinski [12] and [17]. In [9], set-valued dual processes for diffusions on
Riemannian manifolds were identified as stochastic perturbations of mean-curvature flows.
But the coupling of primal and dual processes were not considered in [9] and this is our
present goal, mainly for Brownian motions on Riemannian manifolds. As we will see,
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there are numerous ways to construct such couplings (this is true in more general contexts,
see [18] for the diversity of such couplings in a finite framework), but none of them is
immediate and they are related to fine geometric features of the evolving subsets, such as
their skeletons. We are thus to consider synchronous intertwined, free intertwined, mirror
set-valued intertwined dual processes.

The reader must be warned that, as it stands now in the context of multidimensional
diffusions, the set-valued dual processes are not defined up to the absorption time (except
in symmetric settings), and as a consequence the same will be true for our couplings, which
will be defined only up to some positive stopping times. We hope to investigate this point
in future works, to end the construction of strong stationary times for Brownian motion on
compact Riemannian manifolds, which remains our remote motivation. Other motivations
for the couplings of primal and dual processes in the context of diffusions can be found in
Machida [15] and [18].

Let us now present more precise definitions. Here the state space M is a d-dimensional
complete Riemannian manifold. Denote respectively by ρ, µ and µ, the Riemannian dis-
tance, the Lebesgue measure on M and the corresponding pd ´ 1q-Hausdorff measure.
The main objective of this paper is to construct couplings of primal diffusions processes
with their set-valued dual intertwined processes. This will partially solve Conjecture 6
in [9] in the case of Brownian motion pXtqtě0 and stochastic modified mean curvature
flow pDtqtě0 (which were generically denoted pX̄tqtě0 above). This conjecture says that
an intertwined construction in the sense of Definition 1.1 is always possible.

Definition 1.1. Consider a Markov process D “ pDtqtPr0,τs, with values in compact
subsets of M and continuous with respect to the Hausdorff topology, and where τ is an
a.s. positive stopping time in the filtration FD of D, serving as a lifetime for D. We say
that a Brownian motion X “ pXtqtě0 in M and D are intertwined when for all bounded
FD-stopping time τ 1 smaller than τ , conditioned on FD

τ 1 , Xτ 1 has uniform law in Dτ 1

(and in particular Xτ 1 P Dτ 1 ). More generally, for any FD-stopping time rτ smaller than
τ , we say that X and D are rτ -intertwined when X and pDtqtPr0,rτs are intertwined.

This is a generic definition, below stronger topologies on subsets of M will be consid-
ered. Note that the above lifetime is not necessary the explosion time, i.e. the exit time
from all compact sets for the considered topology. In the infinite dimensional state space
of D, compactness does not seem an appropriate notion.

Our main results are Theorems 2.8, 3.5 and 4.1 presenting such joint constructions of
the primal Brownian motion pXtqtě0 and the dual domain-valued pDtqtě0 processes. The
coupling of Theorem 2.8 consists in the infinite-dimensional stochastic differential equa-
tion (2.10), based on a function f : px,Dq ÞÑ fpx,Dq which is a deformation of the
signed distance from x P M to the boundary of the domain D (see Assumption (2.2) for
the precise requirements). Theorem 3.5 is obtained by specifying some approximating
functions f . Given the trajectory pXtqtě0 of the Brownian motion, we construct the do-
main evolution pDtqtě0 using the local time of pXtqtě0 on the skeletons of pDtqtě0 and
the mean curvatures of the normal foliations of these domains (see (3.30)). Other approx-
imating functions f lead to Theorem 4.1, where the prominent role is played by the local
time at the boundary. This situation is in some sense opposite to the previous one, since
the driving Brownian motion of pDtqtě0 is now independent from pXtqtě0, while it is as
correlated as it can be in Theorem 3.5. These theoretical results are illustrated by the fun-
damental examples of Section 5. First we recover the intertwining relation between the real
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Brownian motion and the three-dimensional Bessel process. Next we deal with rotation-
ally symmetric manifolds. Finally we present the application of our results to symmetric
convex domains in the plane, even if the detailed proofs are deferred to a forthcoming
paper.

To come back to our initial motivation, assume that X and D are intertwined, where the
lifetime τ is the hitting/covering time by D of the whole state space M . If furthermore τ is
finite (typically true whenM is compact), then the Riemannian measure can be normalized
into a probability (called the uniform distribution, which is invariant and reversible for
the Brownian motion X) and τ is a strong stationary time for X . In this situation, the
tail distributions of τ provide quantitative estimates for the speed of convergence of the
Brownian motion toward equilibrium, in the separation sense. These estimates will need
geometric ingredients such as Ricci bounds and it will be interesting to see how they will
enter the game.

The needs for couplings between primal and dual processes of a Markovian intertwining
relation is illustrated by [3], where strong stationary times τn are constructed for the n-
dimensional sphere (when the subset-valued dual is starting from a singleton), satisfying

Erτns „
lnpnq

n

and for any r ą 0,

lim
nÑ8

P
„

τn ą p1` rq
lnpnq

n



“ lim
nÑ8

P
„

τn ă p1´ rq
lnpnq

n



“ 0.

2. INTERTWINED DUAL PROCESSES: EXISTENCE IN CONNECTION WITH STOKE’S
FORMULA

In this section we make a construction of intertwined processes X and D based on the
Stokes’ Formula (2.1) below. Consider a compact domain D in M with C2 boundary. Let
f : D Ñ R a C2 function such that ∇f |BD “ ND the normal inward vector on boundary.
Then by Stoke’s formula, for any C2 function g : D Ñ R,

(2.1) ´

ż

BD

gdµ “

ż

BD

gx∇f,´NDy dµ “

ż

D

g∆f dµ`

ż

D

x∇g,∇fy dµ.

For α P p0, 1q, denote by D2`α the set of compact connected subsets D of M with
C2`α boundary. It will be more convenient to work with this state space (endowed with its
natural topology) than with the larger one considered in Definition 1.1. Let us even restrict
it further:

We fix a point o PM for convenience.

Definition 2.1. For a given α P p0, 1q, ε ą 0, we denote by Fα,ε the set of D P D2`α

such that

‚ D Ă Bpo, 1{εq the Riemannian ball centered at o with radius 1{ε;
‚ ρpBD,SpDqq ě ε, where S “ SpDq is the skeleton of D (see appendix A for

details);
‚ ρpBD,SoutpDqq ě ε, where SoutpDq is the outer skeleton of D, i.e. the skeleton

of pDqc.
‚ the coefficients of the α-Hölderianity of the second fundamental form of BD are

bounded by 1{ε.
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The set Fα,ε will serve as the state space of the set-valued process p rDtqtPr0,τεs and τε P
p0,`8s will be the exiting time from Fα,ε. This process will be a diffusion, i.e. a Markov
process with continuous trajectories (for the topology inherited from D2`α), and its gen-
erator ĂL will be defined later in (2.12). We extend the trajectory p rDtqtPr0,τεs by taking
rDt “ rDτε for any t ą τε. It amounts to imposing that ĂL vanishes outside Fα,ε. It is
possible to define in the same way p rDtqtPr0,τq on D2`α (which coincides withYεą0Fα,ε),
where τ is the exiting time from D2`α. But it will be more convenient for us to work with
a process with an infinite lifetime (to be able to apply Proposition D.3 in Appendix D) and
whose set of values has a boundary which is well-separated from the skeleton.

Let β P t0, αu. For D0 P D2`β and δ ą 0 small enough, a δ-neighborhood of D0 is
defined as follow:

V2`β
δ pD0q :“

 

intpexpBD0
pfqq, f P C2`βpBD0q, }f}C2`βpBD0q

ă δ
(

,

where for f P C2`βpBD0q

expBD0
pfq :“

 

expxpfpxqN
D0pxqq, x P BD0

(

(exp being the exponential map in M ), and intpexpBD0
pfqq is the interior of the hyper-

surface expBD0
pfq, oriented by the orientation of D0. Let ηpBD0q ą 0 be the radius of

the maximal tubular neighborhood of BD0. Notice that δ ă ηpBD0q garantees that all
elements of V2`β

δ pD0q are regular deformations of D0. Also notice that all elements D of
Fα,ε have ηpBDq ě ε.

We identify two domains D1, D2 P V2`β
δ pD0q with the functions f1, f2 P C

2`βpBD0q

such that D1 “ inttexpBD0
pf1qu and D2 “ inttexpBD0

pf2qu and we define a local dis-
tance

(2.2) dβ,D0pD1, D2q :“ }f1 ´ f2}C2`βpBD0q
.

Assumption 2.2.
‚ The function

f : M ˆ Fα,ε Ñ R

px,Dq ÞÑ fpx,Dq “ fDpxq

is a C2`α function in the two variables (the differential in D is in the sense of
Fréchet with respect to the above local Banach structure defined by the distances
dα,D). The functions fD satisfy

(2.3)
›

›∇fD
›

›

8
ď 1,

and coincide with the signed distance to the boundary ρ`BD (positive inside D and
negative outside) in a neighbourhood of BD. The functions fD have bounded
Hessian, uniformly in D P Fα,ε. Furthermore, we assume that the coefficients of
the α-Hölderianity of HessfD are uniformly bounded over Fα,ε.

‚ There exists a positive integer m and a C1 map

σc : M ˆ Fα,ε Ñ ΓpTM b pRmq˚q

px,Dq ÞÑ σcpx,Dq “ σDc pxq P LpRm, TxMq

where ΓpTM b pRmq˚q is the set of sections over M of TM b pRmq˚ and
LpRm, TxMq is the set of linear maps from Rm to TxM , such that the linear
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map

σDpxq : Rˆ Rm Ñ TxM

pw0, wq ÞÑ w0∇fDpxq ` σDc pxqpwq
(2.4)

satisfies

(2.5) @x P D, σDpσDq˚pxq “ IdTxM .

˝

Remark 2.3. The first condition of Assumption 2.2 implies that

∇fD|BD “ p∇ρ`BDq|BDp“ NDq and

∆fD|BD “ p∆ρ
`
BDq|BDp“ ´h

Dq.
(2.6)

where hD stands for the mean curvature on BD. It also implies that the functions fD

are uniformly Lipschitz and have uniformly bounded Laplacian. Also, for fixed x P BD,
varying D successively along a field K normal to the boundary BD and along ND for the
second derivative:

x∇fpx, ¨q,Kypxq “ ´xNDpxq,Kpxqy and

∇dfpx, ¨q
`

ND, ND
˘

“ 0
(2.7)

where ∇dfpx, ¨q is the Hessian of f in the second variable.
The second condition of Assumption 2.2 implies that for all u P TxM ,

(2.8) }u}2 “ xu,∇fDpxqy2 `
m
ÿ

i“1

xu, σDc pxqpeiqy
2

for e1, . . . , em an orthonormal basis of Rm. In particular, if x P BD, taking u “ ∇fDpxq “
NDpxq, we get since }NDpxq} “ 1:

(2.9) 0 “ x∇fDpxq, σpxqpeiqy, i “ 1, . . .m.

Proposition 2.4. Assumption 2.2 can always be realized, with any α P p0, 1q and ε ą 0.

Proof. We begin with remarking that for D P Fα,ε, ρpBD,SpDqq ě ε. In particular, the
distance to BD is C2`α on Dε :“ tx P M, ρpx, BDq ă εu. Let hε be an odd smooth
nondecreasing function from R to R` such that hεprq “ r for r P r0, ε{2s, hεprq “
p3{4qε for r ě ε and }h1ε}8 ď 1. Then fD :“ hε ˝ ρ

`
BD satisfies all the requirements

of the first condition of Assumption 2.2. Then for constructing σDc we proceed as in [4],
Proposition 3.2 taking σ1 “ ∇fD. The wanted regularity in D is easily checked. �

Let Wt and Wm
t two independent Brownian motions with values respectively in R and

Rm.
The equation we are interested in writes in Itô form for all y P BDt:

(2.10)

#

dXt “
`

∇fDtpXtq dWt ` σ
Dt
c pXtq dW

m
t

˘

dBDtpyq “ NDtpyq
`

dWt `
`

1
2h

Dtpyq `∆fDtpXtq
˘

dt
˘

started at a compact domainD0 withC2`α boundary andX0 such that L pX0q “ U pD0q,
where U pD0q is the uniform probability measure on D0. The notation dBDtpyq stands for
an infinitesimal move of the boundary BDt at point y and is rigorously presented in Ap-
pendix B, see (B.7). In fact, as in Definition 2.1, the evolution equation (2.10) is implicitly
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considered only up to the exit time τε of Fα,ε for some fixed α P p0, 1q, ε ą 0, after which
the process is assumed not to move.

In (2.10), the processes pDtqtě0 and pXtqtě0 are fully interacting, since the evolution of
one of them depends on the other one. In particular, they are not Markovian by themselves
in general.

Another subset-valued process p rDtqtě0 will be interesting for our purposes. It is solu-
tion to the evolution equation

@ t ď rτε, @y P B rDt,

dB rDtpyq “ N
rDtpyq

˜

dĂWt `

˜

1

2
h

rDtpyq ´
µB

rDtpB rDtq

µp rDtq

¸

dt

¸

,(2.11)

where ĂWt is a real-valued Brownian motion and where rτε is the exit time from Fα,ε.
Notice that the equation for rDt does no longer depend ofXt, so if the solution is unique,

p rDtqtě0 will be Markovian. It is Equation (44) in [9] (up to a time scaling by 2). Theo-
rem 40 of [9] (where (44) has been rewritten as (79)) proves local existence of a solution.

Theorem 2.5. Fix α P p0, 1q and ε ą 0. Then (2.11) admits a unique global solution. In
particular the process p rDtqtě0 is Markovian.

Proof. The proof is a consequence of Theorem 22 in [9]. It can be found in Appendix C.
�

To describe the generator ĂL of p rDtqtě0 we must introduce the following notations. For
any smooth function k on M , consider the mapping Fk on D2`α by

@ D P D2`α, FkpDq :“

ż

D

k dµ

For any k, g P C8pMq and any D P D2`α, define

ĂL rFkspDq :“ µBDpkq
µBDpBDq

µpDq
´

1

2
µBDpx∇k,NDyq(2.12)

Γ
ĂL
rFk, FgspDq :“

ż

BD

k dµ

ż

BD

g dµ(2.13)

Next consider A the algebra consisting of the functionals of the form F :“ fpFk1 , ..., Fknq,
where n P Z`, k1, ..., kn P C8pMq and f : R Ñ R is a C8 mapping, with R an open
subset of Rn containing the image of D2`α by pFk1 , ..., Fknq. For such a functional F,
define

ĂL rFs :“
n
ÿ

l“1

BjfpFk1 , ..., Fknq
ĂL rFkls(2.14)

`

n
ÿ

j,lPJ1,nK

Bj,lfpFk1 , ..., FknqΓĂL
rFkj , Fkls

To two elements of A, F :“ fpFk1 , ..., Fknq and G :“ gpFg1 , ..., Fgmq, we also associate

Γ
ĂL
rF,Gs :“

ÿ

lPJnK,jPJmK

BlfpFk1 , ..., FknqBjgpFg1 , ..., FgmqΓĂL
rFkl , Fgj s(2.15)

Remark 2.6. To see that the above definitions are non-ambiguous, since a priori they
could depend on the writing of F P A under the form fpFk1 , ..., Fknq and similarly for G,
see Remark 2 of [9]. More generally, the forms of (2.14) and (2.15) are consequences of



8 M. ARNAUDON, K.A. COULIBALY-PASQUIER, AND L. MICLO

the diffusion feature of ĂL , for more on the subject, see e.g. the book of Bakry, Gentil and
Ledoux [5].

Remark 2.7. In the above considerations, ĂL was defined on D2`α, but from now on, ĂL
will stand for the restriction of this generator to Fα,ε and will be zero on D2`αzFα,ε, in
accordance with Definition 2.1. Similarly, all stochastic differential equations will be valid
only up to the stopping time τε (which was defined after Definition 2.1) or rτε (defined after
(2.11)).

The interest of Assumption 2.2 comes from the following result:

Theorem 2.8. Let px,Dq ÞÑ fDpxq and px,Dq ÞÑ σDc pxq satisfy Assumption 2.2. Then
equation (2.10) has a solution pXt, Dtqtě0 started at D0 P Fα,ε, X0 „ U pD0q. More-
over the processes pXtqtě0 and pDtqtě0 are τε-intertwined.

Proof. We prove here the existence of solution to equation (2.10). The intertwining will
be a consequence of Proposition 2.11 below.

We begin to prove the existence of a diffusion with modified drift, and then we will get
the result by change of probability. The modified equation writes

(2.16)

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

dBDtpyq “ NDtpyq
´

dxWt `

´

1
2h

Dtpyq ´ µBDt pBDtq
µpDtq

¯

dt
¯

;

dXt “

˜

∇fDtpXtq

”

dxWt ´

´

µBDt pBDtq
µpDtq

`∆fDtpXtq

¯

dt
ı

`σDtc pXtq dW
m
t

¸

for xWt and Wm
t independent Brownian motions. Notice that the first equation is the same

as (2.11). Thus due to Theorem 2.5, pDtqtě0 is a diffusion process with generator ĂL .
Then given Dt, the equation for Xt

dXt “

˜

∇fDtpXtq

„

dxWt ´

ˆ

µBDtpBDtq

µpDtq
`∆fDtpXtq

˙

dt



` σDtc pXtq dW
m
t

¸(2.17)

can also be solved, since the coefficients in front of dxWt and dWm
t are Lipschitz,

σDpσDq˚pxq “ IdTxM and ∆fD is bounded and uniformly Hölder continuous (due to
Assumption 2.2). Notice that Xt remains in Dt, since when Xt P BDt, we have, us-
ing (2.9) which yields on boundary xNDtpXtq, σ

Dt
c pXtqdW

m
t y “ 0,

dpρ`BDtpXtqq

“ x∇ρ`BDt , dXty ´
1

2
hDtpXtq dt´ xdBDtpXtq, N

DtpXtqy

“ xNDtpXtq, dXty ´
1

2
hDtpXtq dt´ xdBDtpXtq, N

DtpXtqy “ 0.

(2.18)

where we used (2.16) and (2.6). We also have no covariation since the martingale part of
dBDt acts on the normal flow only, and any normal flow

r ÞÑ Dprq :“ tx PM, ρ`pxq ě ru

satisfies ρ`
BDprqpxq “ ρ`

BDp0qpxq ´ r for x P Dp0q and |r| small, (see Appendix A).
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Once we have a solution to (2.16), make by Girsanov theorem a change of probability
such that pWt,W

m
t q is a Brownian motion where

(2.19) Wt :“ xWt ´

ż t

0

ˆ

µBDspBDsq

µpDsq
`∆fDspXsq

˙

ds.

We get a solution to (2.10) in the new probability. �

Proposition 2.9. Let Dt satisfy

(2.20) dBDtpyq “ NDtpyq

ˆ

dWt `

ˆ

1

2
hDtpyq ` bt

˙

dt

˙

, @y P BDt

for some Brownian motion Wt and some adapted locally bounded real-valued process bt.

Let µt “ µDt be the Lebesgue measure onDt and µ̄t “ µ̄Dt “ U pDtq “
µDt

µpDtq
. Denote

by µt “ µBDt the Lebesgue measure on BDt and µ̄t “ µ̄BDt “
µBDt

µpDtq
. Let k be a smooth

function of M . Then

(2.21) dµtpkq “ ´µtpkq dWt ´
1

2

`

2btµtpkq ` µt
`

xdk,NDty
˘˘

dt

and

dµ̄tpkq “ p´µ̄tpkq ` µ̄tpkqµ̄tpBDtqq dWt ´
1

2
µ̄t

`

xdk,NDty
˘

dt

` pµ̄tpBDtq ` btq p´µ̄tpkq ` µ̄tpkqµ̄tpBDtqq dt
(2.22)

In particular, if bt “ ´µ̄tpBDtq we get

(2.23) dµ̄tpkq “ p´µ̄tpkq ` µ̄tpkqµ̄tpBDtqq dWt ´
1

2
µ̄t

`

xdk,NDty
˘

dt.

Proof. Let us first work at fixed time t ě 0. Denote D “ Dt and adopt the corresponding
notations presented in Appendix A. For k a smooth function on M and r P R sufficiently
close to 0 so that BDprq (defined in (A.3) and (A.4)) is a smooth manifold without bound-
ary, let

(2.24) F pr, kq “

ż

Dprq

k dµ.

We have

(2.25) F pr, kq “

ż

BD

˜

ż τpyq

r

k pψpsqpyqq e´
şs
0
hDpψpuqpyqq du ds

¸

µpdyq

with τpyq the hitting time of SpDq by the inward normal flow started at y (defined in (A.1))
and ψpsqpyq :“ ψp0, sqpyq :“ expypsNyq defined in (A.5). The mapping hD is defined in
(A.7) and is an extension of the mean curvature on the boundary BD: it corresponds to the
mean curvature for the foliation induced by the BDprq, r P R sufficiently small. With this
formulation we can differentiate with respect to r, to obtain

(2.26) F 1pr, kq “ ´

ż

BD

kpψpr, yqqe´
şr
0
hDpψpsqpyq ds µpdyq.

Differentiating again we get

(2.27) F 2pr, kq “ ´

ż

BD

pxdk, Brψpr, yqy ´ pkhqpψpr, yqqq e
´

şr
0
hDpψpsqpyqq ds µpdyq.
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In particular,

(2.28) F 1p0, kq “ ´µpkq and F 2p0, kq “ µpkh´ xdk,Nyq.

This allows us to compute

(2.29) dpF pWt, kqq “ F 1pWt, kq dWt `
1

2
F 2pWt, kq dt

and then, since dWt and xdBDt, N
Dtyp¨q differ only by a finite variation process

(2.30) dµtpkq “

ż

BDt

´kpyqxdBDtpyq, N
Dtpyqy `

1

2

`

khDt ´ xdk,NDty
˘

pyqµtpdyq.

This yields

(2.31) dµtpkq “

ż

BDt

kpyq p´dWt ´ bt dtq ´
1

2
xdk,NDtypyqµtpdyq dt,

which gives (2.21). In particular, taking k ” 1 we obtain

(2.32) dµpDtq “ µtpBDtq p´dWt ´ bt dtq .

Now we can compute

dµ̄tpkq

“ d

ˆ

µtpkq

µpDtq

˙

“
1

µpDtq
dµtpkq ´

µtpkq

µpDtq
2
dµpDtq `

µtpkq

µpDtq
3
d xµpD¨qyt ´

1

µpDtq
2
d xµ¨pkq, µpD¨qyt

“
1

µpDtq
dµtpkq ´

µtpkq

µpDtq
2
dµpDtq `

µtpkq

µpDtq
3
µpBDtq

2dt´
1

µpDtq
2
µtpkqµtpBDtqdt

“ ´µ̄tpkq pdWt ` bt dtq ´
1

2
µ̄tpxdk,N

Dtyq dt` µ̄tpkqµ̄tpBDtqpdWt ` bt dtq

` µ̄tpkqµ̄tpBDtq
2 dt´ µ̄tpkqµ̄tpBDtq dt.

This yields (2.22). �

Denote τε the exiting time of pDtqtě0 from Fα,ε. As in Definition 2.1, we stop pXt, Dtqtě0

at τε.

Proposition 2.10. Any solution of equation (2.10) stopped at τε is a Markov process solu-
tion to a martingale problem associated to a generator L acting in the following way: for
any g, k smooth functions on M and

(2.33) FkpDq :“

ż

D

kdµ,

we have for px,Dq PM ˆ Fα,ε,

L pgFkqpx,Dq “ ´gpxq∆f
DpxqµBDpkq ´

1

2
gpxqµBDpx∇k,NDyq `

1

2
FkpDq∆gpxq

´ µBDpkqx∇g,∇fDypxq.

(2.34)

Proof. From (2.10) and (2.21) with bt “ ∆fDtpXtq we have

dFkpDtq “ ´ µ
BDtpkq

`

dWt `∆fDtpXtq dt
˘

´
1

2
µBDt

`

x∇k,NDty
˘

dt.(2.35)
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This implies that

(2.36) L pFkqpx,Dq “ ´µ
BDpkq∆fDpxq ´

1

2
µBD

`

x∇k,NDy
˘

,

and the covariation of gpXtq and FkpDtq is ΓL rg, FkspXt, Dtq dt with

(2.37) ΓL rg, Fkspx,Dq “ ´µ
BDpkqx∇g,∇fDypxq.

Consequently, using

(2.38) L pgFkqpx,Dq “ gpxqL pFkqpx,Dq ` FkpDq
1

2
∆gpxq ` ΓL rg, Fkspx,Dq

we get (2.34). �

It is possible to extend the description of L to more general functions on M ˆFα,ε (it
vanishes on its complementary set), by replacing Fk in (2.34) by a mapping F from A, as
presented before Theorem 2.8.

Let pPtqtě0 be the Markovian semi-group associated to the processes pXt, Dtqtě0

solution to (2.10) stopped at τε. This semi-group is associated to L in the weak sense of
martingale problems, as described in Appendix D.

Let p rDtqtě0 be a diffusion process with generator ĂL stopped outside Fα,ε, started at
rD0 “ D0 (due to Theorem 2.5, this process can be obtained as a solution to the evolution
equation (2.11)), rνt its law at time t and let

(2.39) νtpdD, dxq :“ rνtpdDqU pDqpdxq.

Proposition 2.11. We have for all smooth functions g, k on M :

(2.40) BtνtpgFkq “ νtpL pgFkqq.

As a consequence, if pD0, X0q has law ν0 then for all t ě 0, the solution pDt, Xtq to equa-
tion (2.10) has law νt, implying that pXtqtě0 and pDtqtě0 are τε-intertwined. Moreover
Dt is a diffusion with generator ĂL .

Proof. Integrating (2.34) in x with respect to the uniform law µ̄D :“ U pDq in D yields
(2.41)

´µ̄D
`

g∆fD
˘

µBDpkq´
1

2
µ̄DpgqµBDpx∇k,NDyq`

1

2
FkpDqµ̄

Dp∆gq´µBDpkqµ̄Dpx∇g,∇fDyq.

By Stokes theorem,

(2.42) µ̄D
`

g∆fD ` x∇g,∇fDy
˘

“ µ̄BD
`

gx∇fD,´NDy
˘

“ ´µ̄BDpgq,

so the expression (2.41) writes

(2.43) HpDq :“ µBDpkqµ̄BDpgq ´
1

2
µ̄DpgqµBDpx∇k,NDyq `

1

2
FkpDqµ̄

Dp∆gq

On the other hand

(2.44) νtpgFkq “ rνtrµ̄
DtrgsFks

which implies that

(2.45) BtνtpgFkq “ Btrνtp
`

µ̄DtpgqFk
˘

“ rνt

´

ĂL
`

µ̄DtpgqFk
˘

¯

.

By (2.23),

(2.46) ĂL
`

µ̄Dtpgq
˘

“ ´
1

2
µ̄BDtpx∇g,NDtyq,
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so, taking into account (2.13),

ĂL
`

µ̄DtpgqFk
˘

“ µ̄DtpgqĂL pFkq ` FkĂL
`

µ̄Dtpgq
˘

` Γ
ĂL

“

µ̄Dtpgq, Fk
‰

“ µ̄Dtpgq
!

µBDtpkqµ̄BDtpBDtq ´
1

2
µBDtpx∇k,NDtyq

)

´
1

2
µDtpkqµ̄BDtpx∇g,NDtyq

´
`

´µ̄BDtpgq ` µ̄Dtpgqµ̄BDtpBDtq
˘

µBDtpkq

“ ´
1

2
µ̄DtpgqµBDtpx∇k,NDtyq ´

1

2
µDtpkqµ̄BDtpx∇g,NDtyq ` µ̄BDtpgqµBDtpkq.

But µ̄Dtp∆gq “ ´µ̄BDtpx∇g,NDtyq and FkpDtq “ µDtpkq, so

(2.47) HpDtq “
ĂL

`

µ̄DtpgqFk
˘

,

which together with (2.45) proves (2.40).
Let us now prove that for any t ě 0, Pt transports ν0 into νt, where pPtqtě0 is the

semi-group introduced after the proof of Proposition 2.10. Consider the map

(2.48) Gpg, k, tqpsq “ νs pPt´spgFkqq , s P r0, ts.

We compute

Gpg, k, tq1psq “ pBsνsq pPt´spgFkqq ´ νs pBtPt´spgFkqq

“ νs pL Pt´spgFkqq ´ νs pL Pt´spgFkqq “ 0
(2.49)

where we used Proposition D.3 in Appendix D to justify the differentiations (as well as the
fact that L Pt´spgFkq “Pt´sL pgFkq is bounded to be able to use differentiation under
the integral νs). So we get Gpg, k, tqp0q “ Gpg, k, tqptq which rewrites as

(2.50) ν0PtpgFkq “ νtpgFkq,

More generally, by similar arguments, we can replace in this formula Fk by any map-
ping F from A. This in turn implies that ν0Pt “ νt.

To finish, by iteration, we see that if X0 „ µ̄D0 then pDtqtě0 has the same finite time
marginals as p rDtqtě0, proving that pDtq is a diffusion with generator ĂL . �

3. INTERTWINED DUAL PROCESSES: A GENERALIZED PITMAN THEOREM

In this section we will consider the case where fD is the distance to boundary. It is
not covered by Section 2 since distance to boundary is not smooth, it is singular on the
skeleton of D. We will make an approximation of it, and then go to the limit in law.

Let ĂWt be a real-valued Brownian motion and rDt be the solution of (2.11) started at
rD0, with driving Brownian motion ĂWt.

Assumption 3.1. Fix α P p0, 1q and ε ą 0. There exists a closed bounded subset rFα,ε

of Fα,ε in which the process p rDtqtě0 a.s. takes its values, such that the map D ÞÑ SpDq

is continuous from rFα,ε with the C2 metric to KpMq, the set of compact subsets of M
endowed with the Hausdorff metric. Moreover Brownian motions with probability one
never hit the singular part of SpD̃tq.

Conjecture 3.2. We conjecture that Assumption 3.1 is always realized, for any α P p0, 1q,
ε ą 0, rD0 P Fα,ε.
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Notice that Theorem 1.1 in [1] proves the first part of the conjecture, i.e. the continuity
of D ÞÑ SpDq, in the case where M “ Rd endowed with a possibly varying Riemannian
metric. All examples together with the study of the motion of the skeleton in Appendix B
make us believe that Conjecture 3.2 is true. However a better knowledge of skeletons is
necessary to solve it. We believe that the process pSpD̃tqqtě0 takes its values in a set of
regular stratified spaces, and that it has absolutely continuous variation in this space.

Let us begin with some preparatory results. To describe the approximation of ρpx, BDq
we are interested in, let us introduce some notations.
‚ Let px,Dq ÞÑ `εpx,Dq :“ phε ˝ ρBDqpxq where hε ” 1 in r0, ε{2s, hε ” 0 in

r3ε{4,8q and hε is smooth and nonincreasing in r0,8q. When D is fixed by the context,
we will denote `εpxq :“ `εpx,Dq.
‚ For any δ P p0, εq, let ϕδ : R` Ñ R be a nonnegative function with support in r0, δs,

such that the mapping Rd Q u ÞÑ ϕδp|u|q is smooth and
ş

Rd ϕδp|u|q du “ 1 (in the sequel,
| ¨ | will stand for the usual Euclidean norm or for the Riemannian norm on any tangent
space of M , depending on the context) .
‚ Let gδ be a smooth, 1-Lipschitz and odd function defined on R, with gδprq “ r on

r0, ε{4s, 0 ď gδprq ď r for any r ě 0, and gδprq “ cδr on r3ε{8,8q, for an appropriate
constant cδ ď 1 very close to 1 that will be defined below in (3.2). We write ρδpx, BDq :“
gδpρpx, BDqq.

The approximation of ρpx, BDq we choose is

fδpx,Dq “ `εpx,Dqρδpx, BDq ` p1´ `εpx,Dqq

ż

TxM

ϕδp|v|qρδpexpxpvq, BDq dv

(3.1)

(where dv stands for the Lebesgue measure on TxM ).
Define

epδq :“ supt~p∇ expqpuqs~, x P Bpo, 1{εq, u P Bxp0, δq Ă TxMu

where ∇ exppuq : TxM Ñ Texpxpuq
M is the covariant derivative of exp with respect to

the base point, ~ ¨ ~ is the operator norm, when TxM and Texpxpuq
M are endowed with

their Euclidean structures, and Bxp0, δq is the open ball in TxM with center 0 and radius
δ. Recall that ε is fixed as in Assumption 3.1. The previously mentioned constant cδ is
given by

cδ :“ e´1pδq p1´ δ}∇1`ε}8q(3.2)

Notice that cδ does not depend on D and is as close as we want to 1.
More precisely, we have

Lemma 3.3. There exists two constants C 11, C
2
1 ą 0, depending only on ε, such that for

δ ą 0 sufficiently small,

0 ď epδq ´ 1 ď C 11δ

|cδ ´ 1| ď C21δ

Proof. The inequalities of the first line are well-known properties of the exponential map-
ping. The second bound follows, since }∇1`ε}8 “ }h1ε}8 is independent of D (and of
order 1{ε). �

From the second bound, we can and will assume that the function gδ is furthermore
chosen so that gδprq converges uniformly to r on compact sets of R`, as well as the cor-
responding derivatives up to order 2 as δ Œ 0. In addition, we choose δ ą 0 sufficiently
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small so that the map px, yq ÞÑ exp´1
x pyq is well-defined and smooth in the δ-neighborhood

the diagonal of Bpo, 1{εq ˆ Bpo, 1{εq. Then, for any x P M , we can rewrite (3.1) under
the form

fδpx,Dq “ `εpx,Dqρδpx, BDq

` p1´ `εpx,Dqq

ż

M

ϕδp| exp´1
x pyq|qρδpy, BDq J exp´1

x pyqdy,
(3.3)

where J exp´1
x is the absolute value of the determinant of the Jacobian of exp´1

x p¨q.
The interest of all these preparations is:

Proposition 3.4. For all δ ą 0 sufficiently small, the function px,Dq ÞÑ fδpx,Dq :“
fDδ pxq has the following properties

‚ fδ satisfies the conditions of Assumption 2.2;
‚ there exists C1 ą 0 such that @D P rFα,ε and x P D, we have

(3.4) |fδpx,Dq ´ ρpx, BDq| ď C1δ;

‚ the differential and the Hessian of fδ with respect to the second variable D satisfy
@D P rFα,ε, @x P DzSpDq, for all vector fields K normal to BD:

(3.5) xd2fδpx,Dq,Ky ď C4}K}8 and }∇2d2fδpx,Dq pNBD, NBDq} ď C4

for a C4 not depending on x,D, δ. The second term is the second derivative along
the inward normal flow on D.

Proof. We first prove }d1fδpx,Dq} ď 1, d1 denoting the differential with respect to the
first or the x variable. For x P Bpo, 1{εq we have

d1fδpx,Dq “`εpx,Dqd1ρδpx, BDq

` p1´ `εpx,Dqqd1

ˆ
ż

TxM

ϕδp|u|qρδpexpxpuq, BDq du

˙

` d1`εpx,Dq

ż

TxM

ϕδp|u|q pρδpx, BDq ´ ρδpexpxpuq, BDqq du.

(3.6)

Notice that if x1 is close to x and ıx,x1 : TxM Ñ Tx1M is the parallel transport along the
minimal geodesic from x to x1, then

ż

Tx1M

ϕδp|u|qρδpexpx1puq, BDq du “

ż

TxM

ϕδp|u|qρδpexpx1pıx,x1puq, BDq du.

Taking the differential with respect to x1 at x1 “ x and using ∇x1 |x1“xıx,x1 “ 0 by defini-
tion of parallel transport yields

d1

ˆ
ż

TxM

ϕδp|u|qρδpexpxpuq, BDq du

˙

“

ż

TxM

ϕδp|u|qd1ρδpp∇ expqpuq, BDq du.

If ρpx, BDq ď ε{2 then `εpx,Dq “ 1, ∇`εpx,Dq “ 0 and

}d1fδpx,Dq} ď `εpx,Dq}d1ρδpx, BDq} ď 1.
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If ρpx, BDq ě ε{2 then for δ ď ε{8, we have, for u P TxM with |u| ď δ, ρpexpxpuq, BDq ě
3ε{8. It follows

}d1fδpx,Dq} ď`εpxqe
´1pδq p1´ δ}d1`ε}8q

` p1´ `εpxqq

ż

TxM

ϕδp|u|qcd}p∇ expqpuq} du

` }d1`εpxq}8

ż

TxM

ϕδp|u|qδ du

ď 1.

It is easily checked that the function fδ satisfies the other properties of Assumption 2.2.
Let us check that it also satisfies (3.4).

We have
(3.7)

fδpx,Dq´ρδpx, BDq “ p1´`εpx,Dqq

ż

TxM

ϕδp|u|q pρδpexpxpuq, BDq ´ ρδpx, BDqq du

which implies
|fδpx,Dq ´ ρδpx, BDq| ď δ.

On the other hand

|ρpx, BDq ´ ρδpx, BDq| ď p1´ cδqmax

ˆ

2

ε
,

3ε

8

˙

ď C31 δ

for some constant C31 ą 0 (depending on ε). This yields (3.4) with C1 :“ 1` C31 .
For proving (3.5), we take a vector field Kpyq “ kpyqNpyq, y P BD and compute

(3.8) xd2ρpx, BDq,Ky “ x´NpP pxqq,KpP pxqqy “ ´kpP pxqq

where P pxq is the projection of x onto BD, and

∇2d2ρpx, BDq pNBD, NBDq “ 0.(3.9)

Remarking that }d2`εpx,Dq} is bounded by }h1ε}8, we get (3.5) via a straightforward
computation. �

Theorem 3.5. Fix D0 “ D̃0 P rFα,ε and let X0 „ U pD0q. Under Assumption 3.1, there
exists a pair pXt, Dtqtě0 of τε intertwined processes in the sense of Definition 1.1, such
that the process pDtqtě0 satisfies

dBDtpyq “ NDtpyq

˜

@

dXt, N
DtpXtq

D

`

ˆ

1

2
hDtpyq ´ hDtpXtq1DtzStpXtq

˙

dt

´ 2 sinpθStpXtqq dL
St
t pXq

¸

(3.10)

Here θStpxq “ π{2 ´ ϕStpxq, ϕStpxq being the angle between the orthogonal line to St
at x and any of the two minimal geodesics from BDt to x P St (recall St is the regular
skeleton of Dt, see Appendix A). In other words θStpxq is the smallest angle between St
and the geodesics. The process LSt is the local time of Xt at St :“ SpDtq:

(3.11) LStt pXq “ lim
βŒ0

1

2β

ż t

0

1
tXsPS

β
s u
ds,
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Sβs being the thickening of the regular part of Ss in normal direction, of thickness β in both
directions.

Remark 3.6. Compared to Section 2 with fD replaced by distance to boundary ρBD, we
have outside the skeleton SD

(3.12) ∇ρBDpxq “ NDpxq and ∆ρBDpxq “ ´h
Dpxq

and we will see that on the moving skeleton St “ SDt :

(3.13) “∆ρBDtpXtq dt” “ ´2 sinpθStpXtqq dL
St
t pXq.

Proof. £Under Assumption 3.1, Proposition 3.4 allows us to construct for each δ ą 0,
intertwined processes pXδ

t , D
δ
t qtě0 started at pXδ

0 , D
δ
0q “ pX0, D0q, associated with the

functions fDδ , stopped at τ δε , the exit time from rFα,ε. We have from Equation (2.10)

dBDδ
t pyq “ NDδt pyq

ˆ

dW δ
t `

ˆ

1

2
hD

δ
t pyq `∆f

Dδt
δ pXδ

t q

˙

dt

˙

(3.14)

for some Brownian motion W δ
t . On the other hand, from Proposition 2.11 and (2.1),

(3.15) p rDδ
t qtě0 :“ pDδ

t qtě0

satisfies equation (2.11):

dBDδ
t pyq “ NDδt pyq

˜

dĂW δ
t `

˜

1

2
hD

δ
t pyq ´

µBD
δ
t pBDδ

t q

µpDδ
t q

¸

dt

¸

(3.16)

where ĂW δ
t is the FDδ

t ´Brownian motion

(3.17) dĂW δ
t “ dW δ

t `∆f
Dδt
δ pXtq dt`

µBD
δ
t pBDδ

t q

µpDδ
t q

dt.

A remarkable fact about all pXδ
t , D

δ
t qtě0 is that their marginals are constant in law.

Notice that also ppDδ
t qtě0, τ

δ
ε q is constant in law since τ δε is a functional of pDδ

t qtě0 inde-
pendent of δ. As a consequence, the family

(3.18)
´

pXδ
t , D

δ
t ,W

δ
t ,

ĂW δ
t ,W

δ,m
t qtě0, τ

δ
ε

¯

is tight (in (3.18) the Brownian motions W δ
t and W δ,m

t are the ones defined by equa-
tion (2.10)). Denote by

(3.19)
´

pXt, Dt,Wt,ĂWt,W
m
t qtě0, τε

¯

a limiting point. Let us prove the intertwining.
Using Proposition 2.11, for any smooth functions g and k on M ,

ErgpXδ
t qFkpD

δ
t qs “ ErErgpXδ

t qFkpD
δ
t q|F

Dδ

t ss

“ ErU pDδ
t qpgqFkpD

δ
t qs

“ E
„

FgpD
δ
t q

F1pDδ
t q
FkpD

δ
t q



and passing to the limit yields the intertwining.
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This property of pDδ
t ,
ĂW δ
t qtě0 being constant in law passes to the limit, and we have

dBDtpyq “ NDtpyq

ˆ

dĂWt `

ˆ

1

2
hDtpyq ´

µBDtpBDtq

µpDtq

˙

dt

˙

.(3.20)

We need to work with real-valued processes: we have from (2.32), for all δ ą 0,

(3.21)
ż t

0

dµpDδ
sq

µpBDδ
sq
“ ´W δ

t ´

ż t

0

∆1fδpX
δ
s , D

δ
sq ds.

This together with (3.17) yields

dBDδ
t pyq “ NDδt pyq

ˆ

´
dµpDδ

sq

µpBDδ
sq
`

1

2
hD

δ
t pyq dt

˙

(3.22)

Again by constantness in law:

dBDtpyq “ NDtpyq

ˆ

´
dµpDsq

µpBDsq
`

1

2
hDtpyq dt

˙

.(3.23)

So to prove our result we only need to prove that

(3.24)
ż t

0

dµpDsq

µpBDsq
“ ´Wt `

ż t

0

hDspXsq ds`

ż t

0

2 sin
`

θSspXsq
˘

dLSss pXq

and that

(3.25) Wt “

ż t

0

xNDspXsq, dXsy.

Let us prove (3.25). In all this paragraph we consider M as isometrically embedded in
some Euclidean space. In particular we are allowed to integrate vectorial quantities. We
use the fact that dXδ

t bdW
δ
t converges in law to dXtbdWt (whereb stands for bracket of

semimartingales). But dXδ
t bdW

δ
t is equal to ∇1fδpX

δ
t , D

δ
t q dt. Then by Lemma G.1 ap-

plied to ∇1fδpX
δ
t , D

δ
t q (which is uniformly bounded) and U “ tpx,Dq, x R SpDqu

defined in (G.3) we see that the integral of ∇1fδpX
δ
t , D

δ
t q dt converges to the one of

NDtpXtq dt. But almost surely NDtpXtq has norm 1 dt-a.e., implying that dWt “

xNDtpXtq, dXty.
Let us now establish (3.24). It will be a consequence of the convergence of pfδpXδ

t , D
δ
t qqtě0

to pρpXt, BDtqtě0.
Write the Itô formula for fδpXδ

t , D
δ
t q:

d
`

fδpX
δ
t , D

δ
t q
˘

“xd1fδpX
δ
t , D

δ
t q, dX

δ
t y `

1

2
∆1fδpX

δ
t , D

δ
t q dt

` xd2fδpX
δ
t , D

δ
t q, dBD

δ
t y `

1

2
∇2d2fδpX

δ
t , D

δ
t qpdBD

δ
t , dBD

δ
t q dt

` x∇2d1fδpX
δ
t , D

δ
t q, dBD

δ
t b dX

δ
t y.

(3.26)

From Proposition 3.4, possibly by extracting a subsequence,

(3.27)
`

fδpX
δ
t , D

δ
t q
˘

tě0

L
ÝÑ pρpXt, BDtqqtě0 .
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From (3.7) we get for i “ 1, 2,

difδpx,Dq ´ diρδpx, BDq

“ ´di`εpx,Dq

ż

TxM

ϕδp|u|q pρδpexpxpuqq, BDq ´ ρδpx, BDqq du

` p1´ `εpx,Dqq

ż

TxM

ϕδp|u|q pdiρδpexpxpuqq, BDq ´ diρδpx, BDqq du

(3.28)

From this we see that d1fδp¨, Dq converges, locally uniformly outside SpDq, to d1ρp¨, BDq
with respect to the distance d0 of Appendix G. We obtain, with Lemma G.1, possibly by
again extracting a subsequence, that

(3.29)
ˆ
ż t

0

xd1fδpX
δ
s , D

δ
sq, dX

δ
s y

˙

tě0

L
ÝÑ

ˆ
ż t

0

xd1ρpXs, BDsq, dXsy

˙

tě0

.

More precisely, we have a sequence of martingales converging in law to a martingale Mt

which is a Brownian motion by Theorem 3 in [28]. For identifying the limiting martingale
we use the convergence of xd1fδpX

δ
s , D

δ
sq, dX

δ
s y b dXδ

s to dMs b dXs obtained again
by Theorem 3 in [28] (here again we use an isometric embedding of M ). But Lemma G.1
proves that the limit is equal to ∇1ρpXs, BDsq ds, yielding (3.29).

Next we prove that

(3.30)
ˆ
ż t

0

xd2fδpX
δ
s , D

δ
sq, dBD

δ
sy

˙

tě0

L
ÝÑ

ˆ
ż t

0

xd2ρpXs, BDsq, dBDsy

˙

tě0

.

The argument is similar except that as we see with (3.14), the drift part of dBDδ
s is not well

controlled as Xδ
t approaches the skeleton. So one cannot proceed exactly the same way.

But fortunately, for x outside a 3ε{4-neighbourhood of BD and outside SpDq, we have

xd2fδpx,Dq, N |BDy

“ cδ

ż

TxM

ϕδp|u|qx´N pP pexpxpuqq , N pP pexpxpuqqy du “ ´cδ
(3.31)

where cδ is defined in (3.2). This together with (3.22) suggests to write
ż t

0

xd2fδpX
δ
s , D

δ
sq, dBD

δ
sy “

ˆ
ż t

0

xd2fδpX
δ
s , D

δ
sq, dBD

δ
sy ` cδ

ż t

0

xNDδs , dBDδ
sy

˙

´ cδ

ż t

0

xNDδs , dBDδ
sy.

The second line clearly converges. The right hand side in the first line can be written

(3.32)
ż t

0

˜̀
εpX

δ
s , D

δ
sq

A

d2fδpX
δ
s , D

δ
sq ` cδN

Dδs , dBDδ
s

E

with px,Dq ÞÑ ˜̀
εpx,Dq :“ ph̃ε ˝ ρBDqpxq where h̃ε ” 1 in r0, 3ε{4s, h̃ε ” 0 in rε,8q

and h̃ε is smooth and nonincreasing in r0,8q.
With this last integral we can proceed as for (3.29), after passing to the limit, and since

limδÑ0 cδ “ 1, we get (3.31).
Similarly we obtain the two following convergences for the second derivatives.
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ˆ
ż t

0

∇2d2fδpX
δ
s , D

δ
sqpdBD

δ
s , dBD

δ
sq

˙

tě0

L
ÝÑ

ˆ
ż t

0

∇2d2ρpXs, BDsq
`

NpP BDspXsq, NpP
BDspXsq

˘

ds

˙

tě0

” 0

(3.33)

where P BDspXsq is the orthogonal projection of Xs on BDs (which is defined ds-almost
everywhere),

ˆ
ż t

0

x∇2d1fδpX
δ
s , D

δ
sq, dBD

δ
t b dX

δ
t yq

˙

tě0

L
ÝÑ

ˆ
ż t

0

x∇2d1ρpXs, BDsq, dBDs b dXsy

˙

tě0

” 0

(3.34)

since d1ρpXs, BDsq “ `xN
DspXsq, ¨y which implies that the covariant derivative in the

second variable with respect to NDs is equal to 0. On the other hand, by Itô-Tanaka
formula (see Proposition E.1 in Appendix E using that ρpx, BDq is almost everywhere the
minimum of two smooth functions) together with Assumption 3.1 which allows to only
consider the regular skeleton, together with Theorem B.1 which says that the latter has
absolutely continuous variation (useful for the term dLStt pXq), we have

d pρpXt, BDtqq “xd1ρpXt, BDtq, dXty ´
1

2
hDtpXtq1DtzStpXtq dt` xd2ρpXt, BDtq, dBDty

` 0` 0´ sin
`

θStpXtq
˘

dLStt pXq.

(3.35)

Using (3.26), (3.27), (3.29), (3.30), (3.33), (3.34), (3.35) we obtain that
(3.36)
ˆ
ż t

0

∆1fδpX
δ
s , D

δ
sq ds

˙

tě0

L
ÝÑ

ˆ
ż t

0

´hDspXsq1DszSspXsq ds´

ż t

0

2 sin
`

θSspXsq
˘

dLSss pXq

˙

tě0

.

It remains to pass in the limit as δ goes to zero in (3.21), to deduce (3.24). �

Remark 3.7. From (3.35), it can be deduced that
(3.37)

d pρpXt, BDtqq “
1

2

`

hDtpXtq1DtzStpXtq ´ h
Dt

`

P BDtpXtq
˘˘

dt`sin
`

θStpXtq
˘

dLStt pXq.

Indeed, (3.25) implies that

xd1ρpXt, BDtq, dXty “ dWt

and due to (3.30), we have

xd2ρpXt, BDtq, dBDty

“ lim
δÑ0

xd2ρpX
δ
t , BD

δ
t q, dBD

δ
t y

“ lim
δÑ0

´dW δ
t ´

ˆ

∆1fδpP
BDδt pXδ

t q, D
δ
t q `

1

2
hD

δ
t pP BD

δ
t pXδ

t qq

˙

dt

where we used (3.21) in conjunction with (3.22).
Taking into account (3.36), we identify the last limit with

´dWt `

ˆ

hDtpXtq1DtzStpXtq ´
1

2
hpP BDtpXtqq

˙

dt` 2 sin
`

θStpXtq
˘

dLStt pXq
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4. INTERTWINED DUAL PROCESSES: DECOUPLING AND REFLECTION ON BOUNDARY

In this section we consider another canonical and extremal situation, the case where
fD vanishes almost everywhere. More precisely, it is the limiting situation where fD is
constant outside a ε-neighbourhood of the boundary. This situation is completely opposite
to the one of Section 3 where the coupling is maximal.

Theorem 4.1. There exists a pair pXt, Dtqtě0 of τε-intertwined processes in the sense of
Definition 1.1 satisfying

(4.1) dBDtpyq “ NDtpyq

ˆ

dWt `
1

2
hDtpyqdt´ dLBDtt pXq

˙

where Xt is a M -valued Brownian motion started at uniform law in D0, Wt is a real-
valued Brownian motion independent ofXt, LBDtt pXq is the local time ofXt on the moving
boundary BDt.

Remark 4.2. Equation (4.1) can be considered as a limiting case of (2.10). Here Assump-
tion 3.1 is not needed since the morphological skeleton of D does not play a role, and the
map D ÞÑ BD is already sufficiently regular.

Proof. The proof is quite similar to the one of Theorem 3.5, but with another family of
functions fDδ , namely fDδ :“ hδ ˝ ρBD where hδ is defined in the proof of Proposition 2.4:
hδ is a smooth nondecreasing function from r0,8q to R` such that hδprq “ r for r P
r0, δ{2s, hδprq “ p3{4qδ for r ě δ and }h1δ}8 ď 1. But here, as ε is fixed, we will
let δ Œ 0. Again we construct for each δ ą 0, an intertwined processes pXδ

t , D
δ
t qtě0

stopped at τ δε . Again all pXδ
t , D

δ
t qtě0 are tight, and a limiting process pXt, Dtqtě0 stopped

at τε provides an intertwining. The proof of (4.1) goes along the same lines as the one
of (3.10). �

We end this section with another canonical construction, where the functions fDδ ap-
proximate ´ρBD.

Theorem 4.3. Under assumption 3.4, there exists an intertwining pXt, Dtqtě0 stopped at
τε, satisfying

dBDtpyq “N
Dtpyq

˜

´
@

dXt, N
DtpXtq

D

`

ˆ

1

2
hDtpyq ` hDtpXtq1DtzStpXtq

˙

dt

` 2 sinpθStpXtqq dL
St
t pXq ´ 2dLBDtt pXq

¸

(4.2)

Proof. It is completely similar to the ones of Theorems 3.5 and 4.1. �

5. SOME FUNDAMENTAL EXAMPLES

5.1. Real Brownian motion and three-dimensional Bessel process. We come back to
the case where M “ R. Assume that the Brownian motion X starts from 0 (to respect
rigorously the above framework, X should start from the uniform distribution on D0 :“
r´ε, εs and next we should let ε go to 0`). Due to the invariance by symmetry of (3.10),
for any t ą 0, Dt remains a symmetric interval, let us write it r´Rt, Rts. In this simple
setting, we have NDtp¨q “ ´signp¨q on Rzt0u, hDt “ 0 and St “ t0u, for any t ą 0.
Thus (3.10) writes

(5.1) dRt “ signpXtqdXt ` 2dLt
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where L :“ pLtqtě0 is the local time of X at 0. Namely we get that

@ t ě 0, Rt “

ż t

0

signpXsq dXs ` 2Lt

“ |Xt| ` Lt

by Tanaka’s formula. It is well-known that R :“ pRtqtě0 is a Bessel process of dimension
3 (cf. e.g. Corollary 3.8 of Chapter 6 of Revuz and Yor [22]). In particular, we get that with
the notation introduced in (A.4),

@ t ě 0, ρ`BDtpXtq “ minpXt `Rt, Rt ´Xtq

But except at time t “ 0, this quantity is always positive: a.s. Xt never touch the boundary
of Dt for t ą 0. Indeed, if for some t ą 0 we have |Xt| “ Rt, we deduce that Lt “ 0,
namely a contradiction, since X0 “ 0.

In particular, we see that the intertwining coupling we have constructed is different from
the one proposed by Pitman [21], which is a.s. touching (the upper) boundary repeatedly.
Instead we end up with the intertwining dual constructed in [18] via stochastic flows. It is
mentioned there how to deduce the classical Pitman’s dual, via Lévy’s theorem.

Here is an alternative approach. While Equation (5.1) is obtained from approximating
x ÞÑ |r ´ x| outside an ε-neighbourhood of 0 when D “ r´r, rs by smooth functions fD

satisfying Assumption 2.2, we are able to recover Pitman theorem by rather approximating
x ÞÑ ´x in D “ r´r, rs outside the only ε-neighbourhood of ´r. In the limit of (2.10) as
ε goes to zero, on the one hand we have

(5.2) 1tXt ­“RtudRt “ dXt,

on the other hand we have Xt ` Rt ě 0, so that Xt ` Rt is the solution to the Skorohod
problem associated to 2Xt. We get

(5.3) Rt `Xt “ 2Xt ´ 2 min
0ďsďt

Xs.

which is equivalent to

(5.4) Rt “ Xt ´ 2 min
0ďsďt

Xs.

The answer to the question: what would be a symmetric construction with local time
at the two ends of r´Rt, Rts is given by Theorem 4.3. We obtained intertwined processes
with

(5.5) Rt “ ´

ż t

0

signpXsq dXs ´ 2L0
t pXq ` 2L0

t pR´Xq ` 2L0
t pR`Xq.

5.2. Brownian motion and disks in rotationally symmetric manifolds. This is the sim-
pler example since the skeleton is never hit by the Brownian motion. Consider a complete
d-dimensional manifold with d ě 2, rotationally symmetric around a point o PM . Denote
by pr,Θq polar coordinates with rpxq “ ρpo, xq and

(5.6) ds2 “ dr2 ` f2prq dΘ2

the metric in polar coordinates. Then the radial Laplacian is

(5.7) ∆r “
B2

pBrq2
` bprq

B

Br
with b “ pd´ 1qpln fq1.

We will investigate set-valued processes Dt “ Bpo,Rtq where Bpo, rq is the open
geodesic ball centered at o, with radius r. The skeleton of Bpo,Rtq is the point o.
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Let Xt be a Brownian motion in M satisfying X0 „ U pD0q for some D0 “ Bpo, r0q.
Denote by ρt :“ rpXtq the radial part of Xt. Then

(5.8) dρt “ dβt `
1

2
bpρtq dt, ρ0 „ U f pp0, r0qq

where pβtqtě0 is a real Brownian motion and

(5.9) U f pdrq :“
fprq

şr0
0
fpsq ds

dr.

The evolution equation (3.10) for Dt shows by symmetry that for all t ě 0, Dt “

Bp0, Rtq for some real-valued process pRtqt. Moreover it writes

dρt “ dβt `
1

2
bpρtq dt

dRt “ dβt `

„

´
1

2
bpRtq ` bpρtq



dt.
(5.10)

Proposition 5.1. The system of equations (5.10) has a solution up to explosion time of
pRtqt

(5.11) τD :“ inftt ě 0, Rt R p0,8qu,

which satisfies for all t ă τD,

(5.12) 0 ă ρt ă Rt.

The corresponding set-valued process Dt “ Bpo,Rtq is solution to equation (3.10), and
in particular, for all FD-stopping time τ ,

(5.13) L pXτ |F
D
τ q “ U pDτ q as well as L pρτ |F

D
τ q “ U f pp0, Rτ qq.

Proof. We only have to check (5.12). By (5.10),

(5.14) dpRt ´ ρtq “
1

2
rbpρtq ´ bpRtqs dt,

which vanishes on tRt “ ρtu, and since b is smooth, if ρ0 ă R0, then ρt ă Rt for all
times. �

5.3. Brownian motion and annulus in 2-dimensional rotationally symmetric mani-
folds. Let M be a complete 2-dimensional Riemannian manifold, rotationally symmetric
around a point o PM . Denote by pr, θq polar coordinates with rpxq “ ρpo, xq and

(5.15) ds2 “ dr2 ` f2prq dθ2

the metric in polar coordinates. Then the radial Laplacian is

(5.16) ∆r “
B2

pBrq2
` bprq

B

Br
with b “ pln fq1.

If 0 ď r´ ď r`, let

(5.17) Apr´, r`q :“ tx PM, r´ ď rpxq ď r`u if r´ ă r`, Apr´, r`q :“ H,

the closed annulus delimited by the radius r´ and r`.
In the following we will investigate set-valued processes Dt “ ApR´t , R

`
t q. The skele-

ton of ApR´t , R
`
t q is the circle

(5.18) St “ Cpo,R0
t q with R0

t :“
1

2
pR´t `R

`
t q.
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Let Xt be a Brownian motion in M satisfying X0 „ U pD0q for some D0 “ Apr´0 , r
`
0 q.

Denote by ρt :“ rpXtq the radial part of Xt. Then

(5.19) dρt “ dβt `
1

2
bpρtq dt, ρ0 „ U f ppr´0 , r

`
0 qq

where βt is a real Brownian motion and

(5.20) U f ppr´0 , r
`
0 qqpdrq :“

fprq
şr`0
r´0
fpsq ds

dr.

The evolution equation (3.10) for Dt shows by symmetry that for all t ě 0, Dt “

ApR´t , R
`
t q for some real-valued processes R´t ď R`t . Moreover it writes

dρt “ signpρt ´R
0
t q dWt `

1

2
bpρtq dt

dR`t “ dWt `

„

´
1

2
bpR`t q ` signpρt ´R

0
t qbpρtq



dt` 2L
R0
t

t pρq

dR´t “ ´dWt `

„

´
1

2
bpR´t q ´ signpρt ´R

0
t qbpρtq



dt´ 2L
R0
t

t pρq

R0
t “

1

2

`

R´t `R
`
t

˘

(5.21)

and these equations imply

(5.22) dR0
t “ ´

1

4

“

bpR`t q ` bpR
´
t q

‰

dt.

Proposition 5.2. The system of equations (5.21) has a solution up to explosion time

(5.23) τD :“ inftt ě 0, pR´t , R
`
t q R p0,8q

2u,

which satisfies for all t ă τD,

(5.24) R´t ď ρt ď R`t .

The corresponding set-valued process Dt “ ApR´t , R
`
t q is solution to equation (3.10),

and in particular, for all FD-stopping time τ ,

(5.25) L pXτ |F
D
τ q “ U pDτ q as well as L pρτ |F

D
τ q “ U f ppR´τ , R

`
τ qq.

Proof. Fix ε ą 0 and α P p0, 1q. We will first solve the system of equations until the exit
time τε and then let εŒ 0. Let us construct functions fDδ pxqwhich satisfies equation (3.1).
It will be easier here because there is no need of functions `ε and gδ .

For δ P p0, εq, let ϕδ : R Ñ R be the function with support equal to r´δ{2, δ{2s,
satisfying for ´δ{2 ă r ă δ{2:
(5.26)

ϕδprq :“
1

cpδq
exp

˜

´
1

`

δ
2

˘2
´ r2

¸

with cpδq :“

ż δ{2

´δ{2

exp

˜

´
1

`

δ
2

˘2
´ s2

¸

ds,

and let
signδ : RÑ R

r ÞÑ ´1` 2

ż r

´8

ϕδpsq ds.
(5.27)
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The functions ϕδ and signδ are both smooth and Lipschitz, and they respectively approxi-

mate δ0 and sign. For 0 ă r´ ă r` satisfying r`´ r´ ě 2ε, defining r0 :“
1

2
pr´` r`q,

for x P Apr´, r`q let
(5.28)

fApr
´,r`qpxq “ fpx, r´, r`q “ gprpxqq with gprq “ gpr, r´, r`q “

ż r

r´
´signδps´r

0q ds.

Clearly fpx, r´, r`q is 1-Lipschitz in the first variable. A computation shows that

(5.29) Br`gpr, r
´, r`q “

ż r0

´ε

ϕδpvq dv and Br´gpr, r
´, r`q “ ´

ż ε

r´r0
ϕδpvq dv

showing that g and f are 1-Lipschitz. Then the vector N :“ NBApr´,r`q is equal to
´1trpxq“r`uBr` ` 1trpxq“r´uBr´ so that

(5.30) x∇f,Ny ” 1 and ∇dfpN,Nq ” 0.

This yields an elementary proof of the properties of Proposition 3.4. We can use Theo-
rem 3.5 to solve equation (5.21) until the stopping time τε.

We are left to prove that τε Õ τD a.s. as εŒ 0. This is a direct consequence of the fact
that the volume of ApR´t , R

`
t q is a time changed Bessel process of dimension 3 (by [9]

Theorem 5), proving that ApR´t , R
`
t q cannot collapse onto its skeleton. �

Remark 5.3. After the hitting time of 0 byR´t , the processes can continue to evolve under
the regime of Section 5.2.

We recover from Proposition 5.2 a result from [17] stating that prR´t , R
`
t sqtě0 is an

intertwining dual process for the real diffusion pρtqtě0. In particular, we deduce that
if pρtqtě0 is positive recurrent and if `8 is an entrance boundary, then prR´t , R

`
t sqtě0

reaches r0,`8s in finite time and this finite time is a strong stationary time for pρtqtě0,
see [17] for more details.

5.4. Brownian motion and symmetric convex sets in R2. In this section we take M “

R2 endowed with the Euclidean metric. For any integer n ě 2, let Gn the group of

isometries of R2 generated by the rotation of angle
2π

n
and the symmetry with respect

to the horizontal axis. Consider a smooth strictly convex bounded set D0 Ă M with
smooth boundary, stable by the action of Gn. Also assume that its skeleton has the form
S0 “ GnH0, H0 being an horizontal interval H0 “ r0, x0s ˆ t0u for some x0 ą 0. An
example of such a set when n “ 2 is the interior of an ellipse, the skeleton being the
interval between the two foci. Assume that Xt is a Brownian motion in R2 satisfying
X0 „ U pD0q. Let us investigate the evolution of pXt, Dtq. Notice that it is the first
example where we really have to deal with infinite dimensional processes. By conservation
of the convexity by the normal and mean curvature flows, Dt will stay convex. It will also
stay symmetric. All the results of this subsection will be proved in the forthcoming paper
[2]:

Proposition 5.4. The skeleton ofDt always takes the form St “ GnHt withHt “ r0, xtsˆ
t0u an horizontal interval.

Proof. See [2] �
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Denote by pı, q the canonical basis of R2, and Xt “ pX
p1q
t , X

p2q
t q. In this notation,

when ´π{n ă θStpXtq ă π{n, the vector NDtpXtq of Equation (3.10) writes

(5.31) NDtpXtq “ ´signpX
p1q
t q cospθStpXtqqı´ signpX

p2q
t q sinpθStpXtqq

where θStpxq is naturally extended toDt by being constant on lines normal to the boundary
(see [2]). Notice that x ÞÑ θStpxq is locally Lipschitz on Dt and is equal to 0 on Dt X

prxt,8q ˆ t0uq. Also notice that the function hDt is locally Lipschitz on DtzSt. With
these notations, equation (3.10) writes (again when ´π{n ă θStpXtq ă π{n)

dBDtpyq “ ´N
Dtpyq

˜

signpX
p1q
t q cospθStpXtqq dX

p1q
t ` sinpθStpXtqqsignpX

p2q
t q dX

p2q
t

`

ˆ

1

2
hDtpyq ´ hDtpXtq

˙

dt´ 2 sinpθStpXtqqdLtpX
p2qq

¸

.

(5.32)

This equation written for ´π{n ă θStpXtq ă π{n is enough to describe the whole cou-
pling, thanks to the symmetry properties of Dt.

Let us investigate the motion of the skeleton S̃t of the solution D̃t of equation (2.11)
(garanteed by Theorem 2.5).

Proposition 5.5. The process
´

D̃t

¯

tě0
takes its values in a closed subset rFα,ε of Fα,ε,

invariant by Gn, such that on rFα,ε, the map D ÞÑ hD|BD is continuous from rFα,ε (with
the C2`α metric) to C2pBDq. Its skeleton S̃t satisfies S̃t “ Gn pr0, x̃ts ˆ t0uq for some
process x̃t.

Proof. See [2] �

In the next result we prove that the skeleton has finite variation and is monotonly de-
creasing.

Proposition 5.6. The right endpoint px̃t, 0q in the horizontal axis of the skeleton S̃t satis-
fies

(5.33)
dx̃t
dt

“
ρ2ppx̃t, 0q, ỹtq

2
phD̃tq2pỹtq,

ỹt being the point of BD̃t in the horizontal line with the greatest abscissa, and the second
derivative being calculated with curvilinear coordinates on BD̃t. Notice that phD̃tq2pỹtq ď 0,
proving that the process SpD̃tq is monotonly decreasing.

Proof. Let us investigate the motion of a point in S̃t close to px̃t, 0q. This point has two
closest points in BD̃t, which we call ry1,t and ry2,t, the first one having positive second
coordinate. We will use Theorem B.1 and (B.28). Call x̂t the point in the skeleton cor-
responding to ry1,t and ry2,t. We have N1px̂tq “ ´ cos θpx̂tqı ´ sin θpx̂tq, N2px̂tq “

´ cos θpx̂tqı ` sin θpx̂tq, NS
1 px̂tq “ ´. Denote T pry1,tq the tangent vector to BD̃t at

ry1,t, corresponding to increasing of θ: T pry1,tq “ ´ sin θpx̂tqı` cos θpx̂tq. Write h1pry1,tq

the curvilinear derivative of hpry1,tq in the direction of T pry1,tq. Then the vector JK1 p1q
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of (B.28) is equal to ´
1

2
ρSpry1,tqh

1pry1,tqT pry1,tq. So we get from (B.28):

d

dt
x̂t “

1

2
ρSpry1,tqh

1pry1,tq

ˆ

sin θpx̂tq `
cos2 θpx̂tq

sin θpx̂tq

˙

ı

“
ρSpry1,tqh

1pry1,tq

2 sin θpx̂tq
ı

“
ρ2
Spry1,tqh

1pry1,tq

2ry
p2q
1,t

ı with ry1,t “ pry
p1q
1,t , ry

p2q
1,t q.

(5.34)

In the limit, as ry
p2q
1,t goes to zero, we obtain the motion of x̃t and using the symmetry

of the convex set, we have h1prytq “ 0 so that we can replace
h1pry1,tq

ry
p2q
1,t

by h2prytq. This

yields (5.33). �

In particular a Brownian motion Xt will never meet the ends of S̃t.
A solution to (5.32) can be found with the help of Theorem 3.5. The family of functions

fδpx,Dq defined in (3.1) takes the form:

fδpx,Dq “ `εpxqρδpx, BDq ` p1´ `εpxqq

ż

R2

ϕδp|x´ y|qρδpy, BDq dy

“ `εpxqρδpx, BDq ` p1´ `εpxqq

ż

R2

ϕδp|y|qρδpx´ y, BDq dy.

(5.35)

The investigation of the lifetime of the solution to (5.32) is not easy. In [2] we prove that
the lifetime is the time when Dt meets its skeleton St. So it is enough to investigate the
time τ̃ when D̃t meets its skeleton S̃t. We have no example where this happens. The next
proposition yields examples where the lifetime is infinite, together with nice properties
related to the symmetry group Gn.

Proposition 5.7. (1) the process

˜

µB
rDtpB rDtq

µp rDtq

¸

0ďtăτ̃

is a supermartingale;

(2) when S̃0 is Gn-symmetric with n ě 3, then the entropy process
´

ĄEntt

¯

0ďtăτ̃

defined as the integral of ρ log ρ with respect to the curvilinear abscissa in BD̃t, ρ
being the curvature of BD̃t, is a supermartingale;

(3) when S̃0 is Gn-symmetric with n ě 7, then τ̃ “ 8 a.s. Consequently, when S0 is
Gn-symmetric with n ě 7, Equation (5.32) provides an intertwining with infinite
lifetime.

Proof. See [2] �

APPENDIX A. AN INTEGRATION BY PARTS ON DOMAINS WITH BOUNDARY

Our goal here is to obtain an extension of Stokes’s formula on a domain with a smooth
boundary, for functions which degenerate on the skeleton. We take the opportunity to recall
this notion, as well as related geometric concepts.

Let M be a d-dimensional Riemannian manifold and D ĂM a compact and connected
domain with smooth boundary BD. For y P BD, let Npyq be the inward normal vector.
Denote by S1 the inward (morphological) skeleton of D: S1 is the set of points in D such
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that (i) the distance to BD is not smooth and (ii) there are points around them where the
distance to BD is smooth with a non vanishing gradient. Denote

(A.1) τpyq “ inftt ą 0, expyptNpyqq P S
1u.

Let S be the set of regular points of S1, which we can describe as follows: if x P S, then
there exists a unique couple py1, y2q of distinct points from BD such that

(A.2) x “ expy1 pτpy1qNpy1qq “ expy2 pτpy2qNpy2qq .

We have τpy1q “ τpy2q, and for i “ 1, 2, the differential at pτpyiq, yiq of the map R` ˆ
BD Q pt, yq ÞÑ expyptNpyqq is nondegenerate. The set S is a codimension 1 submanifold
ofM and S1zS has Hausdorff dimension smaller than or equal to d´2. It is the union of the
focal set which is the set of points x “ expypτpyqNpyqq such that pt, y1q ÞÑ expy1ptNpy

1qq

is degenerate at pτpyq, yq, and the union of the sets defined like S but withstrictly more than
two points y1, y2, y3,... For r ě 0, let

(A.3) Dprq “ tz P DzS1, ρBDpzq ě ru.

where ρ is the Riemannian distance. The set Dprq is a (possibly empty) manifold with
smooth boundary BDprq on which one can define an inward normal Npyq and an orienta-
tion by parallel transporting oriented basis of BD along normal geodesics. So we have for
all y P DzS1: Npyq “ ∇ρBDpyq.

We will also need the sets Dprq for all r P R. We will let for r ă 0

(A.4) Dprq “ tz PM, ρ`BDpzq ě ru

where ρ`BD is the signed distance to BD, positive inside D, negative outside D.
Define for s, t P R

ψps, tq : BDpsq Ñ BDptq

y ÞÑ expy ppt´ sqNpyqq
(A.5)

and ψptq “ ψp0, tq. We will indifferentely write ψptqpxq “ ψpt, xq. The function ψps, tq
is not defined for all points of BDpsq because we ask ψps, tqpyq P BDptq, nor is Np¨q.
However for |s| and |t| small it is a map, defined for all y P BDpsq, and is is also a
diffeomorphism with inverse ψpt, sq.

We have for 0 ď s ď t, ψptq “ ψps, tq ˝ ψpsq, which implies

(A.6) detTψptq “ detTψps, tq ˆ detTψpsq.

Notice that thanks to the orientation of the sets BDprq we get an orientation of DzS1 by
adding N as first vector to oriented basis, consequently detTψ is well defined and always
positive. It is well-known that

(A.7)
d

dt

ˇ

ˇ

ˇ

t“s
detTψps, tqpyq “ ´hpyq

where hpyq is the inward mean curvature of BDpsq (the minus sign of the r.h.s. of (A.7)
insures that h is non-negative on BDpsq when Dpsq is convex). This together with (A.6)
yields

(A.8)
d

dt

ˇ

ˇ

ˇ

t“s
detTψptqpyq “ ´h pψpsqpyqqdetTψpsqpyq

and consequently, using ψp0q “ id and detTψp0q ” 1,

(A.9) detTψptqpyq “ exp

ˆ
ż t

0

´h pψpsqpyqq ds

˙

.
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Denote by µ the volume measure of D and by µ the volume measures of the manifolds
BDpsq and of S. Then

(A.10) µpDq “

ż 8

0

µ pBDprqq dr.

But for r ě 0

(A.11) µ pBDprqq “

ż

BD

detTψprqpyqµpdyq

with convention detTψprqpyq “ 0 if r ě τpyq. We get

(A.12) µ pBDprqq “

ż

BD

exp

ˆ

´

ż r

0

hpψpsqpyqq ds

˙

1trăτpyqu µpdyq

which yields with (A.10)

(A.13) µ pDq “

ż

BD

˜

ż τpyq

0

exp

ˆ

´

ż r

0

hpψps, yqq ds

˙

dr

¸

µpdyq.

More generally, for a measurable function g : D Ñ R bounded below,

(A.14)
ż

D

g dµ “

ż

BD

˜

ż τpyq

0

g pψpr, yqq exp

ˆ

´

ż r

0

hpψps, yqq ds

˙

dr

¸

µpdyq.

Applying this formula to the function gh which we assume to be bounded below or inte-
grable, we get by integration by parts

ż

D

gh dµ “

ż

BD

˜

ż τpyq

0

´g pψpr, yqq
d

dr
exp

ˆ

´

ż r

0

hpψps, yqq ds

˙

dr

¸

µpdyq

“

ż

BD

„

´g pψpr, yqq exp

ˆ

´

ż r

0

hpψps, yqq ds

˙τpyq

0

µpdyq

`

ż

BD

˜

ż τpyq

0

xdg,Ny pψpr, yqq exp

ˆ

´

ż r

0

hpψps, yqq ds

˙

dr

¸

µpdyq

“

ż

BD

gpyqµpdyq ´

ż

BD

gpψpτpyq, yqqe´
şτpyq
0 hpψpu,yqq du µpdyq

`

ż

D

xdg,Ny dµ.

Define the map

ϕ : BD Ñ S1

y ÞÑ ψpτpyq, yq.
(A.15)

For z “ ψpτpyiq, yiq P S (i “ 1, 2) define θpzqP p0, π{2s the angle betweenNpψpτpyiq´, yiqq
and S. In the sequel we assume that θpzq ­“ π{2 (the case θpzq “ π{2 is simpler to deal
with and Proposition A.1 is always valid). Notice that this angle does not depend on i,
this is a consequence of z P S staying at the same distance to y1 and y2 by infinitesi-
mal variation. For later use, let also θpzq “ 0 when z P S1zS. Let us prove that for
z “ ψpτpyiq, yiqq P S,

(A.16) detTψpτpyiq, yiq “ sin θpϕpyiqqdetTϕpyiq, i “ 1, 2.

Set y “ y1. Let e1 “ Npyq, eS1 “ Npψpτpyq´, yqq, NSpzq the normal to S at z such that
xNSpzq, eS1 y ą 0, let e2 “ pe3, . . . , edq be a family of orthonormal normalized vectors in
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TyBD such that letting e2 “
∇τpyq
}∇τpyq}

(we have ∇τpyq ­“ 0, since θpzq ­“ π{2), e1 :“

pe2, e
2q is an orthonormal basis of TyBD, let peSq2 “ peS3 , . . . , e

S
d q be an orthonormal

basis of TyϕpVectpe2qq, let eS2 such that peSq1 :“ peS2 , . . . , e
S
d q is an orthonormal basis of

TzS. Finally let eθ2 P TzM be such that xeθ2, Npzqy ă 0 (eθ2 and NSpzq are not orthogonal,
since θpzq ­“ π{2) and peS1 , e

θ
2, pe

Sq2q is an orthonormal basis of TzM . Figure 1 shows
the configuration of eS1 , N

Spzq, eS2 and eθ2 on an example of dimension 2. In the sequel we

will denote for instance Tϕpe1q “

¨

˚

˝

Tϕpe2q

...
Tϕpedq

˛

‹

‚

, so that xTϕpe1q, peSq1y will be the matrix

of all scalar products. We have

xTϕpe1q, peSq1y

“ xdτ, e1yxBtψpτpyq, yq, pe
Sq1y ` xTψpe1q, peSq1y

“

ˆ

xdτ, e2yxBtψ, e
S
2 y ` xTψpe2q, e

S
2 y xTψpe2q, pe

Sq2y

xdτ, e2yxBtψ, e
S
2 y ` xTψpe

2q, eS2 y xTψpe2q, peSq2y

˙

.

Let us simplify and make more explicit this expression. We have xdτ, e2y “ 0. Also
eθ2 K pe

Sq2 and eS2 K pe
Sq2 so eS2 P VectpeS1 , e

θ
2q and more precisely

(A.17) eS2 “ cospθpzqqeS1 ` sinpθpzqqeθ2.

On the other hand Tψpe1q K eS1 which implies

FIGURE 1. The vectors eS1 , N
Spzq, eS2 and eθ2

(A.18) xTψpe1q, eS2 y “ sinpθpzqqxTψpe1q, eθ2y.
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Also xBtψ, eS2 y “ cospθpzqq. We arrive at

detxTϕpe1q, peSq1y

“ sin θpzqdet

ˆ

xTψpe2q, e
θ
2y xTψpe2q, eθ2y

xTψpe2q, pe
Sq2y xTψpe2q, peSq2y

˙

` cos θpzqdet

ˆ

xdτ, e2y 0
xTψpe2q, pe

Sq2y xTψpe2q, peSq2y

˙

“ sin θpzqdetTψ ` cos θpzqxdτ, e2y detxTψpe2q, peSq2y.

(A.19)

For the last equation we used the fact that detTψ “ detxTψpe1q, peθ2, pe
Sq2qy, since e1

and peθ2, pe
Sq2q are orthonormal bases. Note that by definition, xTψpe2q, eθ2y “ 0, so we

also get detTψ “ detxTψpe2q, peSq2y ˆ xTψpe2q, e
θ
2y. On the other hand, we have

(A.20) xdτ, e2y “ xTψpe2q, e
θ
2y cot θpzq.

Indeed, note that

0 “
@

Tϕpe2q, N
S
D

“ xdτ, e2y
@

eS1 , N
S
D

`
@

Tψpe2q, N
S
D

“ xdτ, e2y sinpθpzqq ´ cospθpzqq
@

Tψpe2q, e
θ
2

D

where the last term is obtained by taking into account that Tψpe2q is parallel to eθ2. This is
the change of length of the geodesic needed to stay in S. We obtain

detTϕ “ sin θpzqdetTψ ` cos θpzq cot θpzqdetTψ

“
sin2 θpzq ` cos2 θpzq

sin θpzq
detTψ.

This yields (A.16).
We arrived at

ż

D

gh dµ “

ż

BD

gpyqµpdyq ´

ż

BD

gpψpτpyq, yqqdetTψpτpyq, yqµpdyq

`

ż

D

xdg,Ny dµ.

(A.21)

this yields with (A.16)
ż

D

gh dµ “

ż

BD

gpyqµpdyq ´

ż

BD

gpϕpyqq sin θpϕpyqqdetTϕpyqµpdyq

`

ż

D

xdg,Ny dµ.

(A.22)

Using the change of variable y ÞÑ ϕpyq and the fact that all z P S is equal to ϕpyiq,
i “ 1, 2, we obtain the key formula

Proposition A.1. With the above notations, for any smooth function g defined on D such
that gh is integrable or bounded below, we have:

ż

D

gh dµ “

ż

BD

gpyqµpdyq ´ 2

ż

S

gpzq sin θpzqµpdzq `

ż

D

xdg,Ny dµ.(A.23)
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APPENDIX B. MOVING SETS

In this section we describe how to move a domain with smooth boundary by deformation
of its boundary. We will investigate the deformation of its skeleton The deformation we
will consider will have a general absolutely continuous finite variation part, together with
a very specific martingale part and singular finite variation part. First we introduce some
notation.

For a domain D with smooth boundary BD, s P R, define

ψDpsq “ ψDp0, sq : BD Ñ BDpsq

y ÞÑ ψDpsqpyq “ ψDps, yq “ expy
`

sNDpyq
˘

.
(B.1)

Here ND “ N is the inward normal defined in Section A. Consider a moving domain
t ÞÑ Dt. Be careful not to confound Dptq with Dt, since in general they are quite different
subsets. We first assume that the deformation is sufficiently regular so that for all 0 ď s ď
t, we can write Dt as

(B.2) Dt “

!

ψDsprZDst pyq, τDspyqs, yq, y P BDs

)

.

In particular, we must have S1s Ă Dt. Notice that in the special case where the real valued
function t ÞÑ ZDst pyq does not depend on y, for any 0 ď s ď t, then we have

(B.3) Dt “ DspZ
Ds
t q “ D0pZ

D0
t q, ZD0

t “ ZDst ` ZD0
s

where Dprq is defined in (A.3), replacing distance to BD by signed distance with positive
sign inside D and negative sign outside. In this situation, the skeleton is not moving, at
least as long as BDt remains smooth (i.e. until BDt hits S10 or is too far outside D0), and
t ÞÑ ZD0

t can be allowed to be a semimartingale with singular continuous drift.
When t ÞÑ ZDst pyq depends on y the situation is a little bit more complicated. Start-

ing from pt, yq ÞÑ ZD0
t pyq which is assumed to be defined on r0, εq ˆ BD0, the sets

Dt are defined for 0 ď t ă ε, as well as the ZDst pyq, 0 ď s ď t, y P Ds. In fact,
if py, tq ÞÑ ZD0

t pyq is C1, then one can reconstruct all ZDst pyq with the only knowl-
edge of 9ZDtt pzq, z P BDt. Let us do it for s “ 0: the map pt, yq ÞÑ ψD0pt, yq from
p´α, αq ˆ BD0 to M is a diffeomorphism on its range, for αą 0 sufficiently small.
Let us denote z ÞÑ pτ0pzq, ϕ0pzqq its inverse. Then a variation z ` NDtpzqdZDtt cor-
responds to a variation pτ0pzq, ϕ0pzqq ` pdτ0, Tϕ0qN

DtpzqdZDtt of the coordinates in
p´α, αq ˆ BD0. But this is not convenient at all, since it is not intrinsic. Moreover, when
passing to stochastic processes and Stratonovich equations, it will involve second deriva-
tives of z ÞÑ pτ0pzq, ϕ0pzqq. So we prefer to leave the reference to D0 and to always stay
at the level of the moving Dt.

For all y P BD0 we define a stochastic process t ÞÑ Ytpyq representing the motion of
Dt satisfying Y0pyq “ y and the Itô equation in manifold with respect to the Levi Civita
connection ∇
(B.4)

dYtpyq “ d∇Ytpyq “ B1ψ
Dtp¨, YtpyqqpdZ

Dt
t pYtpyqqq “ NDtpYtpyqqdZ

Dt
t pYtpyqq.

Recall that fomally d∇Ytpyq is a vector which writes in local coordinates py1, . . . , ydqwith
the Christoffel symbols Γij,k:

(B.5) d∇Ytpyq “

ˆ

dY it pyq `
1

2
Γij,kpYtpyqq dxY

j
t pyq, Y

k
t pyqy

˙

DipYtpyqq
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where DipYtpyqq is the vector
B

Byi
taken at point Ytpyq. We will always assume that the

martingale part dmt of dZDtt pyq does not depend on y. In this situation, the Itô equation is
equivalent to the Stratonovich one: indeed, using (B.3) the Itô to Stratonovich convertion
term is

1

2
∇NDt pYtpyqqdmtN

Dtp¨qdmt “
1

2
∇NDt pYtpyqqN

Dtp¨qdxm,myt “ 0

since NDtpYtpyqq is the speed at time a “ 0 of the geodesic a ÞÑ ψDtpaqpYtpyqq.
More precisely, we will let dZDtt pyq be of the form

(B.6) dZDtt pyq “ HDtpYtpyqq dt` dzt

whereHDt is a smooth function on BDt (which later on will be chosen to be hDt{2, where
hDt is the mean curvature of BDt) and pztqtě0 is a real valued continuous semimartingale.
We assume that Equation (B.4) has a strong solution up to some positive stopping time.
Moreover, since dYtpyq represents the motion of BDt and for small time the map y1 ÞÑ
Ytpy

1q is a diffeomorphism from BD0 to BDt, writing Ytpy1q “ y, equation (B.4) rewrites
as

(B.7) dBDtpyq:“dYtpy
1q “ NDtpyq

`

HDtpyq dt` dzt
˘

.

Let us now investigate the motion of the skeleton St under this motion of Dt. First
we remark that by local inversion theorem, at regular points of the skeleton, the variation
in Stratonovich sense is linear and the sum of all variations of the concerned point at the
boundary. As we already remarked, the motion dzt does not change St, so this together
with the linearity just mentioned implies that we have a finite variation of the skeleton.

Recall the situation of (A.2) in Section A. We consider a domain D, x P S, y1, y2 the
two elements of BD such that expy1 pτpy1qNpy1qq “ expy2 pτpy2qNpy2qq, with τpy1q “

τpy2q. For i “ 1, 2, we will consider a variation of the minimal geodesic from yi to x,
represented by a Jacobi field Ji satisfying Jip0q P TyiM , J1p1q “ J2p1q P TxM ,

(B.8) Jip0q “ λiNpyiq ` J
K
i p0q, J 1ip0q “ λ1iNpyiq ` pJ

K
i q
1p0q,

with JKi orthogonal to Npyiq. The motion of S corresponding to the motion of y1 and y2

will be represented by J1p1q. Since S has a boundary, the observation of the orthogonal
part to S of J1p1q is not sufficient.

Let γi be the projection on M of Ji. It is the geodesic in time 1 from yi to x (as
usual in the computations of Jacobi fields, the speed is not normalized). Denote Nipxq “
9γip1q{} 9γip1q}. Recall that the angle between Nipxq and TxS is θpxq P p0, π{2s. We will
also let

(B.9) NS
1 pxq “

1

2 sin θpxq
pN1pxq ´N2pxqq.

Figure 2 shows the configuration of the points x, y1, y2 and the vectors N1pxq, N2pxq,
NS

1 pxq. The vector NS
1 pxq is is the normal vector to S at point x, in the same side as

N1pxq. We will consider variations of geodesics with same final value:

(B.10) J1p1q “ J2p1q “ λNS
1 pxq ` J

T
1 p1q
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FIGURE 2. The points x, y1, y2 and the vectors N1pxq, N2pxq, N
S
1 pxq

for some λ P R, where JT1 p1q P TxS. Writing λNS
1 pxq “

λ
2 sin θpxq pN1pxq ´ N2pxqq we

have

xJ1p1q, N1pxqy “
λ

2 sin θpxq
p1´ cosp2θpxqq ` xJT1 p1q, N1pxqy

“ λ sin θpxq ` xJT1 p1q, N1pxqy

(B.11)

and

xJ1p1q, N2pxqy “ ´
λ

2 sin θpxq
p1´ cosp2θpxqq ` xJT1 p1q, N2pxqy

“ ´λ sin θpxq ` xJT1 p1q, N2pxqy

(B.12)

On the other hand we require that the variation of length of the two geodesics are the same.
This writes as

(B.13) xJ1p1q, N1pxqy ´ xJ1p0q, Npy1qy “ xJ2p1q, N2pxqy ´ xJ2p0q, Npy2qy

or

(B.14) λ sin θpxq ` xJT1 p1q, N1pxqy ´ λ1 “ ´λ sin θpxq ` xJT1 p1q, N2pxqy ´ λ2,

which finally, with xJT1 p1q, N1pxq ´ N2pxqy “ 0, yields λ “
λ1 ´ λ2

2 sin θpxq
, so the normal

variation of S is given by

(B.15) xJ1p1q, N
S
1 pxqyN

S
1 pxq “

λ1 ´ λ2

2 sin θpxq
NS

1 pxq.

Next we will compute the tangential displacement JT p1q of x in S. As we will see later,
we will only need a Jacobi field J1 such that JK1 p0q and pJK1 q

1p0q are known and

(B.16) J1p0q “ λ1Npy1q, i.e. JK1 p0q “ 0.
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So we know JK1 p1q: and

(B.17) JK1 p1q “ J
`

1, 0, pJK1 q
1p0q

˘

where Jp1, u, vq is the value at time 1 of the Jacobi field J with Jp0q “ u and J 1p0q “ v.
From

J1p1q “ JT1 p1q ` xJ1p1q, N
S
1 pxqyN

S
1 pxq

J1p1q “ JK1 p1q ` xJ1p1q, N1pxqyN1pxq
(B.18)

we get

(B.19) JT1 p1q “ JK1 p1q ` xJ1p1q, N1pxqyN1pxq ´ xJ1p1q, N
S
1 pxqyN

S
1 pxq.

On the other hand we have

xJ1p1q, N2pxqy “ xJ
K
1 p1q, N2pxqy ` xJ1p1q, N1pxqyxN1pxq, N2pxqy

xJ1p1q, N2pxqy “ xJ1p1q, N1pxqy ´ pλ1 ´ λ2q
(B.20)

where the second equation is a direct consequence of (B.15). Substracting the second
equation to the first one yields

(B.21) p1´ cosp2θpxqqqxJ1p1q, N1pxqy “ xJ
K
1 p1q, N2pxqy ` λ1 ´ λ2.

Replacing xJ1p1q, N1pxqy in (B.19) and after simplification, using (B.9) and (B.15), we
finally obtain the horizontal displacement
(B.22)

pJT1 qp1q “ JK1 p1q`
1

4 sin2 θpxq

`

2xJK1 p1q, N2pxqyN1pxq ` pλ1 ´ λ2qpN1pxq `N2pxqq
˘

.

We are now in position to write the motion of the skeleton St when the motion of the
boundary is given by (B.7). For x P St with corresponding points y1 and y2 in BDt,

(B.23) dSKt pxq “
1

2 sin θStpxq

`

HDtpy1q ´H
Dtpy2q

˘

NSt
1 pxq dt

which has finite variation. Observe that, as already mentioned, the term dzt disappears.
Here we wrote dSKt pxq for the normal variation of the regular skeleton. But as we

already remarked, since St is not a closed manifold, it can expand via the motion of its
boundary. So we have to investigate the horizontal motion dST pxq.

Notice that JK1 q
1p0q is the perpendicular part of the time derivative of the speed at y1 of

the geodesic in time 1 from y1 to x. So from equation (B.7) we deduce the rotation

(B.24) pJK1 q
1p0q dt “ ρSpy1q∇tN

Dtpy1q “ ´ρSpy1q∇HDtpy1q dt.

(in the r.h.s. the gradient corresponds to the tangential gradient on BDt, recall that HDt is
only defined on this hypersurface).

We conclude that the horizontal displacement of x is JT1 p1q dt

JT1 p1q dt “ JK1 p1q dt`
1

4 sin2 θStpxq

˜

2xJK1 p1q, N
Dt
2 pxqyNDt

1 pxq

` pHDtpy1q ´H
Dtpy2qqpN

Dt
1 pxq `NDt

2 pxqq

¸

dt

(B.25)

where JK1 p1q “ Jp1, 0,´ρSpy1q∇HDtpy1qq. Again the processus zt does not play a role.
To summarize, we have the following result for the evolution of St:
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Theorem B.1. When Dt evolves as (B.7)

(B.26) dBDtpyq “ NDtpyqpHDtpyq dt` dztq,

the regular skeleton St has the normal evolution (B.23)

(B.27) dSKt pxq “
HDtpy1q ´H

Dtpy2q

4 sin2 θStpxq

´

NDt
1 pxq ´NDt

2 pxq
¯

dt

and the tangential evolution (B.25) which can be rewritten as

dSTt pxq

“ pSpJ
K
1 p1qq dt

`

ˆ

´
xJK1 p1q, N

S
1 pxqy

2 sin θStpxq
`
HDtpy1q ´H

Dtpy2q

4 sin2 θStpxq

˙

pNDt
1 pxq `NDt

2 pxqq dt

(B.28)

where pS denotes the orthogonal projection on TS, JK1 p1q “ Jp1, 0,´ρSpy1q∇HDtpy1qq,
and y1, y2 are defined in Figure 2.

Remark B.2. The points y1 and y2 do not play the same role in Theorem B.1. As for-
mula (B.27) is symmetric in y1 and y2, formula (B.28) is not. The reason is that if we as-
sume the motion of y1 to be normal to the boundary BDt and to have speed given by (B.26),
the motion of y2 has no reason to be normal to the boundary: JK2 p0q does not vanish.

APPENDIX C. DOSS-SUSSMAN REPRESENTATION OF ITÔ’S EQUATION (2.11)

In this section we adapt the results of [9] to our notations. Let the stochastic mean
curvature flow be a solution of :

@ t P r0, τq, @ y P Ct, dBDtpyq “

ˆ

dWt `
1

2
hDtpyqdt

˙

NDtpyq(C.1)

where Ct :“ BDt, starting at D0.
Let BGt be a solution of

"

G0 “ D0

@ t P r0,rεq, @ x P BGt, Btx “ αBGt,´WtpxqN
Gtpxq

(C.2)

for some rε ą 0 small enough, where α is defined by

@ r ą 0, @ D P Dr, @ x P C, αC,rpxq :“
1

2
hΨpC,rqpψC,rpxqq(C.3)

and ΨpC, rq is the normal (exterior) flow starting at C at time r (c.f. Chapter 3 and 4 of
[9] for notations).

Similarly to the proof of Theorem 17 from [9], we show that Dt “ ΨpGt,´Wtq is a
solution of the stopped martingale problem associated to the generator pD, rLq where for
f P C8pMq and Ff pDq “

ş

D
f dµ, ν “ ´N is the exterior normal

rLFf pDq :“
1

2

ż

BD

x∇f, νy dµ “ F 1
2 ∆f pDq.

Recall that the equation (C.2), is in fact a quasiparabolic equation with coefficients that
depend on trajectory of the Brownian motion (the meaning is trajectory by trajectory).
Similarly to Section 4.1 from [9], we show that the solution of (C.2) have a regularity
C1`α2 ,2`α, for all α ă 1.

Proposition C.1. Let BGt be a solution of (C.2). Then BDt “ ΨpBGt,´Wtq is a solution
of (C.1) in the Itô sense.
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Proof. Let x P ΨpBGt,´Wtq, we have :

dΨpBGt,´Wtqpxq “

“ T1ΨpBGt,´Wtqp
d

dt
BGtqpΨ

´1pBGt,´Wtqpxq dt

´ νΨpBGt,WtqpxqdWt

“

ˆ

dWt `
1

2
hΨpBGt,´Wtqpxqdt

˙

NΨpBGt,´Wtqpxq,

(C.4)

where in the first equality we use the Itô formula, the fact that t ÞÑ BGt is C1`α2 ,
d2

d2rΨpx, rq “ 0, and in the second equality we used Lemma 13 in [9], i.e. BDt is a
solution in the Itô form :

"

dBDtpxq “ pdWt `
1
2h
BDtpxqdtqNBDtpxq

x P BDt.
(C.5)

�

Proposition C.2. Conversely, if BDt is a solution of (C.5) then BGt “ ΨpBDt,Wtq is a
solution of (C.2).

Proof. Let x P BΨpBDt,Wtq

dΨpBDt,Wtqpxq

“ T1ΨpBDt,Wtqp˝dBDtqpxq ` ν
ΨpBDt,WtqpxqdWt

“ T1ΨpBDt,WtqppdWt `
1

2
hBDtdtqNBDtqpxq

´NΨpBDt,WtqpxqdWt

“

ˆ

1

2
hBDtpΨ´1pBDt,WtqpxqqN

BGtpxqdt

˙

“
1

2
hΨpBGt,´WtqpΨpBGt,´WtqpxqqN

BGtpxqdt

(C.6)

where we use that in this case, the Stratonovich differential is equal to the Itô’s one (c.f.
Appendix B), i.e. ˝dBDtpxq “ dBDt, and d2

d2rΨpx, rq “ 0. So BGt is a solution of
(C.2). �

By the uniqueness of the solution of (C.2) (c.f. Theorem 22 in [9]) and the fact that it is
adapted to the filtration of B we deduce that the solution of (C.5) is unique and is a strong
solution. Similarly we have the uniqueness of the solution of

dBDtpxq “

ˆ

dWt `
1

2
hBDtpxqdt´

µpBDtq

µpDtq
dt

˙

NBDtpxq.

Moreover, since we could also make a change of time in the Itô equation, Equation (2.11)
has a unique strong solution.

APPENDIX D. WEAK SEMI-GROUP THEORY IN THE MARTINGALE PROBLEM SENSE

This theory has been developed in several books, see for instance Stroock and Varadhan
[25] or Ethier and Kurtz [11]. Here we present a minimal version suitable for our purposes.

Let V be a measurable state space and consider Ω a set of trajectories from R` to V .
The canonical coordinates on Ω are denoted by the Xt, for t ě 0: for ω P Ω, Xtpωq is the
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position at time t of ω. The set Ω is endowed with the sigma-field generated by the Xt, for
t ě 0. Our first assumption is that the mapping

Ωˆ R` Q pω, tq ÞÑ Xtpωq P V

is measurable, which usually means that “Ω is not too big”.
For t ě 0, we define

Ft :“ σpXs : s P r0, tsq

For t ě 0, we will also need the time shift Θt associating to any ω P Ω the trajectory
Θtpωq defined by

@ s ě 0, XspΘtpωqq “ Xs`tpωq

We assume that ΘtpΩq Ă Ω.
A given family P :“ pPxqxPV of probability measures on Ω is said to be Markovian

if for any x P V and any t ě 0, the image by Θt of Px conditioned by Ft is PXt . In
particular, it is assumed that P has the regularity of a Markov kernel from V to Ω.

From now on, we suppose that a Markovian family P is given. Let B be the space of
bounded and measurable functions defined on V . The semi-group P :“ pPtqtě0 associ-
ated to P is the family of operators acting on B via

@ t ě 0, @ f P B, @ x P V, Ptrf spxq :“ ExrfpXtqs

The Markovianity of P implies at once the semi-group property

@ s, t ě 0, PtPs “ Pt`s

and in particular the elements of P commute.
A subclass of “regular” functions that will be important for our purposes is R defined

as

R :“

"

f P B : @ x P V, lim
tÑ0`

Ptrf spxq “ fpxq

*

Exceptionally in the above limit, we assumed that t ě 0 (i.e. not only that t ą 0), so that
by definition, for any f P R and x P V , P0rf spxq “ fpxq.

Let us observe that R is left stable by the semi-group:

Lemma D.1. For any t ě 0, we have PtrRs Ă R. Thus for any given f P R and x P V ,
the mapping

R` Q t ÞÑ Ptrf spxq

is right continuous.

Proof. Indeed, fix t ě 0 and f P R, we have for any x P V and s ě 0,

PsrPtrf sspxq “ PtrPsrf sspxq

“ ExrPsrf spXtqss

We have for any s ě 0, }Psrf s}8 ď }f}8 (where }¨}8 stands for the supremum norm
on B) and since f P R, we get everywhere

lim
sÑ0`

Psrf spXtq “ fpXtq

Dominated convergence implies that

lim
sÑ0`

ExrPsrf spXtqss “ ExrfpXtqs

“ Ptrf s
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as desired. �

The generator L associated to P is the operator

L : DpLq Ñ R
defined in the following way: the space DpLq is the set of functions f P R for which there
exists a function g P R such that the process Mf,g :“ pMf,g

t qtě0 defined by

@ t ě 0, Mf,g
t :“ fpXtq ´ fpX0q ´

ż t

0

gpXsq ds

is a martingale under Px, for all x P V .
Let us remark that g is then uniquely determined. Indeed, we have for any x P V and

t ě 0,

ExrfpXtqs ´ ErfpX0qs ´ E
„
ż t

0

gpXsq ds



“ 0

Using Fubini’s lemma (applicable due to our measurability requirement on Ω) and tak-
ing into account the definition of P , we get

Ptrf spxq ´ P0rf spxq ´

ż t

0

Psrgspxq ds “ 0

namely, recalling that we required that g P R,

g “ P0rgs

“ lim
tÑ0`

1

t

ż t

0

Psrgspxq ds

“ lim
tÑ0`

Ptrf spxq ´ fpxq

t
(D.1)

(we came back to the usual convention that t ą 0 in the above limit) and as a by-product,
we are assured of the existence of the latter limit.

We define Lrf s :“ g and Mf :“Mf,g .
The differentiation property (D.1) can be extended into

Lemma D.2. For any f P DpLq, x P V and t ě 0, we have

BtPtrf spxq “ PtrLrf sspxq(D.2)

Proof. For any f P DpLq, x P V and t, s ě 0, we have

Ex
”

Mf
t`s ´M

f
t

ı

“ Ex
”

Ex
”

Mf
t`s ´M

f
t |Ft

ıı

“ 0

We compute that

Mf
t`s ´M

f
t “ fpXt`sq ´ fpXtq ´

ż t`s

t

Lrf spXuq du

so that

Ex
”

Mf
t`s ´M

f
t

ı

“ Pt`srf spxq ´ Ptrf spxq ´

ż s

0

Pt`urLrf sspxq du

Since Lrf s P R, the mapping r0, ss Q u ÞÑ Pt`urLrf sspxq is right continuous, accord-
ing to Lemma D.1, and the same argument as in (D.1) enables to conclude to (D.2). �
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We can now come to the main goal of this appendix:

Proposition D.3. For any t ě 0, DpLq is stable by Pt and on DpLq we have LPt “ PtL.

Proof. Fix f P DpLq and x P V , the assertion of the lemma amounts to checking that the
process N :“ pNsqsě0 defined by

pNsqsě0 :“

ˆ

Ptrf spXsq ´ Ptrf spX0q ´

ż s

0

PtrLrf sspXuq du

˙

sě0

is a martingale under Px. Consider s1 ě s ě 0, we have to prove that

ExrNs1 ´Ns|Fss “ 0(D.3)

The l.h.s. is equal to

Ex

«

Ptrf spXs1q ´ Ptrf spXsq ´

ż s1

s

PtrLrf sspXuq du
ˇ

ˇ

ˇ
Fs

ff

“ Ex

«

Ptrf spXs1´s ˝Θsq ´ Ptrf spX0 ˝Θsq ´

ż s1´s

0

PtrLrf sspXu ˝Θsq du
ˇ

ˇ

ˇ
Fs

ff

“ Ey

«

Ptrf spXs1´sq ´ Ptrf spX0q ´

ż s1´s

0

PtrLrf sspXuq du

ff

where y “ Xs. By Fubini’s lemma, the previous r.h.s. can be written

Ey rPtrf spXs1´sqs ´ Ey rPtrf spX0qs ´

ż s1´s

0

EyrPtrLrf sspXuqs du

“ Pt`s1´srf spyq ´ Ptrf spyq ´

ż s1´s

0

Pt`urLrf sspyq du

Taking into account (D.2), the last integral is equal to
ż s1´s

0

BuPt`urf spyq du “ Pt`s1´srf spyq ´ Ptrf spyq

which ends the proof of (D.3). �

The advantage of the above approach is that it is quite sable by optional stopping, as it
is the case for martingales. Let us succinctly give a simple example in the spirit of Section
2.

Assume that in the above framework, V is a metric space, endowed with its Borelian
measurable structure, and that Ω is the set of continuous trajectories CpR`, V q. Further-
more, we suppose that P is Fellerian, in the sense that it preserves CbpV q, the set of
bounded and continuous real functions on V .

Let be given A Ă V a closed set. We consider τ the hitting time of A:

τ :“ inftt ě 0 : Xt P Au P R` \ t`8u

Define the “new” process rX :“ p rXtqtě0 via

@ t ě 0, rXt :“ Xt^τ

and for x P V , let rPx be the image of Px by rX , it is still a probability measure on CpR`, V q.
All notions corresponding to rP :“ prPxqxPV , which is still a Markovian family, receive a
tilde. It appears without difficulty that rR is the set of functions rf P B such that there exists
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f P R with rf coinciding with f on V zA. The domain DprLq is the set of rf P rR such that
there exists f P DpLq with rf coinciding with f on V zA. In addition, we have

@ x P V, rLr rf spxq “

"

Lrf spxq , when x R A
0 , when x P A

This expression does not depend on the choice of f , due to the fact that P is a diffusion,
i.e. that Ω “ CpR`, V q, which implies that L is a local operator (see for instance Theorem
7.29 of Schilling and Partzsch [24], they are working with Euclidean spaces, but the result
can be extended to metric spaces).

According to (D.2) and Proposition D.3, we get

@ rf P DprLq, @ x P V, @ t ě 0 Bt rPtr rf spxq “ rPtrrLr rf sspxq “ rLr rPtr rf sspxq

Such relations are not so obvious if we had chosen to work in a Banach setting (cf. e.g.
the book of Yosida [27]), considering for instance semi-groups acting on the space CbpV q

(endowed with the supremum norm), since in general rL would not naturally take values in
CbpV q.

APPENDIX E. AN ITÔ-TANAKA FORMULA

Let M be a d-dimensional Riemannian manifold and D ĂM a compact and connected
domain with C2 boundary BD, and S be the regular skeleton of D, and ρ`BD the signed
distance to BD, which is positive inside D and negative outside D. The notations will be
the same as in Appendix A.

Proposition E.1. Let Xt a Brownian motion in M . We have the following Itô-Tanaka
formula :

dρ`BDpXtq “ xN
DpXtq, dXty ´

1

2
hDpXtqdt´ sin

`

θSpXtq
˘

dLSt pXq,

in the above formula,NDpxq “ ∇ρ`BDpxq and´hDpxq “ ∆ρ`BDpxq for x R S , and define
to be 0 elsewhere, LSt pXq is the local time defined as in (3.11).

Proof. The formula is a consequence of the Itô formula outside the skeleton. Since the
non regular part of the skeleton has Hausdorff dimension smaller than or equal to d´ 2, it
is not visited by the Brownian motion. So we only focus on the regular skeleton. For all
x P S, the distance to the boundary is the minimum of two C2 functions f, g defined on
some neighborhood U of x in M . The function f (resp. g ) is the distance function to a
piece of BD containing y1 (resp. y2) as in (A.2). We have locally,

ρ`BD “ f ^ g “
1

2
pf ` gq ´

1

2
|f ´ g|.

Using Itô formula and Tanaka formula we have

dρ`BDpXtq “
1

2

´1

2
∆pf ` gqpXtqdt` x∇pf ` gqpXtq, dXty

¯

´
1

2

´

signppf ´ gqpXtqqdppf ´ gqpXtqq ` dL
0,`
t ppf ´ gqpX.qq

¯

,
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whereL0,`
t ppf´gqpX.qq “ limεÑ0`

1
ε

şt

0
1r0,εsppf´gqpXsqqdxpf´gqpXq, pf´gqpXqys.

Since locally S “ tf ´ g “ 0u and µpSq “ 0, we have

dρ`BDpXtq “
1

2
1XtRS∆ρ`BDpXtqdt` 1XtRSx∇ρ`BDpXtq, dXty ´

1

2
dL0,`

t ppf ´ gqpX.qq.

After changing the role of f and g we get
(E.1)

dρ`BDpXtq “
1

2
1XtRS∆ρ`BDpXtqdt` 1XtRSx∇ρ`BDpXtq, dXty ´

1

2
dL0

t ppf ´ gqpX.qq,

where

L0
t ppf ´ gqpX.qq “ lim

εÑ0`

ż t

0

1

2ε
1r´ε,εsppf ´ gqpXsqq}∇pf ´ gq}2pXsq ds.

In Appendix A it is shown that for x P S , }∇pf ´ gqpxq} “ 2 sin
`

θSpxq
˘

.
Using the flow d

dtγptq “ ´
∇pf´gqpγptqq
}∇pf´gqpγptqq}2 that starts at y P U , we get

ty PM, s.t. |f ´ g|pyq ď εu Ă ty PM, s.t. |dSpyq| ď
ε

2 sin pθSpγpgpyqqqq
` opεqu,

where dS is the distance to S. On the other hand, using the minimal geodesic from S to
y P U we get

ty PM, s.t. |dSpyq| ď εu Ă ty PM, s.t. |f ´ g|pyq ď 2ε sin
`

θSpPSpyqq
˘

` opεqu.

Hence
dL0

t ppf ´ gqpX.qq “ 2 sin
`

θSpXtq
˘

LSt pX.q.

Together with (E.1), this yield the Proposition. �

APPENDIX F. UNIQUENESS IN LAW OF L̃ DIFFUSION

Let us consider the following generator xL of a stochastic modified mean curvature flow.
The action of this generator and its carré du champs on elementary observables are defined
as follows. For any smooth function k on M , consider the mapping Fk on D2`α defined
by

@ D P D2`α, FkpDq :“

ż

D

k dµ

For any k, g P C8pMq and any D P D2`α,
#

xL rFkspDq :“ ´ 1
2µ
BDpx∇k,NDyq “ F 1

2 ∆kpDq

Γ
xL
rFk, FgspDq :“

ş

BD
k dµ

ş

BD
g dµ.

(F.1)

Note that xL has the same carré du champs as the carré du champs associated to ĂL .
From now the generator xL is defined as in (2.14).

Proposition F.1. The martingale problem associated xL is well-posed.

Proof. We have already shown the existence result in [9], so it remains to prove the unique-
ness in law. Let us first consider the two-dimensional Euclidean case, namely M “ R2.
For all λ P R and for any function kλ P vectpeλx, eλyqwe have 1

2∆kλpx, yq “
λ2

2 kλpx, yq.
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Let fλppx, yq, Dq :“ kλpx, yqFkλpDq, for px, yq P R2 and D P D2`α. This function sat-
isfies the following property:

xL fλppx, yq, Dq “ kλpx, yqxLFkλpDq

“ kλpx, yqF 1
2 ∆kλ

pDq

“ kλpx, yqFλ2

2 kλ
pDq

“
λ2

2
kλpx, yqFkλpDq

“
1

2
∆kλpx, yqFkλpDq.

“
1

2
∆fλppx, yq, Dq

Let pXtqtě0 be a R2-valued Brownian motion that starts at X0 “ px1, x2q P R2 and
pD̂tqtě0 a xL diffusion that starts at D0 independent of pXtqtě0. Even if we stop the
diffusion, we can assume that its lifetime is infinite and we add indicators as described in
Appendix D. For all 0 ď s ď t , we have

dfλpXt´s, D̂sq
m
“ ´

1

2
∆fλpXt´s, D̂sqds`xL fλpXt´s, D̂sqds

m
“ 0.

Hence for all λ P R we have

(F.2) ErfλpXt, D0qs “ ErfλpX0, D̂tqs.

Since the left hand side of the above equation does not depend on the xL diffusion, we get
that for any xL diffusion pD̃tqtě0 that starts at D0 :

ErfλpX0, D̂tqs “ ErfλpX0, D̃tqs,

and so
ErFkλpDtqs “ ErFkλpD̃tqqs.

In order to apply Theorem 4.2 of [11], we have to show that the above equation char-
acterizes the law of the one-dimensional distribution, i.e. we have to show that pFkλq is
separating in the space of probability measures on D2`α. This is equivalent to separate do-
mains. Let A,B P D2`α such that FkλpAq “ FkλpBq for all λ P R and kλ P xeλx, eλyy,
we have for all λ:

ż

A

kλpx, yqdµ “

ż

B

kλpx, yqdµ.

After successive derivations in λ and evaluation at λ “ 0, we get for all n P N
ż

A

xndµ “

ż

B

xndµ,

ż

A

yndµ “

ż

B

yndµ,

The above computations could be done also for k̃λ1,λ2
“ eλ1x`λ2y, since 1

2∆k̃λ1,λ2 “

λ2
1`λ

2
2

2 k̃λ1,λ2
, and after derivations in λ1, λ2 and evaluating at p0, 0q we get that for all

n,m P N:
ż

A

xnymdµ “

ż

B

xnymdµ,
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hence, using the boundary regularity, we get A “ B.
We could also apply Stone-Weierstrass’ theorem to the function algebra generated by

the mappings px, yq ÞÑ eλ1x and px, yq ÞÑ eλ2y .
The proof is the same for all Euclidean spaces.
If M is a compact manifold let

fλipX,Dq :“ kλipXqFkλi pDq,

where λi is an eigenvalue of 1
2∆ and ki is the associated eigenfunction (respectively the

Neumann eigenvalue). By the same computation as above (F.2) is also valid for the bound-
ary reflecting Brownian motion), to get the conclusion we have to show that pFkλi qi sepa-
rates domains. Since pkλiqi is an orthonormal basis of L2pµq we get that if A,B P D2`α

be such that for all i,

Fkλi pAq “ Fkλi pBq

i.e x1A, kλiyL2 “ x1B , kλiyL2 , then 1A
L2

“ 1B hence A “ B.
For the complete manifold M , let Ωk be an exhaustion of M with a regular boundary

such that D0 Ă Ωk, and stop the xL diffusion when it hit Ωck and use the above result for
the manifold with boundary Ωk, we get the result by localization.

�

Proposition F.2. The martingale problem associated to L is well-posed.

Proof. Let Dt be a L diffusion that starts at D0, defined on pΩ,FD,Qq. We first recall
that there exist an enlargement of the probability space such that it carries a one dimen-
sional Brownian motion B such that for all k P C8pMq

(F.3) FkpDtq “ FkpD0q `

ż t

0

L rFkspDsq ds`

ż t

0

a

ΓL rFk, FkspDsq dBs

where
a

ΓL rFk, FkspDq :“
ş

BD
k dσ, this is actually Proposition 53 in [9]. Note that this

procedure of enlargement (Theorem 1.7 chapter V in [22]) could be done by gluing the
same independent Brownian motion for each pΩ,FD,Qq. We denote by pΩ̃, F̃D, Q̃q the
enlarged probability space. Since L is an h-transform of xL namely

L rFks “ xL rFks `
Γ
xL
pF1, Fkq

F1
,

equation (F.3) becomes in a differential form

(F.4) dFkpDtq ´
xL rFkspDtqdt “ p

ż

BD

k dσq
`

dBt `
µBDtpBDtq

µpDtq
dt
˘

.

Let

Mt “ e´
şt
0
x
µBDs pBDsq
µpDsq

, dBsy´
1
2

şt
0

`

µBDs pBDsq
µpDsq

˘2
ds,

P|Ft “MtQ̃|Ft .

Using Girsanov transform, Dt is solution of the xL martingale problem on the probability
space pΩ̃, F̃D,Pq. Since Q̃ “ M´1P we get the uniqueness in law of the L diffusion by
Proposition F.1. �
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APPENDIX G. CONVERGENCE IN LAW: A KEY LEMMA

This Appendix is devoted to the adaptation to some domain-valued sequences of pro-
cesses, of Lemma 4 in [28], which states stability of some time integrals under convergence
in law.

Lemma G.1. Let F̃ :“ F̃α,ε. We endow the set of continuous paths C
´

r0,8q,M ˆ F̃
¯

with the two dissimilarity measures dβ , β P t0, αu, defined as:

(G.1) dβ
`

px1, D1q, px2, D2q
˘

“ sup
tě0

ρpx1ptq, x2ptqq ` sup
tě0

dβ,F̃ pD
1ptq, D2ptqq,

where for two domains D and D1

dβ,F̃ pD,D
1q “

"

dβ,DpD,D
1q ^ dβ,D1pD

1, Dq ^ ε if HpD,D1q ă ε
ε otherwise.(G.2)

Here HpD,D1q is the Hausdorff distance between D and D1 and the distance dβ,D is
defined in (2.2).

Let pXn
t , D

n
t , τ

n
ε qtě0 :“ pXδn

t , Dδn
t , τ

δn
ε qtě0 a subsequence of (3.18) converging in

law to the limit defined in (3.19) for the product of dα and the Euclidean distance in R`.
Let fn : px,Dq ÞÑ fnpx,Dq and f : px,Dq ÞÑ fpx,Dq be maps on M ˆ F̃ with

values in some Euclidean space, and U an open set in M ˆ F̃ for d0. Assume that:

(i) the random variables
ż 8

0

|fnpX
n
s , D

n
s q|

p ds are uniformly bounded in probability

for some p ą 1,
(ii) in the open set U , the functions fn converge locally uniformly to f with respect to

d0, and are d0-continuous,
(iii) for a.e. t ě 0, pXt, Dtq P U .

Then
ˆ

Xn
t , D

n
t ,

ż t

0

fnpX
n
s , D

n
s q ds

˙

tě0

converges in law to
ˆ

Xt, Dt,

ż t

0

fpXs, Dsq ds

˙

tě0

for pdα, | ¨ |q.

Remark G.2. In the applications we will always take

(G.3) U “
!

px,Dq PM ˆ F̃ , x P DzSpDq
)

,

which is easily seen to be d0-open thanks to Assumption 3.1 on F̃ .

Proof. We will follow the proof of Lemma 4 in [28], but with several differences due to
infinite dimensional spaces. Set for n P N, t ě 0,

(G.4) Ant :“

ż t

0

fnpX
n
s , D

n
s q ds, At :“

ż t

0

fpXs, Dsq ds.

Condition (i) implies that the processes An are tight. To get the conclusion il is sufficient
to show that all the converging subsequences have the same limit. So assume that

(G.5) pXn
t , D

n
t , A

n
t qtě0

L
ÝÑ pXt, Dt, atqtě0 .

and let us prove that patqtě0 “ pAtqtě0. By Skorohod theorem we may realize all pro-
cesses

(G.6) pXn
t , D

n
t , A

n
t , Xt, Dt, atqtě0

on the same probability space pΩ,F ,Pq in such a way that

(G.7) pZnt qtě0 :“ pXn
t , D

n
t , A

n
t qtě0

a.s.
ÝÑ pXt, Dt, atqtě0 “: pZtqtě0.
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This means that Znt Ñ Zt a.s. uniformly in t ě 0.
Fix ω P Ω. Let t ą 0 be such that pXtpωq, Dtpωqq P U . For some ε1 ą 0 we have

pXspωq, Dspωqq P U for all s P rt´ ε1, t` ε1s. The set

(G.8) S :“
 

pXspωq, Dspωqq , s P rt´ ε1, t` ε1s
(

is dα-compact in M ˆ F̃ , so it has a dα-neighbourhood V included in U of the form

(G.9) V “
!

px,Dq PM ˆ F̃ , dα ppx,Dq, Sq ď ε2
)

.

for some small enough ε2 ą 0. For n sufficiently large, pXn
s pωq, D

n
s pωqq P V for all s P

rt´ε1, t`ε1s. On the other hand V is bounded for the distance dα. This implies by Arzela-
Ascoli theorem that it is compact for the distance d0. We have the two following facts, the
first one being an assumption on the fn and f , the second one being a consequence of the
d0-compactness of V

(a) fn Ñ f as nÑ8 uniformly in pV, d0q;
(b) f is uniformly continuous in pV, d0q.

Then

sup
sPrt´ε,t`εs

|fnpX
n
s pωq, D

n
s pωqq ´ fpXspωq, Dspωqq|

ď sup
sPrt´ε,t`εs

|fnpX
n
s pωq, D

n
s pωqq ´ fpX

n
s pωq, D

n
s pωqq|

` sup
sPrt´ε,t`εs

|fpXn
s pωq, D

n
s pωqq ´ fpXspωq, Dspωqq| .

Both terms in the right converge to 0, the first one by (a) and the second one by (b). So we
have by (G.7) and the above calculation
(G.10)
"

pAns pωqqsPrt´ε,t`εs Ñ paspωqqsPrt´ε,t`εs
ppAns pωqq

1 “ fnpX
n
s pωq, D

n
s pωqqqsPrt´ε,t`εs Ñ pfpXspωq, DspωqqqsPrt´ε,t`εs

both uniformly in s P rt´ε, t`εs. This implies that aspωq is differentiable in pt´ε, t`εq
with derivative fpXspωq, Dspωqq and in particular at t.

We have that for all t ě 0, pXtpωq, Dtpωqq P U a.s.. So for all t ě 0,

(G.11)
d

dt
atpωq “ fpXtpωq, Dtpωqq a.s..

This implies that ω a.s.

(G.12)
d

dt
atpωq “ fpXtpωq, Dtpωqq for a.e. t.

On the other hand we know by [16] Theorem 10 that patqtě0 is absolutely continuous :

(G.13) atpωq “

ż t

0

`spωq ds.

By Lebesgue theorem, ω a.s., for a.e. t ě 0

(G.14) lim
εŒ0

1

2ε

ż t`ε

t´ε

|`spωq ´ `tpωq| ds “ 0.

Equalities (G.12) and (G.13) imply that ω a.s.

(G.15) lim
εŒ0

1

2ε

ż t`ε

t´ε

`spωq ds “ fpXtpωq, Dtpωqq for a.e. t.
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On the other hand
ˇ

ˇ

ˇ

ˇ

1

2ε

ż t`ε

t´ε

`spωq ´ `tpωq ds

ˇ

ˇ

ˇ

ˇ

ď
1

2ε

ż t`ε

t´ε

|`spωq ´ `tpωq| ds

so (G.14) implies that ω a.s. for a.e. t ě 0

(G.16) lim
εŒ0

1

2ε

ż t`ε

t´ε

`spωq ds “ `tpωq.

Consequently, using (G.12) and (G.16), we get ω a.s. for a.e. t ě 0

(G.17) `tpωq “ fpXtpωq, Dtpωqq

Integrating we get ω-a.s. for all t ě 0

(G.18) atpωq “ Atpωq “

ż t

0

fpXspωq, Dspωqq ds.

This together with (G.4) proves the lemma. �
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Björn Böttcher.

[25] DANIEL W. STROOCK AND S. R. SRINIVASA VARADHAN. Multidimensional diffusion processes. Classics
in Mathematics. Springer-Verlag, Berlin, 2006. Reprint of the 1997 edition.

[26] Marc Yor. Intertwinings of Bessel processes. Technical Report No. 174, Department of Statistics, University
of California, Berkeley, California, October 1988.
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