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This paper addresses fundamental issues in tail-sitting and transition flight aerodynamicsmodeling in view of sum-

of-squares (SOS) algorithmic guidance and control design. A novel approach, called ϕ theory, for modeling

aerodynamic forces andmoments is introduced herein. It yields polynomial-like differential equations of motion that

are well suited to SOS solvers for real-time algorithmic guidance and control law synthesis. The proposed ϕ theory

allows for first principles model parameter identification and captures dominant dynamical features over the entire

flight envelope. Furthermore, ϕ theory yields numerically stable and consistent models for 360 deg angles of attack

and sideslip. Additionally, an algorithm is provided for analytically computing all feasible longitudinal flight

operating points. Finally, to establish ϕ-theory validity, predicted trim points and wind-tunnel experiments are

compared.

Nomenclature

B = body frame
B ∈ R3×3 = reference dimensions matrix
b ∈ R�� = reference wingspan

C ∈ R3 = Buckingham-π-based force coefficients

C ∈ R6×6 = wing screw reference matrix
CD ∈ R = Buckingham-π-based drag coefficient
CL ∈ R = Buckingham-π-based lift coefficient
c ∈ R�� = reference chord
Da

b ∈ SO�3� = direction cosine matrix from frame A to
frame B

F 0 ∈ R3 = Buckingham-π-based forces
g ∈ R3 = gravity
J ∈ R3×3 = inertia matrix

Jp ∈ R3×3 = propeller inertia matrix

K ∈ R3 = Buckingham-π-based moments
kf ∈ R = propeller force coefficient
km ∈ R = propeller moment coefficient
M ∈ R�� = Mach number
M 0 ∈ R3 = Buckingham-π-based moments
m ∈ R�� = mass
Re ∈ R�� = Reynolds number
rA∕B ∈ R3 = position of A with respect to B
S ∈ R�� = reference wing surface
SN�� = N × N symmetric positive definite matrices set
T ∈ R3 = thrust force
T1 ∈ R3 = left thrust force
T2 ∈ R3 = right thrust force
v ∈ R3 = linear velocity
v∞ ∈ R3 = freestream velocity
α ∈ R = angle of attack
β ∈ R = sideslip angle
δ1 ∈ R = left elevon deflection
δ2 ∈ R = right elevon deflection
ζf ∈ R3 = ϕ-theory elevon effectiveness
η ∈ R6 = aerodynamic twist
ρ ∈ R�� = freestream air density
σi�⋅� ∈ R = ith maximum singular value

τ ∈ R6 = aerodynamic wrench
Φ ∈ R6×6 = ϕ-theory aerodynamic coefficient
Φ�fv� ∈ R3×3 = ϕ-theory velocity-to-force coefficient
Φ�fω� ∈ R3×3 = ϕ-theory angular-velocity-to-force coefficient
Φ�mv� ∈ R3×3 = ϕ-theory velocity-to-moment coefficient
Φ�mω� ∈ R3×3 = ϕ-theory angular-velocity-to-moment coeffi-

cient
ϕ ∈ R� = ϕ-theory twist chord

ω ∈ R3 = inertial angular velocity

ω1 ∈ R = left propeller angular velocity
ω2 ∈ R = right propeller angular velocity
ω∞ ∈ R3 = freestream angular velocity
aωb ∈ R3 = angular velocity of B with respect to A

I. Introduction

T HE past decade has seen rapid development of unmanned aerial
vehicles (UAVs). Numerous different architectures are available

for fulfilling a myriad of distinct, and often conflicting, purposes.
Until very recently, most commercial UAVs were categorized as
either fixed wing or rotary wing (multicopters). Although fixed-wing
designs are known for their substantial endurance, rotary wings are
notable for their hovering capabilities. A third category aiming at
bridging those incompatible features has recently caught the attention
of scientists and engineers, namely hybrid aerial vehicles (HAVs).
Even though HAVs are long established (e.g., the 1963 early works
regarding tilt-wing vehicles [1]), piloting early designs was
demanding [2] and unsafe [3], thus precluding wide commercial
viability. Recent advances in low-cost inertial sensors and embedded
computing boosted the development of stabilizing control systems
that allowed for stable and safe HAV piloting. Indeed, micro-HAVs
are starting to find their way into consumer and business markets,
e.g., the off-the-shelf Parrot Swing and Wingtra’s WingtraOne,
respectively.
From the point of view of HAV modeling for control design in

Refs. [4,5], for instance, lookup tables were employed, which were
obtained bymeans of typically lengthy staticwind-tunnel campaigns,
to design gain-scheduled controllers without resorting to a global
mathematical model. On the other hand, in Ref. [6], wind-tunnel data
were fitted to a given aerodynamic coefficient formula as a function
of angle of attack α to obtain analytical models. Additionally,
dynamic coefficients called for even more complex wind-tunnel
campaigns or complex flight instrumentation [7]. If low-cost
instrumentation was applied and data synchronization was
prohibitively expensive, recent work [8] proposed a method for
dynamic coefficient identification from flight data with unknown
clock (timing) skews. Furthermore, not only parametric identification
took place in modeling. For instance, Ref. [9] discussed methods for
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measuring uncertainties due to the assumed aerodynamics
coefficients algebraic model form.
This paper employs a steady-state approach to modeling

aerodynamic coefficients. Dynamic vortex-shedding processes [10]
are neglected, in which a rapid increase in the angle of attack causes
the formation of a leading-edge vortex that produces an unsteady
increase in lift. In this scenario, aerodynamic coefficients are
dependent on the past history of angles of attack and sideslip.
Most fixed-wing controllers found in the literature decouple lateral

and longitudinal dynamics so that separate modeling and control
design take place independently. However, Ref. [11] analyzed the
coupling effects between the lateral and longitudinal dynamics of a
tilt-body vehicle (TBV) and concluded that unstable spiral dynamics
were incorrectly rendered stable by decoupling assumptions. This
suggested that coupled dynamics were fundamental for HAVs, and
multiple-input multiple-output control design and modeling should
be favored.
With the advent of fast and reliable embedded computing systems,

algorithmic control theory [12] has been in the spotlight in recent
years. This theory departs from the usual analytic-structure controller
to a state-error-to-actuator mapping implicitly computed by an
algorithm (often based on convex optimization). Recent examples
related to HAVs include Refs. [13–15]. Reference [15], for instance,
employed a multipurpose optimization tool to search for feasible tilt-
body cruise-to-hover trajectories while optimizing a certain cost
function. The present paper promotes this line of thought by
providing, in addition to other features, an optimization-friendly
dynamic model of HAVs. Efficient optimization solvers demand
some sort of structure in the vehicle mathematical model, and HAV
models are too general to fit solvers in an efficient (and thus real-time)
fashion.
In addition to control design, optimization techniques allow for

efficient aerodynamics model identification, such as in Ref. [16], in
which a techniquewas proposed for postflight wind estimation in the
absence of air-data sensors. Once the wind speed was estimated,
flight data were corrected and used to perform aerodynamic
coefficient estimation. Notice that, if efficient optimization routines
were available, this same technique could be applied in real time for
in-flight wind perturbation compensation.
From the propulsion modeling point of view, although oblique-

flow aspects are crucial for flight performance analysis, their
relevance to feedback control design is disputable. Furthermore,
incidence propeller modeling is intricate and often requires wind-
tunnel campaigns. For instance, Ref. [17] showed that, although the
traditional combination of the blade element momentum theory, the
vortex lattice method, and the momentum theory for oblique flow
was a commonplace tool in helicopter design, it failed to properly
reflect wind-tunnel data in high angles of incidence. The present
paper further explores this issue in view of feedforward and feedback
control design by means of a wind-tunnel campaign.
Finally, in this paper, flexible structural dynamic modes are not

considered, and the reader is referred to Ref. [18] for a recent flexible
flying-wing case study. In the present work, flexibility effects have
not been observed during wind-tunnel testing in nominal HAV flight.
Notice, however, that these effects might define the flight envelope
itself. For example, Refs. [19,20] acknowledged that cruise speed and
range were limited directly or indirectly by proprotor/pylon/wing
structural stability, known as whirl flutter, which is an important
design consideration for tiltrotor aircraft.
The main contribution of this paper is a polynomial-like model

structure that is fit for online optimization purposes yet complex
enough to portray all intricacies of HAV flight. The authors call ϕ
theory the ensemble of model equations and properties. In ϕ theory,
modeling accuracy and simplicity are balanced. This provides an
adequate description for global algorithmic guidance and control
strategies. The remainder of the paper is organized as follows: Sec. II
sets up notation and Sec. III explains the foundations of aerodynamic
forces and moments modeling in light of the proposed ϕ theory,
whereas Secs. IV, V, and VI show how to apply the aforementioned
theory to model airfoils, wing–propeller interactions, and tail sitters,
respectively. Section VII employs the model to 1) predict the

theoretical existence and number of equilibrium longitudinal flight

configurations, 2) compute trim points by means of a powerful

algorithm developed herein, and 3) compare them to wind-tunnel

data. Finally, Sec. VIII concludes the paper and highlights interesting

opportunities arising out of this study.

II. Notation

In this paper, kinematic quantities of interest in multiple moving

reference frames are rigorously studied; consequently, a consistent

and precise notation is called for. Accordingly, this section outlines

notation conventions including the definition of relevant reference

frames and related variables of interest.
The notation axc is employed, where the symbol x denotes the

desired vector quantity (e.g., p for position, v for velocity, a for

acceleration, and ω for angular velocity) of point/frame (depending

on the context) C with respect to frameA. For instance, iωb denotes

the angular velocity of frameBwith respect to frame I . Additionally,
the decomposition of a vector x ∈ Rn into its components in frameR
is denoted by means of the right subscript position, e.g.,

xr � � xr1 xr2 · · · xrn �T (1)

All reference frames F of interest in this paper, unless otherwise

stated, are right-handed and orthonormal, and hence isomorphic to

the well-known SO�3� group, where

SO�3� �
n
D ∈ R3×3:DDT � I; detD � �1

o
(2)

The vector product operation matrix representation �vb×� ∈ so�3�
(in some basis B) is denoted by

vb× � �vb×� �
2
4 0 −vb3 vb2

vb3 0 −vb1
−vb2 vb1 0

3
5 (3)

The quaternion algebra structure definition varies to a small extent

in the literature. Herein, the adopted quaternion algebra �Q;×� is
defined as [21]

Q � fq ∈ R4:hq; qi � 1g (4)

and it is equipped with the quaternion product operation ×:Q ×Q →
Q defined as

p × q �
�

p0q0 − p1 ⋅ q1
p0q1 � q0p1 � p1 × q1

�
(5)

where

p�
�
p0

p1

�
and q�

�
q0
q1

�
with p0;q0 ∈R; p1;q1 ∈R3 (6)

The quaternion and direction cosine matrix from frames A to B,
respectively (qab and Da

b) are denoted such that their respective

rotation formulas [21] are written as�
0

xb

�
� �qab� 0 ×

�
0

xa

�
× qab (7)

and

xb � Da
bxa (8)

where �qab� 0 denotes the quaternion conjugate of qab. Finally,L andB
denote, respectively, the local (presumed as also inertial) and body

frames.



III. Aerodynamic Forces and Moments

A. The Classic Approach

The ubiquitous Buckingham-π-theorem-based approach [22]
to modeling steady aerodynamic forces F 0

b ∈ R3 and moments
M 0

b ∈ R3 on a finite wing B immersed in a uniform airflow with
freestream velocity v∞ ∈ R3 is traditionally given by

F 0
b � 1

2
ρSv2∞Cb�α; β;M; Re� (9)

and

M 0
b � 1

2
ρSv2∞BKb�α; β;M; Re� (10)

where

B �
2
4b 0 0

0 c 0

0 0 b

3
5 (11)

and b, c, ρ, and S ∈ R�� denote, respectively, the reference
wingspan, reference chord, freestream air density, and reference
finite wing surface; and Cb and Kb ∈ R3 denote the aerodynamic
force and moment three-dimensional coefficients described in body
frame B. The latter are functions of the dimensionless quantities α,
β,M, and Re: namely, the angle of attack, sideslip angle, and Mach
and Reynolds numbers, respectively. Hereafter, airflow is assumed
to be incompressible and inviscid; therefore, Cb andKb are solely a
function of α and β during all flight conditions of interest. Cb�α; β�
and Kb�α; β� are often (e.g., Refs. [23–25]) modeled as finite
truncated sums of Fourier or Maclaurin series to fit wind-tunnel and
flight data.
By contrast, ϕ theory proposes a novel fα; βg-free parametrization

of aerodynamic forces and moments. To understand the motivation
behind this approach, recall that (see Fig. 1 for body B axes
definition)

α � tan−1
�
v∞;b3

v∞;b1

�
(12)

and

β � sin−1
�
v∞;b2

v∞

�
(13)

Tail sitting and highly maneuverable flight, however, encounter
near-zero freestream velocities (predominantly in wing sections not
covered by propeller slipstream) that call for near-zero algebraic
divisions in Eq. (12) and preclude the numerical stability of digital
simulations.
Additionally, the present paper attempts to fit local experimental

data while simultaneously striving for satisfactory qualitative global
behavior. For instance, notice that a tail sitter in hover descent
encounters an extrinsic α � π in view of traditional airfoil
aerodynamics and calls for coherent aerodynamic coefficient
extrapolation capabilities.
Finally, recent efforts [26] in semidefinite programming (SDP) and

sums-of-squares (SOS) optimization allowed for efficient trajectory
optimization and control in dynamicmodels governed by polynomial
differential equations. The traditional aerodynamic coefficients
formulation carries trigonometric functions that preclude SDP

employment and call for computationally more expensive path-

planning routines. Alternatively, ϕ theory proposes an SDP-friendly

formulation.

B. ϕ-Theory Parametrization

This paper proposes a novel formulation, called ϕ theory, which is

built upon the following fα; βg-free parametrization of aerodynamic

forces and moments:

τb � −
1

2
ρSηCΦ�ηb�Cηb (14)

where τb, ηb ∈ R6, and η ∈ R� are, respectively, the aerodynamic

wrench (with respect to the center of mass), wing twist, and

aerodynamic ϕ norm given by

τb � �FT
b MT

b �T (15)

ηb � � vT∞;b ωT
∞;b �T (16)

and

η �
�����������������������
v2∞ � ϕω2

∞

q
; ϕ > 0 (17)

where ϕ ∈ R�� is a dimensionless tunable parameter. The motivation

for this formulation will become clear as its properties are studied in

the following. Furthermore, ω∞;b ∈ R3 denotes half the freestream

vorticity ξ∞ such that

ω∞ � 1

2
ξ∞ � 1

2
∇ × v∞ (18)

andϕ ∈ R�� is a tunable parameter. Note thatω∞ is defined bymeans

of vorticity for the sake of clarity. Nevertheless, although fluid,

freestream flow constitutes a rigid motion and one can think ofω∞ as

the freestream angular velocity. In the absence ofwind, one can easily

prove that ω∞ is equal to the vehicle angular velocity. Additionally,

thewing screw referencematrixC ∈ R6×6 is an extension of thewing

reference matrix concept and is defined as

C �
�
I3×3 03×3
03×3 B

�
(19)

Finally, Φ:R6 → R6×6 is the aerodynamic ϕ coefficient. The

symbol ϕ is introduced in the nomenclature to facilitate parallels

between the novel parametrization and the traditional Buckingham-

π-based coefficients/derivatives. Additionally, for the sake of brevity,
Buckingham-π-based formulas and coefficients (e.g.,CL andCD) are

referenced as π theory andπ coefficients in the following,whereas the
present model is referenced as ϕ theory and ϕ coefficients.
Unless otherwise stated, Φ�⋅� is hereafter considered a constant

function written as

Φ �
�
Φ�fv� Φ�fω�

Φ�mv� Φ�mω�

�
(20)

where Φ�fv�, Φ�fω�, Φ�mv�, and Φ�mω� ∈ R3×3. It will be presently

shown that such an assumption greatly simplifies the model and yet

still captures dominant features (e.g., poststall effects, aerodynamic

derivatives, and global dissipation of energy) over the entire flight

envelope (i.e., hover, cruise, and transition flight modes).
To avoid parameter clutter, �1∕2�ρSCΦC will occasionally be

simply denoted as Φ by abuse of notation. The meaning of Φ in any

following occurrence should be clear from the context (especially by

unit inspection). This consideration simplifies Eq. (14) to read

τ � −ηΦη (21)
Fig. 1 MH45 airfoil with associated thin airfoil approximated
aerodynamic center (AC).



Some theoretical results follow to supportϕ-theory employment in

wide envelope applications. Next, this paper’s main motivation

(namely, the tilt-body vehicle problem) is addressed.
Definition III.1 (weightless body system): Let B be a rigid-body

with inertia �m; J� under the influence of aerodynamic forces and

moments in a negligible gravity field with no wind. The weightless

body dynamic system (WBS) is defined as the associated dynamical

system given by

8>>><
>>>:

_vb � 1

m
Fb − �ωb×�vb

_ωb � J−1Mb − J−1�ωb×�Jωb

τb � −ηΦηb

(22)

Definition III.2 (freefall system): LetB be a rigid body with inertia

�m; J� by influence of aerodynamic forces andmoments in a constant

(with regard to the inertial frameL) gravity fieldgl ≠ 0with nowind.
The freefall dynamic system (FFS) is defined as the associated

dynamical system given by

8>>>>><
>>>>>:

_vb � 1

m
Fb �Dl

bgl − �ωb×�vb
_ωb � J−1Mb − J−1�ωb×�Jωb

_Dl
b � −�ωb×�Dl

b

τb � −ηΦηb

(23)

Definition III.3 (terminal states and terminal velocities):The set of

terminal states T ⊂ R3 × R3 × SO�3� of a freefall dynamic system is

defined as

T�
n
�vb;ωb;D

l
b�∈R3×R3×SO�3�: _vb�0; _ωb�0; _Dl

b�03×3

o
(24)

Correspondingly, the set of terminal velocitiesTv ⊂ R3 is defined as

Tv �
n
vb ∈ R3:�vb;ωb; D

l
b� ∈ T for some ωb; D

l
b

o
(25)

Theorem III.1 (dissipative aerodynamics): Assume a WBS with

arbitrary initial conditions vb�0�;ωb�0� ∈ R3. If Φ ≻ 0, then

vb�t� → 0 and ωb�t� → 0 uniformly as t → ∞.
Proof:Consider the Lyapunov candidate function V�η�:R6 → R�

given by

V�vb;ωb� �
1

2
mvTbvb �

1

2
ωT

bJωb (26)

Notice that

V�η� ≤ m

2
v2b �

σ1�J�
2

ω2
b ≤

1

2
max

n
m; σ1�J�

o
η2 (27)

and therefore V�η� is decrescent [σ1�⋅� denotes the maximum

singular value]. A similar development using the minimum singular

value allows one to prove that V�η� is positive definite.

Differentiation with respect to time yields

_V�η� � mvTb
d

dt
vb � ωT

bJ
d

dt
ωb (28)

because J � JT for every inertiamatrix. Substitution of Eqs. (14) and

(22) into Eq. (28) yields

_V�η� � −vTb
1

2
ρSη

h
Φ�fv� Φ�fω�

i� vb

Bωb

�

− ωT
b

1

2
ρSηB

h
Φ�mv� Φ�mω�

i� vb

Bωb

�
�

−mvTb �ωb×�vb|�������{z�������}
0

− ωT
b �ωb×�Jωb|�������{z�������}

0

� −
1

2
ρSηηTΦη < 0 ∀ η ≠ 0

(29)

allowing one to conclude by the Lyapunov method that vb�t� → 0
and ωb�t� → 0 uniformly as t → �∞. □

Notice thatTheoremIII.1 corroboratesϕ-theory consistency inwide
envelope applications if appropriate Φ ∈ S6�� are chosen (Sn�� is the

set of symmetric positive definite matrices in Rn×n). Aerodynamic

wrenches are dissipative in reality, and Theorem III.1 provides a

sufficient condition on Φ for achieving _V ≤ 0 globally. Similarly, the

following results explore additional ϕ-theory properties.
Lemma III.1 (geometry of terminal states): Assume an FFS

with Φ ≻ 0. If Φ�mv� is full rank, then T � ∅. Otherwise,

�v0;ω0; D0� ∈ T if, and only if,8>>>>>>>>>><
>>>>>>>>>>:

ω0 � 0; v0 ≠ 0

v̂0 ∈ ker�Φ�mv��

v0 �
��������������������������

2 mg

ρSkΦ�fv�v̂0k

s

1

kΦ�fv�v̂0k
Φ�fv�v̂0 � −D0ĝl

(30)

Proof: By definition, the terminal states are the equilibrium points

of Eq. (23), namely, the points �vb;ωb; D
l
b� such that

1

m
Fb �Dl

bgl − �ωb×�vb � 0 (31)

Mb − �ωb×�Jωb � 0 (32)

and

−�ωb×�Dl
b � 0 (33)

BecauseDl
b is nonsingular, Eq. (33) yields ωb � 0 and simplifies

Eqs. (31) and (32) to read

1

2 m
ρSvbΦ�fv�vb �Dl

bgl � 0 (34)

and

1

2
ρSBvbΦ�mv�vb � 0 (35)

Notice that vb � 0 does not compose a terminal state due to

Eq. (34). Therefore, if rank�Φ�mv�� � 3, then Φ�mv� is full rank and

Eq. (35) allows only for vb � 0, and thus T � ∅.
On the other hand, if rank�Φ�mv�� ≤ 2, the solution of Eq. (35) is

the linear subspace ker�Φ�mv�� ⊂ R3. Let ŵ ∈ ker�Φ�mv�� be an

arbitrary direction in ker�Φ�mv��. Notice thatwŵ can always bemade

a solution of Eq. (34) by choosing

w �
��������������������������

2 mg

ρS
��Φ�fv�ŵ

��
s

(36)



and an appropriate rotationD0 (notice that it always exists, and there
are uncountably infinite choices) that rotates ĝl in the direction of
Φ�fv�ŵ; that is,

1

kΦ�fv�ŵkΦ
�fv�ŵ � −D0ĝl (37)

□

Corollary III.1:AssumeanFFSwithΦ ≻ 0.Tv is either 1) empty, if
rank�Φ�mv�� � 3; 2) a couple of antipodal points, if rank�Φ�mv�� � 2;
3) a closed planar curve in R3, if rank�Φ�mv�� � 1; or 4) a closed
surface in R3, if rank�Φ�mv�� � 0.

Figure 2 illustrates Corollary III.1. Notice how geometrical
symmetries influence rank�Φ�mv��. For instance, symmetry around a
point (i.e., a ball) suggests rank�Φ�mv�� � 0, whereas rank�Φ�mv�� �
1 evokes symmetry aroundan axis (e.g., an ellipsoid).Additionally, the
authors suggest rank�Φ�mv�� � 2 for modeling airfoils due to isolated
equilibriumpoints. These remarks are paramount to ensuring adequate
ϕ coefficients for a given application. Finally, rank�Φ�mv�� � 3
prohibits terminal states but carries interesting properties that are
studied in the following.
Lemma III.2 (Uniform ultimate boundedness): Assume an FFS

with an arbitrary initial condition η�0� � η0 ∈ R6. If Φ ≻ 0, then
there exists t� ∈ R� such that

		η�t�		 ≤
���������������������������������������������������������������������������
2 mg

ρSσ6�Φ�
max�m; σ1�J��
min�m; σ3�J��

���������������������
max�1;ϕ�
min�1;ϕ�

svuut
(38)

for all t ≥ t�.
Proof:Consider oncemore the Lyapunov candidate function given

by Eq. (26). Similarly to Eq. (29), differentiation with respect to time
yields

_V�η� � −
1

2
ρSηηTΦη�mvTbgb (39)

Additionally, notice that

��������������������
min�1;ϕ�

p ������������������
v2b � w2

b

q
≤ η ≤

���������������������
max�1;ϕ�

p ������������������
v2b � w2

b

q
(40)

and

α1�jηj� ≤ V�η� ≤ α2�jηj� (41)

where α1�⋅� and α2�⋅� ∈ K∞ are given according to Eq. (27). Observe

that _V�η� is not negative definitive in the presence of gravity.

However, if

jηj ≥
������������������
2mg

ρSσ6�Φ�

s
|������{z������}

μ

then mg ≤
jηj2ρSσ6�Φ�

2
(42)

where σ6�Φ� is the smallest singular value of Φ, and thus

_V�η� � −
1

2
ρSηηTΦη�mvTbgb

≤ −
1

2
ρS
		η		3σ6�Φ�

��������������������
min�1;ϕ�

p
�m

		η		g ���������������������
max�1;ϕ�

p
< 0

(43)

Therefore,

S � fη ∈ R6:
		η		 ≤ α−11 �α2�μ��g

is an invariant set and, by ultimate boundedness arguments, the

lemma is proved because

α−11 �α2�μ�� �

���������������������������������������������������������������������������
2mg

ρSσ6�Φ�
max�m; σ1�J��
min�m; σ3�J��

���������������������
max�1;ϕ�
min�1;ϕ�

svuut
(44)

□

Lemma III.2 bounds the velocity of falling objects and sheds light,

for instance, on 1) the periodic exchange of linear kinetic and angular

energies in falling leaves, and 2) the stability (in the sense of

Lyapunov) of falling objects.
Notice that body aerodynamic coefficients are fully determined by

one object, namely, �ϕ;Φ� ∈ R�� × S6��. For instance, Φ
encapsulates information about airfoil coefficients Cl, Cd, Cy, Cl,

Cm, andCn, as detailed in Secs. IV.A and IV.B. Additionally, the fact

that all physically meaningful coefficients Φ lay in S6�� allows for

efficient identification algorithm implementation by means of

positive semidefinite programming [26] optimization techniques.

Furthermore, rigid-body differential equations of motion are

polynomial-like and invite SOS optimization to take place for

trajectory planning and control.

a) ker (Φ(mv)) =    3 b) ker (Φ(mv)) = ∏

c) ker (Φ(mv)) = Γ d) ker (Φ(mv)) = {0}

Fig. 2 Admissible terminal Tv geometries in view of differentΦ ≻ 0.



Finally, notice that Eq. (14) does not cover all possibilities of
π-theory formulation given by Eqs. (9) and (10). However, the
following examples illustrate that numerous phenomena
are qualitatively modeled by the ϕ approach, which ultimately
allows for robust control design and numerical stable simulation
of TBVs.

IV. Finite Wing Aerodynamic Coefficients

A. Airfoil Aerodynamic Static Coefficients

To establish a parallel between ϕ and π coefficients, consider an
airfoilB immersed in an airflow of density ρwith freestream velocity
v∞ at fixed angles of attack α and sideslip β (thus, ω∞ � 0).
Application of the ϕ framework yields

Fb � −
1

2
ρSv∞Φ�fv�v∞;b (45)

where, for xz-symmetrical vehicles, Φ�fv� is given by

Φ�fv� �

2
64ϕ�fv�

11 0 ϕ�fv�
13

0 ϕ�fv�
22 0

ϕ�fv�
31 0 ϕ�fv�

33

3
75 (46)

Notice that ϕ�fv�
21 � ϕ�fv�

23 � 0 because longitudinal flight should
yield Fb2 � 0 in view of vehicle xz symmetry. Additionally,
ϕ�fv�
12 � ϕ�fv�

21 , ϕ�fv�
32 � ϕ�fv�

23 , and ϕ�fv�
31 � ϕ�fv�

13 due to matrix
symmetry suggested by Theorem III.1. Manipulation of Eq. (45)
yields

Fb � −
1

2
ρSv∞Φ�fv�v∞;b � −

1

2
ρSv2∞Φ�fv� v∞;b

v∞
(47)

and therefore

Cb�α; β� � −Φ�fv� v∞;b

v∞
(48)

To render the traditional aerodynamic coefficients more explicit,
Eq. (48) is rewritten as

0
B@Cd�α; β�
Cc�α; β�
Cl�α; β�

1
CA � −Cw � Db

wΦ�fv� v∞;b

v∞
(49)

where W denotes the wind reference frame. In longitudinal flight,
Eq. (49) yields

−Cw �

2
64 cα 0 sα

0 1 0

−sα 0 cα

3
75
2
64ϕ�fv�

11 0 ϕ�fv�
13

0 ϕ�fv�
22 0

ϕ�fv�
13 0 ϕ�fv�

33

3
75
0
@ cos α

0

sin α

1
A (50)

thus

−Cw �

0
B@

ϕ�fv�
11 c2α� 2ϕ�fv�

13 sαcα� ϕ�fv�
33 s2α

0

ϕ�fv�
13 c2α�



ϕ�fv�
33 − ϕ�fv�

11

�
sαcα − ϕ�fv�

13 s2α

1
CA (51)

Because sin2α� cos2α � 1, Eq. (51) can be rewritten as

 
Cd

Cl

!
�
"
ϕ�fv�
11 − ϕ�fv�

33 2ϕ�fv�
13

2ϕ�fv�
13 ϕ�fv�

33 − ϕ�fv�
11

# 
c2α
sαcα

!
�
 

ϕ�fv�
33

−ϕ�fv�
13

!

(52)

which by means of the following double-arc formulas 
cos2α

sinα cos α

!
� 1

2

 
cos 2α

sin 2α

!
�
 

1
2

0

!
(53)

one obtains

�
Cd

Cl

�
� 1

2

"
ϕ�fv�
11 − ϕ�fv�

33 2ϕ�fv�
13

2ϕ�fv�
13 ϕ�fv�

33 − ϕ�fv�
11

#
|����������������������������{z����������������������������}

Aϕ��aϕ1aϕ2 �

 
c2α

s2α

!

� 1

2

 
ϕ�fv�
33 � ϕ�fv�

11

0

!
|�������������{z�������������}

bϕ

(54)

Notice that Eq. (54) maps the unit circle to an ellipseEϕ ⊂ R2 in the
�Cd; Cl� domain [double covered by α ∈ �0; 2π�]. Additionally, Aϕ is
orthogonal with column vectors denoted by aϕ1 and aϕ2
(i.e., Aϕ � �aϕ1 aϕ2 �). These properties allow for a direct drag
polar sketch from inspection of Φ, as Fig. 3 illustrates. For that, first
identify bϕ, aϕ1, and aϕ2; and sketch the ellipse accordingly. Second,
identify the force direction by drawing a 2α arc from aϕ1
(counterclockwise). The aerodynamic force Fw is parallel to the line
connecting the endof the arc to the origin.Conversely,wind-tunnel data
can be used to identify ϕ-model parameters by means of ellipse fitting.
Lemma IV.1: If Φ ≻ 0 then Eϕ ⊂ R�� × R × R.
Proof: Recall from Eq. (49) that0

@Cd�α; β�
Cc�α; β�
Cl�α; β�

1
A � Db

wΦ�fv� v∞;b

v∞
(55)

thus

Cd�α; β� � � cαcβ sβ sαcβ �Φ�fv�

0
@ cαcβ

sβ
sαcβ

1
A (56)

Because Φ ≻ 0, then Φ�fv� ≻ 0; and by Eq. (56), one concludes
that Cd�α; β� > 0 for all α; β ∈ R. □

Fig. 3 Elliptical drag polar concept allowing for global qualitative
visualization of aerodynamic forces for arbitrary angles of attack. Two
examples are shown: transition and hover.



In other words, Theorem III.1 and Lemma IV.1 state that
physically meaningful drag polars modeled by ϕ theory must reside
in the right-hand side of the �Cd; Cl� domain.
Although a circular drag polar might appear overly restrictive,

notice that an arbitrary drag polar can be bounded by two circles.
Robustness studies might benefit from this simple and visual
approach for addressing aerodynamic modeling uncertainties.

B. Airfoil Aerodynamic Derivatives

Although Sec. IV.A established a parallel between π-static
coefficients (e.g., Cl and Cm) and Φ, this section presents a
connection between Φ and π derivatives (e.g., Clp , Cmq

, and Cnr ).
Accordingly, consider a finite wing B immersed in an airflow of
density ρwith freestream velocity v∞ at time-varying angles of attack
α�t� and sideslip β�t�. Application of ϕ theory yields

Mb � 1

2
ρSB

����������������������
v2∞ � ϕω2

b

q 

Φ�mv�vb �Φ�mω�Bωb

�
(57)

Assuming longitudinal flight and v2b ≫ ϕω2
b (a mild assumption

for general aviation aircraft), Eq. (57) yields

Mb ≈
1

2
ρSBv∞



Φ�mv�vb �Φ�mω�Bωb

�
(58)

The first term is analogous to that in Sec. IV.A. The components of
the second term (for instance, Mb2) can be rewritten as

Mb2 �
1

2
ρScv2b

�
c

2vb

��
2ϕ�mω�

21|�{z�}
Cmp

P� 2ϕ�mω�
22|�{z�}

Cmq

Q� 2ϕ�mω�
23|�{z�}

Cmr

R

�
(59)

From inspection of Eq. (59), one concludes that ϕ-theory and
π-theory aerodynamic derivatives are related according to

Φ�mω� � 1

2

2
4 Clp Clq Clr
Cmp

Cmq
Cmr

Cnp Cnq Cnr

3
5 (60)

Requiring Φ ≻ 0 implies enforcing Φ�mω� ≻ 0, although
substitution of π coefficients in Eq. (60) might result in
Φ�mω� ∈= S3��. In such a case, the authors suggest exploiting the
closed convex cone structure of S3�� to perform projections [27] in
view of the usual inner product hX; Yi � tr�XTY�.

C. Application: Thin Airfoils

Classical thin symmetric airfoil theory [22] predicts ∂Cl∕∂α � 2π
with an associated center of pressure located at a quarter-chord from
the leading edge. Additionally, the pitching moment coefficient
Cm�α� is proved to be identically zero at the center of pressure (and
hence this point is the aerodynamic center). This section illustrates
how ϕ theory can be applied to thin airfoil modeling by encoding the
aforementioned properties into Φ.

First, differentiation of Eq. (54) with respect to α yields

∂
∂α

�
Cd

Cl

�				
α�0

� 2Aϕ

�
− sin 2α
cos 2α

�				
α�0

�
�

2ϕ13

ϕ33 − ϕ11

�
(61)

and thus the 2π lift slope condition imposes

ϕ33 � 2π � ϕ11 (62)

Furthermore, airfoil symmetry calls for ∂Cd∕∂α � 0 at α � 0.
Therefore,

ϕ13 � 0 (63)

and

ϕ11 � Cd0 (64)

where Cd0 denotes the minimum drag coefficient. In summary, for
symmetrical thin airfoils,

Φ�fv� �
2
4Cd0 0 0

0 Cy0 0

0 0 2π � Cd0

3
5 (65)

which is illustrated by the elliptical polar in Fig. 4. By inspection of
Fig. 4, one concludes that stall occurs beyond αs � 45 deg with an
associated lift coefficient of Cl�αs� � π.
Cambered airfoilΦ�fv�modeling is achieved by rotation ofaϕ1 and

aϕ2 by an angle 2αδ�δ� (see Fig. 4). Because an increase in δ normally
yields an increase in lift, αδ�⋅� is assumed continuous and
monotonically increasing (for small δ).
Second, Φ�mv� is intimately connected to center-of-mass location

with respect to the aerodynamic center. In Fig. 1, Δr < 0 and the
center of mass is ahead of the aerodynamic center. The momentMb

with respect to the center of mass is therefore modeled by

Mb � �rac∕cg×� 1
2
ρSv∞Φ�fv�v∞;b (66)

and thus

Φ�mv� � B−1�rac∕cg×�Φ�fv� (67)

Often, rac∕cg lies in the vehicle x̂b axis (i.e., r � Δrb̂1 such that
Δr > 0 implies an aerodynamic center in front of the center of
gravity), and therefore Eq. (67) simplifies to read

Φ�mv� �
2
4 0 0 0

0 0 −c−1Δr�2π � Cd0�
0 b−1ΔrCy0 0

3
5 (68)

Third, Φ ≻ 0 implies ϕ�fω�
ij � ϕ�mv�

ji . Finally, Φ�mω� is modeled
as Eq. (60).
The striking correlation between Φ�mv� and Φ�fω� enforces

conservation of energy. An accelerating pitching moment comes at
the expense of a damping force, and vice versa. This reciprocity sheds
light on how gravity forces sustain angular periodic motion back in a
falling leaf, for example.

V. Wing–Propeller Interaction

A common approach to modeling wing–propeller interaction is by
means of the propwash-induced velocity concept [28]. The
fundamental idea is that the velocity field v∞ is disturbed by the
propeller downstream such that its intensity jv∞j is increased,
whereas jα

		 and jβ
		 are decreased. The ubiquitous approach is to

resort to inviscid conservation of momentum arguments, which in its
integral form [22] yields

Fig. 4 Two thin symmetric airfoils: freestream velocity with angle of
attackα applied (left), and aileronmodeling achievedbymeans of a phase

shift (right).



∂
∂t

ZZZ
V

ρv dV � ∯
S�V�

�ρv ⋅ dS�v� ∯
S�V�

p dS �
ZZZ
V

ρf dV (69)

Assuming incompressible and steady flow v, negligible body

forces f, a propeller disk of area Sp, a control volume V around the

propeller disk, freestream velocity v∞, and propwash vena contracta
velocity ψ, Eq. (69) yields

ψψ � v∞v∞ � 1

ρSp
T (70)

For instance, in steady hover flight, Eq. (70) yields

ψh � ��������������
T∕ρSp

p
. The square root operation in ψh could pose

problems in numerical solvers that require evaluation of ψ�T� in

T ∈ R. Additionally, vertical climb or descent yields induced

velocities ψ i given by [29]

ψ i

ψh

� −
vc
ψh

	
�������������������������
vc
ψh

�
2

	 1

s
(71)

where vc denotes the vertical climbvelocity, and the sign ambiguity is

dependent on whether the vehicle is in descent or climb. Notice that

vehicle movement adds an additional complexity of sign change.

Furthermore, vc∕ψh > −1 yields a turbulent wake state that

precludes momentum theory employment; not even an extrapolated

estimate is possible due to the domain of definition of Eq. (71).

Finally, extraction of induced angles of attack and sideslip from

Eq. (70) for use in π theory yields convoluted algebra that precludes

most optimization solvers, as illustrated in the following.

A. π-Theory Wing–Propeller Interaction

Traditional [28] aerodynamic forces andmoments computation on

a wing–propeller interaction scenario requires propwash-induced

angle of attack αi and sideslip βi obtained from ψb by solving

Eq. (70) in the body reference frame. For this purpose, Eq. (70) is

rewritten as

ψ

0
@ψb1

ψb2

ψb3

1
A � v2∞

0
@ cos α cos β

sin β
sin α cos β

1
A�

0
@ T

ρS
0

0

1
A (72)

Recall that, by definition, v∞;b freestream α and β are given by

α � tan−1
�
v∞;b3

v∞;b1

�
(73)

and

β � sin−1
�
v∞;b2

v∞

�
(74)

Accordingly, propwash-induced αi and βi are given as a function

of ψ by

αi � tan−1
�
ψb3

ψb1

�
(75)

and

βi � sin−1
�
ψb2

ψ

�
(76)

Substitution of Eq. (72) into Eqs. (75) and (76) yields

αi � tan−1
�

v2∞ sin α cos β

v2∞ cos α cos β� �T∕ρS�
�

(77)

and

βi � sin−1

 
v2∞ sin β����������������������������������������������������������������������������������

v4∞ � 2v2∞ cos α cos β�T∕ρS� � �T∕ρS�24
p

!
(78)

where α and β are given by Eqs. (73) and (74). Notice that, in view of
convex optimization techniques, Eqs. (77) and (78) are algebraically
fairly complex.

B. ϕ-Theory Wing–Propeller Interaction

The aforementioned numerical issues make traditional formu-
lation impracticable for global TBV modeling. On the other hand, ϕ
theory requires onlyψψ for computation of static aerodynamic forces
and moments, which are readily available in Eq. (70). For instance,
static (ωb � 0) aerodynamic forces in the presence of propwash can
be modeled as

Fb � −
1

2
ρSψΦ�fv�ψ � −

1

2
ρSv∞Φ�fv�v∞|������������{z������������}

F�∞�
b

−
S

2Sp
Φ�fv�Tb|�������{z�������}
F�p�
b

(79)

In sharp contrast with π theory, Eq. (79) is algebraically simple,
bypasses α and β, and is defined for all T ∈ R (in fact, for all
Tb ∈ R3, if nonaxial propulsion forces are modeled in view of
nonaxial flow). Additionally, under the presented physical
assumptions, Eq. (79) sheds light on the structural composition of
Fb. Notice thatFb is composed of a superposition of an aerodynamic
force F�∞�

b due to the freestream plus an independent contribution of
F�p�

b due to Tb.

VI. Tilt-Body Physical and Mathematical Model

The present section revisits central issues in TBV aerodynamics
and propulsion modeling from the point of view of automatic control
design and simulation. In parallel, theϕ-theorymodeling approach is
illustrated. Themodel aims toward numerical stability and simplicity,
allowing for insightful controller synthesis while capturing dominant
dynamical features (e.g., propeller gyroscopic effects, propeller–
wing interaction, and poststall phenomena). Notice that, although the
scope of this work is TBVs, ϕ theory can be potentially applied at a
larger class of HAVs.

A. Overview of Qualitative Mechanics

Figure 5 illustrates a typical TBVand its respective actuator inputs.
In hover mode, notice that differential propeller speed (i.e.,
jω1j ≠ jω2j) produces a b̂1 moment by means of propeller reaction
torques Ni in the fuselage and b̂3 moments due to differential thrust
forces (i.e., T1 ≠ T2). Additional b̂1 moments are generated by
means of differential elevon deflection δi. Notice that such a moment
is only apparent due to the propeller slipstream aerodynamic
interaction with the elevons. Therefore, propeller–wing interaction
modeling is of utmost importance to TBV control design. Then, b̂2
moments are produced by means of symmetrical elevon deflections.

Fig. 5 Perspective view, body-axis definition, and actuation inputs for a
typical tilt-body vehicle.



Finally, velocity control is achieved by setting appropriate thrust

intensity and TBVattitude.

On the other hand, in cruise flight, attitude control fundamentals

remain the same but with increased aerodynamic efficiencies due to

the additional air freestream velocity. Velocity control, however,

becomes significantly more complex due to drag and lift forces that

strongly depend on both velocity and attitude. Therefore, in cruise

and transition flight regimes, the mathematical model shall prove its

usefulness.

B. Wet–Dry Wing Abstraction

During transition flight, TBV aerodynamic surfaces experience

high freestream velocity while maintaining considerable propeller

speed. While doing so in high angles of attack, this notably creates

two separate airflow regions on the wing (see Fig. 6).

One section is denominated the dry section and consists of the

region of the flow over the wing unaffected by the propeller

slipstream. In this region, the flow is reasonably assumed to behave

aerodynamically similarly to the airfoil depicted in Fig. 4.

On the other hand, the second section is denominated the wet

section and is composed of thewing region immersed in the propeller

slipstream. In this region, the flow is assumed to be a superposition of

a freestream flow due to relative wind-vehicle movement plus an

induced propeller flow, as depicted in Fig. 7. The resulting

aerodynamics are therefore computed by means of original airfoil

coefficients applied at an induced (virtual) freestream ψ according

to Eq. (79).

C. System of Rigid Bodies Model

In the following, the six-degree-of-freedom equations of motion

are applied at each of the three components (two propellers andwing)

to obtain the complete dynamical behavior in view of general forces

andmoments. At first, consider the state equation for angular velocity

for a rigid body applied at a propeller i (i ∈ f1; 2g) and described in
the propeller Pi coordinate system:

�Ni − τi�pi � Jp
d

dt
lωpi

pi � �lωpi
pi×�Jplωpi

pi (80)

where Jp ∈ R3×3 and lωpi
pi ∈ R3 denote, respectively, the propeller

inertia matrix and propeller Pi angular velocity with respect to the

local north-east-down (NED) frame described in propeller Pi

coordinates. Hereafter, it is assumed that

				Jp d

dt
lωpi

pi

				 ≪
				�lωpi

pi×�Jplωpi
pi

				 (81)

such that Eq. (80) is simplified to read

�τi�pi � �Ni�pi − �lωpi
pi×�Jplωpi

pi (82)

Equation (82) relates the internal torque τi to the propulsion

moment Ni and the gyroscopic effect given by �lωpi
pi×�Jplωpi

pi. By

means of the additivity property of angular velocities,

lωpi
pi � lωb

pi � bωpi
pi � Db

pi
lωb

b �
 ωi

0

0

!
(83)

Notice that the direction cosine matrix Db
pi represents a simple

rotation of θi with respect to the b̂1 axis and can be written as

Db
pi�θi� �

�
1 01×2

02×1 Cb
pi�θi�

�
; Cb

pi�θi� �
�

cos θi sin θi
− sin θi cos θi

�
(84)

Accordingly, each of the gyroscopic factors are rewritten as

lωpi
pi �

"
1 01×2

02×1 Cb
pi�θi�
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(86)

and

Jp �
2
4 Jpx 0 0

0 Jpn 0

0 0 Jpn

3
5 (87)

Notice that Jp is modeled as a disk, hence its diagonal shape.

Performing the gyroscopic product yields

�τi�b � �Ni�b − �P� ωi��Jpx − Jpn�
0
@ 0

R
−Q

1
A (88)

after an appropriate basis change. Subsequently, consider the state

equation for angular velocity for a rigid body applied at the fuselage

and described in the fuselage B coordinate system:

Fig. 7 Resulting aerodynamics (namely, induced relative air velocity ψ
with induced angle of attack αi) as a superposition of freestream v∞ and
induced propeller wake vi�T�.

Fig. 6 Propeller–wing interaction: propeller wake slipstream
illustration and the division between dry and wet sections.



�X2
i�1

�Mi � τi � rpi∕b × Ti � rai∕b ×Ai�
�
b

� Jb
d

dt
lωb

b � �lωb
b×�Jblωb

b (89)

where Ai and Ti are, respectively, the aerodynamic forces in the i
wing and propeller thrust. Finally, lωb

b is used to update the

quaternion attitude q ∈ R4 according to

dq

dt
� 1

2

�
0 −�lωb

b�T
lωb

b −�lωb
b×�

�
q (90)

The translation counterpart of the foregoing development is given

by Newton’s second law of motion applied at the fuselage, yielding

mgl �Db
l

X2
i�1

�Ti �Ai� � m
d

dt
lvbb (91)

wherem, gl, and
lωb

l denote, respectively, the vehicle total mass, the

gravity in NED coordinates, and the inertial velocity of the vehicle in

NED coordinates. Furthermore,

d

dt
pb
l � lvbb (92)

D. Aerodynamics and Propulsion Wrap-Up

The propeller’s thrustTi andmomentNi aremodeled according to

the widely used relations

Ti � kfω
2
i b̂1 kf > 0 (93)

and

Ni � −sign�ωi�kmω2
i b̂1 km > 0 (94)

The direction of each propeller rotation is chosen so as to coincide

with the induced banking motion due to differential lift and

differential propeller moments. This is achieved by imposing ω1 < 0
and ω2 > 0 (recall the ωi sign conventions in Fig. 5).
Aerodynamics are modeled according to the thin airfoil ϕ theory

set forth in Sec. IV.C, with the additional elevon deflection modeled

as a cambered airfoil of variable camber according to

Φ�fv��δi� � Φ�fv�
0 �I − δi�ζf×�� (95)

To understand the motivation behind Eq. (95), recall from

Sec. IV.C that cambered airfoils aremodeled bymeans ofaϕ1 andaϕ2

rotation, and that small-angle rotations ζ � �ζ1; ζ2; ζ3� are

approximately described by

D�ζ� ≈ I − �ζ×� for small ζ (96)

where ζ ∈ R3 is hereafter termed elevon effectiveness. A similar

development is carried out for moment coefficients. Finally, taken

together, this section’s assumptions lead to the TBV force and

moment breakdown given by Eqs. (97) and (98), as well as the TBV

equations of motion defined in the following. Although lengthy, the

overall force and moment expressions are algebraically simple,

singularity free, and indeed bypass all occurrences of α and β
(including propwash induced):

X
Fb � T1 � T2 −

S

4Sp
Φ�fv�T1 −

S

4Sp
Φ�fv�T2 −

1

2
ρSΦ�fv�vvb

�mDgl �
1

4
ρSΦ�fv��ζf×��δ1 � δ2�vvb −

1

2
ρSΦ�mv�vBωb

� S

4Sp
Φ�fv��ζf×�δ1T1 �

S

4Sp
Φ�fv��ζf×�δ2T2

� 1

4
ρSΦ�mv��ζf×��δ1 � δ2�Bvωb (97)

X
Mb � −

1

2
ρSBΦ�mv�vvb −

1

2
ρSBΦ�mω�vBωb −

S

4Sp
BΦ�mv�T1

−
S

4Sp
BΦ�mv�T2 � �p1×�T1 � �p2×�T2�

−
S

4Sp
�a1×�Φ�fv�T1 −

S

4Sp
�a2×�Φ�fv�T2

� S

4Sp
�a1×�Φ�fv��ζf×�δ1T1 �

S

4Sp
�a2×�Φ�fv��ζf×�δ2T2

�N1 �N2 �
1

4
ρS�a1×�Φ�fv��ζf×�δ1vvb

� 1

4
ρS�a2×�Φ�fv��ζf×�δ2vvb �

1

4
ρS�a1×�Φ�mv��ζf×�δ1Bvωb�

� 1

4
ρS�a2×�Φ�mv��ζf×�δ2Bvωb �

1

4
ρSBΦ�mv��ζm×��δ1 � δ2�vvb

� 1

4
ρSBΦ�mω��ζm×��δ1 � δ2�vBωb �

S

4Sp
BΦ�mv��ζm×�δ1T1

� S

4Sp
BΦ�mv��ζm×�δ2T2 (98)

Definition VI.1 (tilt-body vehicle system): Let B be a tilt-body

vehiclewith inertia �m; Jb; Jp�. A tilt-body vehicle system (TBVS) is

defined as the associated dynamical system given by8>>><
>>>:

_vb � 1

m

X
Fb�x;u;w� − �ωb×�vb

_ωb � J−1
P

Mb�x; u;w� − J−1�ωb×�Jωb

_Dl
b � −�ωb×�Dl

b

(99)

where X
Fb�x; u;w�

and X
Mb�x; u;w�

are given by Eqs. (97) and (98). Additionally, x and u are defined as

x � �vb;ω; Dl
b� and u � �ω1;ω2; δ1; δ2�, whereas w ∈ R3 denotes

the external wind disturbance.

VII. Longitudinal Flight Analysis

A longitudinal flight analysis is carried out by an equilibrium point

analysis (existence, uniqueness, and computation results). For the

present longitudinal analysis, no external wind (without loss of

generality) is assumed; thus, the six-degree-of-freedom TBV

dynamical model simplification motivates the following definition.
Definition VII.1 (longitudinal tilt-body system): Let B be a TBVS

with inertia �m; Jb; Jp� such that 1) ω2�t� � −ω1�t� � ω�t�;
2) δ2�t� � δ1�t� � δ�t�; 3)



Dl
b�0� �

2
4 cos θ�0� 0 − sin θ�0�

0 1 0

sin θ�0� 0 cos θ�0�

3
5

4) vb�0� � �vb1�0� 0 vb3�0� �T , and 5) ωb�0� � � 0 _θ�0� 0 �T .
The longitudinal tilt-body system is defined as the simplified

dynamical system given by

8><
>:
�
_vb1
_vb3

�
�
�

0 1

−1 0

�
_θvb � 1 m

P
Fb�x; u�

�θ � J−1yy
P

Mb2�x;u�
(100)

where for the remainder of this section, x ∈ R4 such that

x � �vb1; vb3; θ; _θ�, u ∈ R2 such that u � �ω; δ�, and θ denotes the

pitch angle.

A. Equilibrium Points

The following subset of equilibrium points of Eq. (100) are of

interest in view of the nominal flight conditions.
Definition VII.2 (cruise points):Apoint �x; u� ∈ R4 × R2 is called

a cruise equilibrium point if 1)X
Fb�x;u� �

X
Mb�x; u� � 0

(mechanical equilibrium condition) 2) vl3 � 0 (level flight

condition); and 3) _θ � 0 (zero pullup condition).
Furthermore, the set of all cruise equilibrium points is denoted

as Θ0 ⊂ R6.
Therefore, �x; u� ∈ Θ0 if, and only if,

� P
Fb � 0P
Mb2 � 0

(101)

which can be rewritten as

M�θ�
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BB@
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δv2l1
δT
T

1
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0
@ sθ
−cθ
0

1
A

|������{z������}
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(102)

where
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2
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77775 (103)

Notice that, without loss of generality, a zero dry propwash area is

assumed, i.e., Sd � 0. Furthermore, for a given θ, Eq. (102) is

decomposed into a linear system and a simpler set of nonlinear

equations such that�
M�θ�ξ � b�θ�; ξ ∈ R4

�ξ2; ξ3� � δ�ξ1; ξ4�; δ ∈ R
(104)

The dimension of the affine linear space M�θ�ξ � b�θ� is

dependent on rank�M�θ��. The following lemma is the starting point

of Θ0 computation.
Definition VII.3 (δ-inefficient angles): The set I�Φ� ⊂ R of

δ-inefficient angles is defined as

I�Φ� �
�
θ ∈ R:Φ�mv�

�
cos θ
sin θ

�
� 0 or sin θ � 0



(105)

Lemma VII.1: If ξm; ξf ∈ R� and ξm ≠ ξf, then M�θ� is full rank
for all θ ∈ R \ I�Φ�.

Proof: Consider the submatrix M 0�θ� ∈ R3×3 of M�θ� consisting
of the first, second, and third columns, i.e.,

M 0�θ� � M�θ�

2
664
1 0 0

0 1 0

0 0 1

0 0 0

3
775 (106)

Algebraic manipulation of det�M 0�θ�� yields

det


M 0�θ�

�
� 1

8
ρ2c

S3

Sp
�ζf − ζm�ζf detΦ�fv�sθΦ�mv�

�
cθ
sθ

�
(107)

Notice that Φ�fv� ≻ 0, thus detΦ�fv� ≠ 0. Additionally, sin θ ≠ 0
and Φ�mv�� cθ sθ �T ≠ 0 because θ ∈= I�Φ�. Therefore,

det�M 0�θ�� ≠ 0 and rank�M 0�θ�� � 3. However, because M 0�θ� is
a submatrix of M�θ�, then rank�M�θ�� � 3 and M�θ� is

full rank. □

Corollary VII.1: If ξm; ξf ∈ R� and ξm ≠ ξf, andΦ is of the thin-

airfoil class, thenM�θ� is full rank for all θ ≠ kπ, k ∈ Z.
Lemma VII.1 implies that, except for θ ∈ I�Φ�, the reduced row

echelon form of M�θ�ξ � b�θ� is of the form

�M�θ� b�θ� � ∼
2
4 1 0 0 −v1 b1
0 1 0 −v2 b2
0 0 1 −v3 b3

3
5 (108)

and thus

ξ � � b1 b2 b3 0 �T � ϵ� v1 v2 v3 1 �T; ϵ ∈ R (109)

Substitution of Eq. (109) in the second condition of Eq. (104)

yields

�
b2 � ϵv2 � δ�b1 � ϵv1�
b3 � ϵv3 � δϵ

(110)

which, by solving for ϵ, yields the following thrust characteristic

polynomial pt�ϵ� (because its roots yield potential cruise T values)

�v2 − v1v3�ϵ2 � �b2 − b1v3 − b3v1�ϵ − b1b3 � 0 (111)

Notice that Eq. (111) allows for, at most, two real solutions and

upper bounds the number of possible cruise states at any given θ.
Backsubstitution of the roots of pt�ϵ� in Eq. (109) yields the cruise

points for a given θ. The following results highlight these notions.



Theorem VII.1 (ϕ-trim algorithm): For a given θ ∈ R \ I�Φ�, if
pt�ϵ� has no real roots, then Θ0�θ� � ∅. Otherwise, let ϵ1 and ϵ2 be
its real roots. Thus,� ������������

ξ1�ϵi�
p

; 0; 0; θ;
�����
ϵi
kf

r
;
ξ3�ϵi�
ϵi

�
∈ Θ0�θ� (112)

if, and only if, ϵi > 0 and ξ1�ϵi� ≥ 0.
Corollary VII.2 (on the number of cruise points): For a given

θ ∈ R \ I�Φ�, there are, at most, two distinct �x; u� ∈ Θ0 such
that x4 � θ.

Notice that Theorem VII.1 offers the possibility of computation-
ally checking for the existence of cruise points as well as their
accurate, guaranteed, and fast computation. Notice that no initial
guesses nor algorithm iterations are required. Theorem VII.1 is a
powerful tool for online planning algorithms [23] that requires fast
online computation of equilibrium points, and it provides a bullet-
proof algorithm (in comparison to general nonlinear root solver
algorithms, such as genetic algorithms and Newton–Raphson) that
outperforms other solutions.

B. Wind-Tunnel Experiments

No matter how elegant, a mathematical model is of little practical
use if not coherent with reality. Taken together, Secs. VI.D and VII.A
provide a powerful algorithm to theoretically compute preliminary
operating conditions for longitudinal flight, even (and especially) if
wind-tunnel and flight data are unavailable. If consistent with reality,
ϕ theory provides a model for supporting flight stabilization routine
implementation and immediate test flights. This avoids wind-tunnel
campaigns aimed at obtaining controls-related data and, ultimately,
speeds up development. To checkwhetherϕ theory is consistent with
reality, awind-tunnel campaign is conducted. Hopefully, consistency
leads to successful flights, which leads to less usage of wind-tunnel
campaigns in the future for control designs (of course, wind-tunnel
campaigns are still invaluable for aerodynamic design insights). The
main objective of this section is therefore comparing trim points
computed based on Sec. VII.A against real data from wind-tunnel
measurements.
Notice that, although the wind-tunnel campaign targets static

conditions, dynamic terms will apparently remain unvalidated.
Nevertheless, an equivalence between ϕ and the well-established
π-dynamic coefficients was derived in Sec. IV.B. This obviates the
intricate dynamic wind-tunnel tests for dynamic ϕ-coefficients
validation.
The experiments were conducted at the low Reynolds SabRe

closed-loop wind tunnel (Fig. 8) located at ISAE-SUPAERO and
were capable of delivering lowReynolds stable and uniform flow at a
velocity range of 2–25 m∕s, which was thus ideal for experimenting
with full-span micro air vehicles (2.4 × 1.2 × 0.8 m test section).
Forces and moments were measured by means of a calibrated five-
component internal balance.
An adapted TBV, namely, the MAVion, was manufactured for

wind-tunnel campaign purposes. Its main objectives were to enable
rigid installment of the internal balance in both configurations and to
provide a nondeformable airfoil section for aerodynamic testing. It
had a210 mm chord and a 420 mm wingspan. The elevons
corresponded to 33% of its MH45 profile chord. Figure 9 illustrates

the electronic setup counterpart. Notice that elevon deflections were

measured by means of potentiometers installed directly at the

elevons, avoiding servo measurements that were susceptible to

inaccuracy due to rod deformations and servo errors. On the other

hand, propeller speeds were measured by the dc speed controllers.

Finally, an Xbee radio module communicates telemetry and

commands to a ground station (see Fig. 10) bymeans of an embedded

ARM7-based microcontroller.

Because the test section is closed, large pitch angles may cause the

flow to impinge upon the lower vane surface. Previous work [30]

evaluated this effect and found that wall phenomena were

unnoticeable up to a 60 deg pitch. Pitch angles above this value

introduced increased blockage and wall effects. Future work could

identify corrections to dynamic pressure, lift, and drag. In the scope

of the present project, future efforts will be toward obtaining data

from indoor and outdoor flight experiments.

The dataset comprises thewind relativevelocity, elevondeflection,

and propeller rotation required to achieve static equilibrium in a given

angle of attack. The fundamental idea of the experimental procedure

is to, for each sampled α, iteratively search for values V∞, δi, and ωi

that will deliver aerodynamic/propulsion forces andmoments (notice

gravitational suppression) that will cancel gravitational forces and

moments on the flyingmodel, which has a different mass distribution

than the wind-tunnel model (that is not meant to fly). The desired

flying model mass distribution is such that the center of mass is

longitudinally located at a position 0.15c behind the leading edge,

which is motivated by a 10% longitudinal static stability margin

requirement. The results can be seen in Fig. 11.

The results validate the design by experimentally demonstrating

that the MAVion is capable of sustaining flight from 0 to 20 m∕s in
the absence of wind. Equivalently speaking, the MAVion is capable

of maintaining hover flight in adverse wind conditions up to 20 m∕s.
It is noted that maximum speed is not reached in the wind tunnel due

to internal balance strain gauge saturation. However, the steep rise in

Fig. 8 SabRe closed-loop wind-tunnel facility.

Fig. 9 TBV wind-tunnel model instrumentation.

Fig. 10 Wind-tunnel acquisition system setup.



propeller rotation speed ω for small θ in the equilibrium figures
suggests an upper bound of vn ≤ 20 m∕s. Finally, the elevator
deflection angle shows a maximum of δ � 27 deg at α � 40 deg,
which is within the range of the elevon aerodynamic efficiency. This
confirms that the propeller slipstream is strong enough to guarantee
pitch control throughout the entire transition flight envelope.
The π-theory results employ aerodynamic coefficients that are

based on truncated Fourier series of order two to fit wind-tunnel
data. Additionally, propeller force coefficients are compensated to
account for oblique airflow. Notice that ϕ theory produces
remarkably close results without resorting to wind-tunnel
campaigns. On the other hand, π theory provides a superior fit but
requires experimental data. Additionally, relatively accurate initial
guesses are necessary for convergence while numerically
computing π-theory trim points using the optimization routine
fsolve in MATLAB. In this study, ϕ theory provides initial
conditions for the π-theory trim point solver, and successful
convergence is achieved for all points of interest.

VIII. Conclusions

This paper outlines the fundamental ideas behind the newly
proposed ϕ theory and its basic properties. It is believed that this
work is the first attempt to study sufficient aerodynamic coefficients
structure in view of facilitating 1) algorithmic control design and
2) qualitative behavior study of highly maneuverable aerial
vehicles. Deliberately, ϕ theory does not pursue a more accurate
description of reality. Indeed, ϕ theory is less accurate when
compared to most other modeling approaches available in the
literature. Instead, a minimal description that is adequate and
sufficient for SOS-optimization-based guidance and control
purposes (with reasonable robustness margins) is pursued.
However, care is exercised to not oversimplify reality. This paper
aims at finding an optimal tradeoff between complexity and
usefulness (in view of control design), and wind-tunnel data to
validate ϕ theory are provided.
Hopefully, ϕ theory lays the groundwork for substantially

interesting opportunities in hybrid aerial vehicle (HAV) trajectory
planning and algorithmic control, and it renders HAVs more
accessible to the general control and robotics communities.
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