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Abstract

The optical absorption spectrum of a perylene diimide (PDI) dye in acetonitrile solu-
tion is simulated by using the recently developed (J. Chem. Theory Comput. 2020, 16,
1215 – 1231) Ad−MD|gV H method. This mixed quantum-classical (MQC) approach is
based on an adiabatic (Ad) separation of soft(classical)/stiff(quantum) nuclear degrees of
freedom, and expresses the spectrum as a conformational average (over the soft coordi-
nates) of vibronic spectra (for the stiff coordinates) obtained through the Generalized Ver-
tical Hessian (gVH) vibronic approach. The average is performed over snapshots extracted
from classical Molecular Dynamics (MD) runs, performed with a specifically parameter-
ized Quantum-Mechanically Derived Force Field (QMD-FF). A comprehensive assessment
of the reliability of different approaches, designed to reproduce spectral shapes of flexible
molecules, is here presented. First, the differences in the sampled configurational space
and their consequences on the prediction of the absorption spectra are evaluated by com-
paring the results obtained by means of the specifc QMD-FF and of a general-purpose
transferable FF with those of a reference ab initio MD (AIMD) in gas phase, in both a
purely-classical scheme (ensemble average) and in the Ad−MD|gV H framework. Next,
classical ensemble average and MQC predictions are also obtained for the PDI dynam-
ics in solution, and compared with the results of a ”static” approach, based on vibronic
calculations carried out on a single optimized perylene diimide structure. In the classi-
cal ensemble average approach, the remarkably different samplings obtained with the two
FFs lead to sizeable changes in both position and intensity of the predicted spectra, with
the one computed along the QMD-FF trajectory closely matching its AIMD counterpart.
Conversely, at Ad−MD|gV H level of theory, the different samplings deliver very similar
vibronic spectra, indicating that the error found in the absorption spectra obtained with the
general-purpose FF mainly concerns the stiff modes, since it can be effectively corrected
by the quadratic extrapolation performed by gVH to locate the minima of the ground and
excited state potential energy surfaces along such coordinates. Furthermore, in the per-
spective of studying the self-assembling process of PDI dyes and the vibronic spectra of
large-sized aggregates, the use of a molecule-specific QMD-FF also appears mandatory,
considering the significant errors found in the GAFF trajectory in the flexible lateral chain
populations, which dictate the supramolecular aggregation properties.
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1 Introduction

Perylene diimides (PDIs) dyes, Figure 1, panel a), have been widely employed as photoactive

materials, thanks to their notable chemical, thermal and photochemical stability, wide and in-
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Figure 1: a) Chemical structure of a generic PDI sensitizer: the bay and imide positions are evidenced in
red and green, respectively. b) N,N′ -bis(2-(trimethylammonium)-ethylene)-perylene-3,4,9,10-tetracarboxylic acid
bis-imide PDI molecule investigated in this work.

tense optical absorption in the visible to near-infrared spectral window and excellent charge

transport properties.1–10 Moreover, PDIs derivatives, in virtue of their tendency to form co-

facial H-aggregates,11 easily undergo self-assembling in ordered 1D nanostructures through

hydrophobic/hydrophilic and π-π stacking interactions.12–14 On the one hand, side chains (R

substituents at the imide position, see Figure 1) control the solubility of PDIs derivatives, and

can be used to optimize the molecular packing conformation, hence modulating the color and

other physico-chemical properties of the PDI aggregates.15 On the other hand, these side chains

are not expected to largely affect the absorption and emission properties, because the HOMO

and LUMO orbitals, which describe the S0→ S1 transition in a single particle picture, present

nodal planes at the imide nitrogens.14, 16 Nonetheless, modulation of the optical properties of

monomers can be efficiently obtained, when PDIs are substituted at the aromatic core, in the

bay positions (1, 6, 7 and 12 evidenced in Figure 1).15, 17

The lowest-energy excited state of a PDI monomer is usually energetically well separated

from the other bright transitions and presents an absorption maximum around 530 nm with a

strong vibronic progression. The intensity reversal between the 0→ 0 and 0→ 1 vibronic bands

is generally used as spectral signature of the formation of PDI-aggregates in solution or on semi-

conductor surfaces.10, 18, 19 Even though these aggregates are characterized by a complex pho-
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tophysics, some authors have suggested the idea that both localized excimers and low-energy

charge transfer (CT) states take part to the excited state relaxation dynamics, with a decisive

role of the packing arrangement in driving the process.20–25 After the first example by Fulton

and Gouterman26, 27 of numerically introducing vibronic coupling in aggregates models, a large

number of studies has investigated the impact of vibronic coupling on molecular assemblies

photophysics.22, 28–43

From a theoretical and computational point of view, the route to an accurate description

of the spectral vibronic features in large-sized molecular aggregates presents a number of chal-

lenging tasks: i) the configurational space sampling of the multi-chromophoric assembly ground

state; ii) the treatment of both solute-solute and solute-solvent interactions, which might require

to be included explicitly, to account for strong and local phenomena as for instance Hydrogen-

bonds; iii) the inclusion of inter- and intra-molecular quantum vibronic effects in the calculation

of the absorption spectra; iv) the necessity of considering the coupling between multiple exciton

and/or CT quasi-degenerate excited states, participating in the aggregate’s spectrum.16

Tasks i) and ii) can be tackled resorting to a classical (CL) description of the nuclear dy-

namics, which allows for the simulation of the wide time and length scale required to observe

self-assembly phenomena. Yet, as far as π-conjugated molecules are concerned, care should be

taken in selecting a proper force-field (FF) parameter set, capable to accurately describe both

monomer flexibility and intermolecular interactions, eventually leading to a reliable represen-

tation of the π-π driven aggregation. This might introduce a further obstacle, which can be

overcome by refining or fully re-parameterizing the FF, based on accurate Quantum Mechani-

cal (QM) data, as recently reported by several groups.44–49 Once the reliability of the classical

MD trajectories has been validated, a very convenient method to compute spectra of complex

and flexible systems in explicit environments is performing a Classical Ensemble Average of

Vertical Excitations (CEA-VE). It essentially consists in performing a sufficiently long and ac-

curate MD trajectory, from which a number of uncorrelated snapshots, large enough to ensure

convergence, is extracted, and successively computing vertical transition energies and intensi-

ties for each frame. In this framework, more sophisticated samplings and combination with

clustering techniques have been proposed.50–52 Within the CEA-VE framework, the explicit
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solute-solvent and solute-solute interactions mentioned in ii) can be accounted for straightfor-

wardly, for example with a quantum mechanic:molecular mechanic (QM:MM) scheme.53

Quantum nuclear effects are responsible for vibronic peaks described above but, they also

impact remarkably structureless bands, modifying the spectral maximum and increasing its

width.54–56 The most popular implementations of CEA-VE approach neglect all these effects,

although some of them can be introduced, at the cost to assume harmonic approximation, sam-

pling the Wigner distribution within the so called nuclear ensemble approach.57, 58 However, the

vibronic structures described above for PDI and its aggregates can only be simulated with a fully

quantum description of nuclear motion. Finally, tackling task iv) to achieve a proper descrip-

tion of the effect of inter-state couplings among quasi-degenerate states requires the adoption of

quantum dynamical methods based on wavepacket propagations on the coupled potential sur-

faces. To the best of our knowledge, however, there is no well established methodology merging

all these capabilities in a unique computational protocol.

In the last two decades several time-independent59–63 and time-dependent (TD)64–69 meth-

ods have been proposed to compute fully quantum spectra, but for large systems they basically

rely on harmonic approximation for the potential energy surfaces and therefore they are suited

for rigid systems rather than for flexible ones.59–64, 67, 68 On these grounds, a number of mixed

quantum classical (MQC) approaches –where quantum and classical refers to the way the nu-

clear motion is treated– have been proposed.56, 70–74 We recently introduced the ”Adiabatic

Molecular Dynamics generalized Vertical Hessian”, Ad−MD|gV H ,56 and is aimed to sim-

ulate the electronic spectra of flexible dyes in condensed phase, yet preserving their vibronic

features. At variance with most of the other approaches,71–73, 75 rather than adopting the stan-

dard solute-solvent partition scheme, the Ad−MD|gV H method is based on differentiating the

nuclear degrees of freedom in stiff and soft modes, and assuming that the former modes are

much faster than the latter (Adiabatic hypothesis). In this framework, the spectrum can be rig-

orously obtained as an average of configuration-specific vibronic spectra, computed along the

MD trajectories sampling a selected set of large amplitude soft modes. For dyes with negligi-

ble inter-state couplings, each vibronic spectrum might be retrieved by means of the gV H ap-

proach,56 a generalization of the Vertical Hessian model.76, 77 Conversely, in order to be able to
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deal with spectra of molecular aggregates properly accounting for task iv), Ad−MD|gV H needs

to be generalized substituting the engine that computes the spectra, i.e. the gV H approach, with

a methodology able to account for strong inter-state couplings.

Before any attempt to generalize the theoretical framework to obtain an accurate description

of the vibronic spectra of large-sized self-assembled PDIs, it is necessary to extensively investi-

gate the protocol performances on monomers in solution. To this end, two points require, in our

opinion, particular attention: (a) the capability of the adopted FF to properly describe both the

rigidity of PDI core and the flexibility of its lateral chains (which are expected to play an im-

portant role in the aggregation mechanism), and, (b) the accuracy of the Ad−MD|gV H method

in combination with the selected FF in properly reproducing the well-resolved vibronic struc-

ture of the spectrum of a solvated PDI monomer. In this work, the Ad−MD|gV H method will

be therefore applied in combination with a molecule-specific QM derived FF (QMD-FF), to

obtain the absorption spectrum of the N,N′ -bis (2-(trimethylammonium)-ethylene)-perylene-

3,4,9,10-tetracarboxylic acid bis-imide monomer (displayed in the (b) panel of Figure 1) in

acetonitrile (ACN), eventually validating the results through the comparison of the computed

spectra with their experimental counterparts.10 Besides setting up a sound MQC protocol to

successively tackle vibronic spectra of large π-aggregates in solution, this work is also the

occasion to present an extensive evaluation of the performance of a number of different tech-

niques, designed to reproduce spectral shapes of flexible molecules, whose interest goes beyond

the specific PDI system. In order to perform such an extended analysis, we designed a com-

putational protocol that is schematically displayed in Figure 2. More in detail, we will first

compare the predictions of our QMD-FF, parameterized on the basis of Density Functional

Theory (DFT) data specifically computed for the target PDI, to the results of a general-purpose,

transferable FF, investigating the differences in terms of the sampled configurational space and

its consequences on the prediction of purely-classical CEA-VE spectra. To have a reference to

compare with and assess the FFs capability in delivering a reliable description of the monomer

structure and dynamics, we also performed calculations in gas phase, benchmarking the results

with those obtained by an ab initio MD (AIMD) simulation. Next, we investigate the difference

among the two MD and the AIMD samplings, when combined with the Ad−MD|gV H method
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Dynamic 
(statistical average over AIMD):
• Classical average in vacuo
• Ad-Md|gVH in vacuo

Static (single conformer):
in vacuo and in solvent (PCM)

Dynamic
(statistical average over MD):

• classical average MM solvent
• classical average QM/MM solvent
• classical average PCM solvent
• Ad-MD|gVH MM solvent
• Ad-MD|gVH QM/MM solvent

GAFF

QMD-FF

MD 
(in vacuo 

and in solution)

DFT

(optimized geometry, 
Hessian matrix and 

relaxed energy scans) 
Snapshots
(in vacuo)

Snapshots
(in vacuo)

Snapshots
(in solvent)

AIMD 
(in vacuo)

Absorption Spectra 

Dynamic 
(statistical average over MD):

• Classical average in vacuo
• Ad-Md|gVH in vacuo

Figure 2: Flow chart of the MQC approach presented in this work: the integration of QM (green) and CL (MM,
orange) techniques leads to the simulation of absorption spectra (right panels) at different level of complexity, thus
allowing to unravel selected effects acting on spectral shape, as the system dynamics, the presence of the solvent
or the vibronic features. The key ingredients for the most complete description, i.e. the accurate and specific
QMD-FF and the recently proposed Ad−MD|gV H method, are highlighted in red.

to account for vibronic progressions. Finally, we compare the MQC predictions, which ac-

count for the solvated PDI dynamics, with the results of a standard ”static” approach, based on

vibronic calculations carried out upon harmonic approximation on a single optimized PDI con-

former, accounting for the solvent with a polarizable continuum model (C-PCM).78 The paper

is organized as follows: after a concise description of the MQC protocol in Section 2, we give

the computational details in Section 3 and discuss all results in Section 4; our main conclusions

are drawn in Section 5.
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2 The MQC protocol

The MQC protocol presented in this work consists in the hierarchical integration of different

QM and MM techniques: a QMD-FF parameterization of the target solute based on QM data,

MD simulations carried out with the resulting FF and, eventually, the calculation of the ab-

sorption spectra along the MD sampled trajectories. As far as the FF ruling PDI’s flexibility

(E intra
PDI ) is concerned, a specific QMD-FF intra-molecular FF is here parameterized according to

the JOYCE protocol,79–81 using the DFT database purposely computed for the target molecule,

which contains the target PDI’s optimized geometry, the equilibrium Hessian matrix and the

most relevant relaxed energy scans. A detailed description of the JOYCE parameterization pro-

cedure can be found in Section 1 of the Supporting Information or in the original papers.79, 80

Extensive MD runs, either in gas phase or solution, are then carried out exploiting the QMD-FF,

to accurately sample PDI’s conformational space through a reliable collection of system snap-

shots. Finally, the absorption spectra is obtained by applying the Ad−MD|gV H method over

the aforementioned frame collection as described in the following.

In a TD formalism, the general QM expression of the absorption lineshape LQM(ω) from an

initial electronic state i to a final one, f , is

LQM(ω) =
1

2πZvi

∫
Tr
[
µµµ i f e−itH f /}µµµ f ie

−(β−it/})Hi
]

eiωtdt (1)

Hi and H f are the Hamiltonians for the i and f states, µµµ i f their transition electric dipole moment

(with µµµ i f =µµµ f i) and Tr denotes the trace operation. β = (KBT )−1, where KB is the Boltzmann

constant, T the absolute temperature, and Zvi is the partition function of the initial vibrational

states. From equation (1), it is possible to obtain a CL approximation to the spectrum, LCL(ω),

in two steps. First, following Lax,82 we neglect the commutators between the Hamiltonians Hi

and H f and with the operator µµµ i f ,56 and, second, the quantum distribution of the system in the

initial electronic state, ρ
QM
i (Q,T ), is approximated with its CL analogue, ρCL

i (Q,T ), which can

be sampled along the MD trajectory.56 In this way we obtain the CEA-VE spectral lineshape

LCL(ω) =
1

Ncon
∑
α

|µµµ i f (Q
α,CL)|2g

(
ω−∆Ω(Qα,CL)

)
(2)

where g is a linewidth function, in condensed phase usually a Gaussian, whose width can be set
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to account phenomenologically for a number of effects missing in the model (like the quantum

nature of the nuclear motion).

To obtain the MQC spectral shape, LMQC(ω), we here resort to our recently proposed

Ad−MD|gV H method.56 According to the Ad−MD|gV H model, all nuclear degrees of free-

dom (DoFs) of the solute+solvent system can be separated in two categories: stiff modes, r,

pertaining to the dye (and to a number of selected solvent molecules, if required), and the soft

modes, R, represented by the flexible DoFs of the dye together with all the remaining environ-

mental modes. The former r set is handled at QM level, while the R collection is treated at CL

level. Concretely, as for the CEA-VE spectra, the CL configurational space ρCL
i ([R,r],T ) is

first sampled through a representative number Ncon of MD snapshots (Rα ,rα ). Next, in order to

(re-)introduce a QM vibronic treatment of the stiff-coordinates rα , we invoke an adiabatic ap-

proximation, thus assuming that R coordinates are much slower than stiff ones, which can hence

rearrange very quickly to any ∆R displacement, so that the soft R coordinates can be considered

frozen at each sampled frame α . This allows us to build, at each α , reduced-dimensionality har-

monic potential energy surfaces (PES) along the stiff-coordinates, for the initial (Vi(r;Rα)) and

final-state (Vf (r;Rα)). In order to define Vk(r;Rα) (k=i, f ), at each α snapshot we compute with

a QM:MM scheme the energy gradient and Hessian of the initial and final state for a subset of

the system coordinates, comprising all dyes atoms and a first layer of environment molecules.

Soft modes are projected out moving to a set of redundant curvilinear internal coordinates77, 83

and the applying iteratively proper projectors. Further details can be found in the original pa-

per.56 Vi(r;Rα), and Vf (r;Rα) PES can be eventually exploited to compute, through equation

(1), a vibronic quantum spectrum LQM,r
α (ω), which involves the fast coordinates r only, and is

specific for each sampled CL configuration Rα . Then, LMQC(ω) then is simply the average of

all the reduced-dimensionality vibronic spectra, LQM,r
α (ω).56

LMQC(ω) =
1

Ncon
∑
α

LQM,r
α (ω) (3)

Finally, it might be worth mentioning that the MQC equation (3) and the CL one (2) are formally

very similar. The fundamental difference is that the phenomenological lineshape g, required by

the CL lineshape LCL(ω) and with the same Gaussian shape for each sampled configuration α ,
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is substituted in LCL(ω) by the α-specific LQM,r
α (ω), i.e. without introducing any phenomeno-

logical factor. In summary Ad−MD|gV H treats at quantum harmonic level the stiff DoFs and

at anharmonic but classical level the soft DoFs (and, although in an approximate way, also the

coupling between soft and stiff DoFs, since LQM,r
α (ω) depend on α). A full quantum anhar-

monic treatment for large molecules is still out of the reach, although promising approaches

have been proposed when anharmonicty is confined to few modes.84 Anharmonic effects along

stiff DoFs could be included within Ad −MD|gV H by moving them to the ”classical” set.

Furthermore, this approach could be combined with a path-integral dynamic (instead of the

classical MD), as recently proposed in order to account for some nuclear quantum effects (but

not vibronic resolution).72, 85

3 Computational Details

3.1 MM calculations

Two different FFs have been tested in this work. First, the very popular, general-purpose, gen-

eralized AMBER force field (GAFF)86 was built by using the antechamber program available

in the AMBER16 package87 and adopting the RESP protocol for the point-charges calculated

using the HF/6-31G∗ level of theory. Then, all the GAFF topology files were transformed into

GROMACS-type files by exploiting the ACPYPE - AnteChamber PYthon Parser interface pro-

gram.88 All PDI’s intermolecular FF parameters, and those concerning the solvent (ACN) and

the counter ion (Cl−) where also transferred from GAFF.89 All GAFF parameters are reported

in the Supporting Information (see Tables A to E) or can be found in the original papers.86, 89

The second FF is conversely a QMD-FF, parametrized with respect to the DFT data for the

isolated PDI molecule. All intra-molecular PDI’s parameters were obtained with the JOYCE code,90

carried out by minimizing the JOYCE objective function I:

Iintra =
Ngeom

∑
g

Wg
[
[∆U−E intra

PDI ]g
]2
+

3N−6

∑
K≤L

W ′KL

[
HKL−

(
∂ 2E intra

PDI
∂QK∂QL

)]2

g=0
(4)

where Wg and W ′KL terms are the user defined weights, the first sum runs over the PDI g con-

formations considered in the QM relaxed scans, and ∆U is the QM internal energy. The second
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sum runs over the QM normal modes, where HKL is the QM Hessian matrix evaluated at the

equilibrium geometry (g = 0), while QK is the Kth normal coordinate. Further details about the

parameterization are included in Section 1.2 of the Supporting Information, where the parame-

ters are collected in Tables A to E, or can be found in the original papers.79–81 The LJ parameters

entering the PDI’s intermolecular term (S4) were instead transferred from the OPLS libraries as

implemented in the GROMACS5.1 package,87 whereas the point-charges were obtained again

through the RESP protocol by using the Antechamber suite. Finally, for consistency with the

PDI intermolecular parameter set, all ACN and Cl− parameters were also taken from the OPLS

FF.

Classical MD simulations for both the isolated PDI molecule in gas phase (GP) and the sol-

vated system in ACN solution (PDI@ACN) were performed by exploiting the GROMACS5.1 En-

gine.87 In GP, both FFs have been employed in the NVT ensemble for 10 ns, by imposing a

timestep (ts) of 0.1 fs and a temperature of 300 K, through the use of the Berendsen thermo-

stat.91 Turning to condensed phase, a PDI@ACN system, composed of the PDI solute, two

Cl− counterions, and ∼ 1000 ACN molecules, was initially minimized to remove bad contacts

and thereafter thermally equilibrated for ∼ 2 ns at 300 K in the NVT ensemble. The final NPT

production runs were carried out at 1 atm and 300 K through the Parrinello-Raman92 and the

v-rescale93 schemes by using coupling constants of 0.1 ps and 1 ps respectively and applying

periodic boundary conditions. Also for the simulations of the PDI@ACN we set the timestep

to 0.1 fs and the cutoff radius for the Coulombic charge-charge and LJ terms to 11 Å whereas

we accounted for the long-range electrostatics interactions by means of the particle mesh Ewald

(PME) procedure.

All the MD trajectories were stored in sets of 100 α-conformations, equally spaced in terms

of time, and used first to investigate the statistical behaviour of key structural parameters, and,

next, to compute the final spectra. Furthermore, in order to evaluate the extent of the first solva-

tion layer, we analyzed the MD runs to compute the atomic pair correlation functions, gαβ (r),

between selected α and β atoms, of the PDI solute and the solvent molecules, respectively.
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3.2 QM calculations

QM static calculations were carried out with GAUSSIAN1694 package, whereas the Terachem

software95–97 was employed for the GP AIMD run. For all the DFT/TD-DFT calculations

discussed here the CAM-B3LYP functional98 in combination with the 6-31G∗ basis set was

adopted.

We note that, despite slight differences regarding implementation details and default com-

putational settings adopted are expected between Gaussian and Terachem calculations, we have

checked that both codes provide negligible variations in both the computed energy (about 0.6

kJ/mol) and optimized geometries (RMSD ' 0.05 Å), thus ensuring a trustful comparison. To

obtain the data for the QMD-FF parameterization, the PDI molecule ground state was fully

optimized and the resulting geometry stored together with its Hessian matrix. The Grimme’s

Dispersion DFT-D3 correction99 was also adopted: notwithstanding its effect is expected to be

negligible on the isolated PDI monomer, reliably accounting for dispersion interactions may

become decisive when investigating π-aggregates, which is the future goal of our work. Addi-

tionally, a number of relaxed torsional energy scans were also carried out at the same level of

theory, optimizing all coordinates except the scanned flexible chain dihedrals, δµ , entering in

equation (S7). To partially screen the electrostatic repulsion of the lateral chains due to the +2

charge of the PDI molecule, both geometry optimization and relaxed scans were carried out in

an implicit solvent adopting the conductor-like polarizable continuum model (C-PCM).78

To retrieve the energy, gradients and Hessian matrix in initial (ground) and final (excited)

PDI’s electronic states, needed for the simulation of the vibronic absorption spectra within the

Ad−MD|gV H formalism, DFT and TD-DFT calculations were, respectively, carried out, ei-

ther for the GP or PDI@ACN system, at each configuration extracted from the MD trajectories.

CAM-B3LYP/6-31G∗ AIMD simulations have been performed on the isolated PDI in GP start-

ing from the optimized structure of PDI, which has been obtained at the same level of theory.

The AIMD simulations have been conducted for 103 ps in the NVT ensemble, where the first

3 ps have been used for equilibration and hence discarded, using a timestep of 0.1 fs and set-

ting the temperature to 300K, by using the Bussi-Parrinello Langevin scheme and imposing a

damping time of 200 fs. In the following, the AIMD trajectory will be labeled as “DFT”.
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3.3 Absorption Spectra

Embedding schemes

Absorption spectra were computed for both the isolated monomer and the solvated PDI@ACN

system. For the former system, GP MD (GAFF and JOYCE) and AIMD (DFT) trajectories were

employed. Conversely, to account for the embedding effects, several protocols of increasing

complexity were applied to each MD snapshot extracted from the PDI@ACN runs:

i) C-PCM: All the ACN molecules and Cl− counterions are removed from each frame, and

the solvent effects accounted for at C-PCM level, considering ACN and the less polar

diethyl ether (see Supporting Information).

ii) EEpc: Following an Electronic Embedding (EE) scheme, all the solvent molecules and

counterions within a large cut-off radius of 20 Å from the PDI center of mass are included

in the calculation as point-charges (pc).

iii) QM:MM/EE: The embedding environment is included according to a mixed QM:MM/EE

scheme, where the QM:MM model was built according to the ONIOM approach, consid-

ering the solute in the model system (high layer) and by including the first solvation

shell, determined by the gαβ (r) correlation functions, into the real system. The latter

is described at MM level making use of the same parameters obtained for the GAFF or

JOYCE FFs. Finally, the EE scheme consisted as usual in including all ACN and Cl−

atoms within the large 20 Å radius as point charges.

iv) QM/EE:The solvent molecules and the counterions are treated using a mixed QM/EE ap-

proach, for which the solvent molecules of the first solvation layer are explicitly included

in the KS Hamiltonian, while the remaining solvent molecules, within a 20 Å radius, are

included as point charges.

CEA-VE spectra

CEA-VE spectra are obtained, for both GP and PDI@ACN systems, by computing the vertical
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transition energies and intensities over the 100 snapshots sets extracted either from the GAFF,

JOYCE or DFT trajectories. The final spectral shape is retrieved according to equation (2), using

a phenomenological convolution with a Gaussian functions having with HWHM=0.05 eV. For

the solvated system, C-PCM, EEpc and QM/EE schemes were separately employed for both

FFs.

Ad−MD|gVH spectra

All the configuration-specific vibronic spectra, necessary for the Ad−MD|gV H calculations,

have been obtained for both GP and PDI@ACN systems in Franck-Condon approximation, with

FC classes3.0,100, 101 available upon request as β release. For each snapshot, the code com-

putes the vibronic spectrum at 300 K with the TD formulation.64–69, 102 To this end it reads ener-

gies, gradients and Hessian of the initial and final electronic states computed over the snapshot

sets, and builds up the reduced dimensionality gV H model by projecting out the soft modes. The

spectra for the different snapshots are then averaged to obtain the final Ad−MD|gV Hspectrum

according to equation (3). It accounts explicitly for possible broadening mechanisms, like the

inhomogeneous one, hence, in principle, it does not require the adoption of any phenomeno-

logical Gaussian. In practice, since the sum over conformations, α , is necessarily finite, the

average arising from Eq. 3 may display some noise. Therefore, in order to compensate the

limited conformational sampling and obtains smooth profiles, Lα,q
r (ω) spectra are convoluted

with a narrow a Gaussian with HWHM=0.01 eV. We showed in ref.56 that this procedure only

removes the noise but does not alter the overall shape and width and of the spectrum. As far as

the PDI@ACN system is concerned the solvation scheme QM:MM/EE was adopted since we

recently demonstrate the necessity to use a three-layers set up in order to minimize the spurious

imaginary frequencies. In particular, the LJ interactions, that are included in the treatment of

the first solvation layer, were found fundamental to properly polarize the QM wave-function.

The effect of the mutual solute/solvent polarization on the transition energies was accounted

with a mixed approach in which vertical excitations are computed with the QM/EE scheme, in-

cluding the first solvation shell in the QM region, while the first and second energy derivatives

are obtained from the QM:MM/EE scheme. For sake of simplicity, in the context of vibronic

spectra, in the following, we will refer to this mixed approach as QM/EE.
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4 Results

4.1 PDI structure and dynamics
4.1.1 Gas phase

Depending on the relative orientation of the aliphatic side chains with respect to the perylene’s

plane, DFT optimizations indicate the presence of two possible minima, corresponding to the

syn or to the anti conformer (left a) panel in Figure 3). These isomers are almost degenerate,

C5
C4 C3

C2 C1
N1C7 C6

C4 C3
C5 C2 C1

a) b)

Figure 3: a) DFT optimized structure of the PDI anti-conformer; b) Atom labels used in QMD-FF parameteri-
zation for the PDI aromatic core.

with an energy difference of ∼ 0.1 kJ/mol, and, besides the relaxed scans, only the Hessian

matrix of the anti conformer was considered to build the QMD-FF.

Figure 4 compares the torsional relaxed energy scans computed at DFT level with the cor-

responding MM scans, obtained by using either the GAFF of the JOYCE FF. As expected, the

torsional profiles obtained by the QMD-FF better compare with DFT with respect to the ones

calculated using GAFF. In particular, for δ1 and δ2, the most stable minima predicted by GAFF

(90◦ and 180◦ , respectively) correspond to maxima (δ1)) or higher energy local minima (δ2))

of the QM torsional profile and, in general, the energy barriers between the different minima

are underestimated, thus favoring the inter-conversion between the syn and anti conformers.
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Figure 4: Comparison between QM torsional relaxed energy scans (red lines) and the relative
MM relaxed profiles computed for the JOYCE (blue) and the GAFF (green) FFs. Each of the
monitored PDI’s flexible dihedrals is evidenced in the right insets as a orange arrow, and the
heavy atom quadruplets used for their definition highlighted in green.

To further gauge the quality of the two considered FFs, we analysed the first 100 ps of the

classical MD trajectories in GP, in comparison with the reference AIMD run. The conforma-

tional changes, sampled every 0.1 ps, have been monitored by considering the most relevant

bond lengths of the PDI conjugated core (Table 1) and the flexible chain dihedrals (Figure 5).

While the former are important for the accurate prediction of the absorption spectrum, as the

S0→ S1 transition is localized on the planar perylene core,16 the distribution of the flexible di-
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hedrals along the MD runs is expected to be crucial in dictating the self-aggregation properties.

Data in Table 1 show an overall good match between the JOYCE and the DFT distributions,

whereas GAFF predicts less accurate bond lengths, especially for the C5-C5 and the N1-C1

bonds (see Figure 3 for label definition), where significant differences around 0.05 Å are found.

These discrepancies arise from the transferability requirements of the general purpose nature

DFT JOYCE GAFF DFT JOYCE GAFF
N1-C1 1.407±0.029 1.399±0.031 1.360±0.024 C5-C5 1.476±0.029 1.473±0.030 1.412±0.023
C1-C2 1.476±0.029 1.473±0.032 1.498±0.028 C2-C6 1.417±0.025 1.413±0.027 1.393±0.024
C2-C3 1.379±0.024 1.377±0.027 1.392±0.025 C6-C7 1.420±0.026 1.419±0.030 1.409±0.023
C3-C4 1.401±0.026 1.398±0.026 1.391±0.025 C5-C7 1.429±0.026 1.428±0.028 1.412±0.024
C4-C5 1.389±0.024 1.387±0.026 1.407±0.025

Table 1: Bond lengths (Å) distributions and standard deviations computed from the PDI tra-
jectories in vacuo, considering either MD ((GAFF or JOYCE) or AIMD (DFT) runs. The atom
labels refer the ones defined for the JOYCE FF, shown in Figure 3

of the GAFF FF, where only three different atom types are used to describe the PDI core: one

atom type for N, one for the carbon bearing the oxygen atoms (C) and one for the remaining

carbon atoms (CA, see Figure S1 in the Supporting Information). As evident from Table B,

this severely limits the capability of GAFF to account for different single (or double) bonds

within the perylene core, with the inevitable consequence of the poor description of the bond

length alternation with respect to the QM reference.103 Conversely, as detailed in the Support-

ing Information and in Figure 3, a more specific atom type assignment can be adopted in the

construction of the QMD-FF, in turn leading to the larger variety of stretching (and bending)

parameters emerging from the comparison of the two FFs. As is apparent, despite the simplicity

of the model harmonic function, JOYCE QMD-FF is able to reproduce the DFT distributions,

indicating a negligible impact of the anharmonic effects.

Figure 5 shows the population distribution of the chain flexible dihedrals δ1-δ3 obtained

with the two FFs and along the reference AIMD trajectory. As suggested from the torsional

energy profiles shown in Figure 4, the main lack of the GAFF trajectory in reproducing dihedral

dynamics consists in predicting δ1 in a wrong position, centered at ∼ 90◦ (instead of ∼ 75◦/

∼ 105◦, where the QM minima are located) and delivering for δ2 an asymmetric distribution

around 0◦. On the contrary, the δ1 and , in particular, δ2 QMD-FF distributions are more closely
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Figure 5: Dihedral distributions computed along the AIMD (DFT) and MD (GAFF, JOYCE)
trajectories. The labels of the flexible dihedrals are given in Figure 4.

related to the QM profiles and torsional minima, even if the AIMD simulation seems to indicate

lower potential barriers, being the predominance of one peak with respect to the others less

pronounced. These differences might arise from the coupling between these torsions, which is

neglected in both GAFF and JOYCE FF. Despite such effect has been implemented in the most

recent version of the JOYCE procedure,81 we chose not to use FF explicit coupling functions,

in favour of a more fair comparison between the two tested FFs. Finally, it is worth mentioning

that, although this analysis is performed over short MD trajectories, it appears to be sufficient

to explore the PDI’s PES, as shown in Figures S8-S12 in the Supporting Information, where

the data obtained from longer MD simulations (∼ 10ns) do not present notable changes on the

overall character of the short-run distributions.

18



4.1.2 Solution

MD simulations in solution (ACN) revealed even more remarkable differences between GAFF

and JOYCE FFs. The comparison between the population distribution of selected internal fast

coordinates is reported in Table L and Figures S13-S16 in the Supporting Information and

essentially confirm the results obtained in GP, being the stiff modes less sensitive to the solvent.

The distributions of the flexible dihedrals are conversely expected to be more effected by the

presence of the solvent. In particular, the exchange rate among different minima is usually
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Figure 6: Dihedral distributions computed from the PDI@ACN MD runs by using the GAFF
FF and the JOYCE FF. The labels of the flexible dihedrals are given in Figure 4.

higher in solution compared to GP, because the interactions with the solvent might help in

overcoming the energy barriers. For this reason, the δ1-δ3 population distribution, obtained for
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the PDI@ACN system with both FFs, is shown in Figure 6 along the whole [-180◦-180◦] range.

As far as δ1 is concerned, JOYCE FF yields two equally intense peaks centered at ∼75◦ and

∼105◦ , in agreement with two degenerate minima revealed by the QM torsional profiles. On

the contrary, as evident in the left top panel, GAFF FF is characterized by two peaks of different

intensity, centered at ± 90◦ , meaning that the molecule is visiting the syn conformation, as a

consequence of the underestimated syn/anti inter-conversion barrier (see Figure 4). On the

same foot, GAFF predicts the local minimum of the δ2 dihedral at 180◦ to be remarkably

more overpopulated with respect to the real minimum at ∼75◦ . The conformational analysis

presented here, in line with the results obtained in GP, highlights the limitations that could arise

from the blind use of a general purpose FF: both the bond length alternation within the perylene

core and the flexibility of the side chains are poorly described, possibly delivering inaccuracies

in the calculation of the optical and aggregation properties. In the following, we will discuss the

first point, that is the accuracy of the absorption spectrum prediction, by using different levels

of approximations.

4.2 Absorption Spectra
4.2.1 CEA-VE

As previously noted, the conformational analysis carried out on the short (100 ps) and long (10

ns) MD runs in GP did not reveal, within the same FF description, any significant differences.

For this reason, the short MD runs carried out in vacuo can be confidently used to further

assess, with respect to AIMD, the quality of the two FFs concerning the calculations of the

optical properties. The three 100 ps trajectories (DFT, GAFF and JOYCE) have been sampled

by extracting a configuration every 1 ps, computing, to build CEA-VE spectra, the vertical

transition energy and its intensity. As expected, the good agreement found between JOYCE and

DFT descriptions of the PDI core’s structure is reflected in the spectra shown in Figure 7. In fact,

both the position and the shape of the JOYCE spectrum almost coincide with the ones computed

along the DFT trajectory. On the same foot, the discrepancies emerged in the average values and

distribution of key internal coordinates, cause GAFF to deliver a significantly (∼0.3 eV) red-

shifted spectrum, with an overestimated intensity, as revealed by Figure S18 in the Supporting
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eV.

Information, where, instead of the molar absorbivity, ε(ω) = CωL(ω), the lineshape L(ω)

given in equation (2) is considered.

Turning to the simulations in acetonitrile, as detailed in section 3.3, we tested different

schemes to take the solvent into account and Figure 8 collects the resulting CEA-VE spectra.

As evident from the first two top panels, when the solvent is accounted for with a given solvation

scheme, the GAFF, panel a), and JOYCE, panel b), FFs behave rather similarly with respect to

their GP reference spectra. It appears for instance that in both cases the simple EEpc scheme,

based on bare point-charges, only predicts a negligible effect, i.e. a slight blue-shift of less

than ∼ 0.01eV. Furthermore, when the first solvation layer is included in the QM calculation

(QM/EE scheme), both FFs show a more significant red-shift, of ∼ 0.1eV, in the absorption

maximum with respect to GP spectra. This is in line with experimental evidences, which indi-

cate, for a series of perylenes, a bathochromic shift of the order of 0.06− 0.08 eV, increasing
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Figure 8: a) CEA-VE spectra computed along the GAFF trajectories: comparison between GP and PDI@ACN,
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the JOYCE trajectories; c) Comparison of the PDI@ACN spectra computed using the QM/EE scheme with the
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having FWHM of 0.1 eV.

as the solvent polarity increases.104, 105 Interestingly, results similar to the QM/EE scheme,

can be also obtained with an implicit description of the medium, as in the C-PCM scheme:

the main solvent effects seem to be captured, with an overall good agreement with the explicit

QM/EE approach obtained at a significantly lower computational cost. It is important to stress,
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however, that implicit solvent schemes can hardly provide a reliable description of PDI self-

assembly, nor be used to monitor a possible dynamical solvent response106 in the π-π driven

aggregation process. Furthermore, the performances of implicit models for the prediction of

solvatochromic shifts in solvents capable of forming hydrogen bonds like ACN would need a

careful evaluation.107 In these cases, a popular recipe adopts hybrid models where a cluster

comprising the solute and few solvent molecules (undergoing specific interactions with the so-

lute) is embedded in PCM. This model is computationally cheap and surely useful, although

the lack of the second solvation shell usually induces an overestimation of the solute-solvent

interactions.108 These cluster models have also been used for vibronic calculations, showing

that they may be challenged by large amplitude anharmonic motions of the solvent molecules,

possibly overestimated by the lack of the second shell molecules.54 Ad−MD|gV H method

solves this issue at the cost to describe solvent motions classically.56

In the bottom panel of Figure 8, we eventually compare the CEA-VE spectra computed with

the most refined model (QM/EE), with the one experimentally recorded in ACN.10 While the

JOYCE-based spectrum is appreciably blue-shifted, (0.28 eV or 0.21 eV considering either the

maximum or the first moment, as recommended in ref.109), an almost perfect agreement with

experiment is obtained by using the GAFF trajectory (first moment: -0.08 eV, maximum: +0.04

eV). Based on the results of both the conformational analysis and the performances of the GP

spectra with respect to the AIMD reference, this result is rather surprising and documents a

fortuitous error cancellation, similarly to what recently reported for a metallo-organic dye com-

plex.110 On the one hand, the ∼0.3 eV red-shift found in GAFF-based spectra of the isolated

PDI with respect to reference AIMD, evident in Figure 7, is due to the inaccurate bond lengths

and angles of the perylene core, yielded by the GAFF simulations. Given the scarce flexibility

of the π-core, it can be therefore expected that the spectra in solution will be affected by such a

bias in a rather similar way. On the other hand, in the calculation of the excitation energy a blue-

shift of about the same magnitude was reported for the CAM-B3LYP functional with respect to

the experiment.16 In summary, even if accounting for vibronic effects actually sensibly reduces

the CAM-B3LYP deficiency (see next section), at CEA-VE level its combined effect with the

error due to the geometrical inaccuracies leads, in the case of the GAFF, to the fortuitous very
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good agreement appearing in Figure 8. Nonetheless, the most important conclusion that can be

drawn from the bottom panel, is the confirmation that, regardless of the employed FF, the CEA-

VE approach is not able to reproduce the PDI vibronic progressions, which instead requires to

take into account the coupling between electronic and vibrational quantum states explicitly, as

discussed in the next section.

4.2.2 MQC spectra

Figure 9a displays the Ad−MD|gV H spectra calculated by averaging over the 100 snapshots ex-

tracted from the DFT, GAFF and JOYCE MD trajectories in GP (100 ps runs). All the individual

vibronic spectra, computed at each frame, are displayed in Figures S21-S23 of the Supporting

Information. Both GAFF and JOYCE predictions are very close to the reference DFT spectrum:

a quite remarkable result because, as evidenced in Figure 7, at CEA-VE level the GAFF spec-

trum is off (red-shifted) by ∼ 0.3 eV, due to the wrong sampling of the distribution of the stiff

coordinates. This finding shows that Ad−MD|gV H makes a very good job in recovering such

an error. This is possible because, at each snapshot, the gV H method reconstructs harmonic

PES along the stiff coordinates, by extrapolating the equilibrium geometry from the gradient

and Hessian. Since stiff coordinates have short-amplitude oscillations, this procedure reveals

to be quite accurate even starting from significantly displaced geometries, like those sampled

by GAFF. Results are expected to be different for systems with larger anharmonicites and cou-

plings between soft and stiff coordinates. A more detailed analysis shows that the GAFF peaks

maxima are slightly blue-shifted, while JOYCE’s ones slightly red-shifted, but closer to the ref-

erence. The intensity of the JOYCE spectrum is only apparently slightly smaller. Actually, the

integrated intensity of JOYCE spectrum is extremely similar to the AIMD reference, indicating

that the slightly smaller maxima are compensated by a slightly broader spectrum. JOYCE vi-

bronic spectrum in fact becomes more intense than the DFT one at energies∼> 3.1 eV. At vari-

ance, as shown in Figure 7, the total intensity of GAFF spectrum is truly, though very slightly,

higher. On the balance, however, the vibronic peaks are quite well resolved along all three

trajectories, they have a very regular shape and a quite similar width. The fact that vibronic res-

olution is preserved after an average over 100 snapshots indicates that no spurious broadening
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Figure 9: a) Ad−MD|gV H spectra computed in GP along the AIMD and MD trajectories. The
simple vibronic spectrum (OPT) computed for the single optimized PDI is also reported for
comparison; b) Comparison among GAFF and JOYCE based Ad−MD|gV H spectra computed
for the PDI@ACN system with the QM:MM/EE scheme, the OPT spectrum in PCM, and the
experimental one; c) Effect of the solvent model scheme on the Ad−MD|gV H PDI spectra in
ACN computed along the JOYCE trajectory. The experimental spectrum10 is also reported for
comparison. In all panels, the single vibronic spectra concurring in the Ad−MD|gV H line-
shape were calculated by including the torsions of the alkyl chains in the classical set, and
considering an FWHM of 0.01 eV.
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mechanism due to excessive fluctuations of the molecular structures occur either during classi-

cal MD runs. This is especially noteworthy in the QMD-FF case, considering that JOYCE FF

was built over a much smaller set of internal coordinates with respect to GAFF, avoiding for

instance the burden connected in the inclusion of all nonbonded intramolecular distances, as

discussed in more detail in the Supporting Information. Finally, it should be noted that in the

Ad−MD|gV H spectra shown in Figure 9, all vibrational DoF were treated at quantum level,

except the δ1–δ3 torsions of the flexible lateral chains and the rotations of the methyl groups,

which were included in the classical set. In Figure S19 of the Supporting information we show

that treating all independent dihedrals of the lateral chains (i.e. including also pyramidalizations

and out-of-plane motions) as classical coordinates leads to only marginally different spectra. It

is also interesting to compare the predictions of Ad-MD|gVH with a standard static vibronic VH

approach, in which the spectrum is computed assuming harmonic approximation for all DoFs.

Panel a) in Figure 9 displays such spectrum (OPT, black line), and shows that it is indeed quite

similar to the Ad−MD|gV H ones, both in its position and overall shape. However the static

vibronic spectrum is more resolved and the bands are slightly narrower. The same behaviour is

observed considering the average of Boltzmann static spectra at all the local minima along the

flexible torsions (Figure S20 in the Supporting Information). This finding suggests that fluctua-

tions of the lateral chains do induce a broadening, captured by the Ad−MD|gV H methodology,

but this is minimal, in agreement with the scarce dependence of the spectra on the nature of the

side chains argued in refs. [14, 16]. This also explains why the low-energy peaks of the static

spectrum appear higher, although the total intensity of the spectra is practically identical.

Figure 9b plots the Ad−MD|gV H spectra computed in ACN along the GAFF or JOYCE tra-

jectories using the QM:MM/EE solvent scheme, and compares them with the experiment.10 In

this case, beside the torsions of the lateral perylene chains also all solvent DOFs were included

in the classical set. The figure also reports the results of a static vibronic computation with

the VH method, obtained describing solvent effects with C-PCM (OPT). Ad−MD|gV H spec-

tral shapes are in good agreement with experiments, apart from an overestimation of the vi-

bronic progression, i.e. of the relative intensity of the excited bands with respect to the lowest-

energy (0→ 0) one. Such an overestimation is even slightly larger with C-PCM and can be
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thus ascribed to the use of CAM-B3LYP. As observed in GP, also in the PDI@ACN sys-

tem Ad −MD|gV H delivers spectra of rather similar quality, when applied to either GAFF

or JOYCE trajectories. Focusing on the spectral position with respect to the experiment, MQC

spectra are blue-shifted by ∼ 0.2 eV in combination with JOYCE and slightly more with GAFF.

Moreover, comparison of Figures 9a (GP) and 9b (ACN) shows that describing the solvent at

QM:MM/EE level does not significantly affect either the spectral shape or the position. The sit-

uation is different when the static OPT approach is employed. C-PCM clearly does not describe

the molecularity of the solvent, but it accounts for mutual solute/solvent polarizations which,

on the other hand, are neglected in the QM:MM/EE model. The OPT/C-PCM scheme (in non-

equilibrium regime, as recommended in ref.62) indeed predicts a remarkable solvent red-shift

of ∼ 0.11 eV in line with experiments. Despite the improved agreement with the experimental

peaks position, the reliability of (linear response) C-PCM in accounting for the specific solvent

shift in ACN should be taken with care, considering the failure of the same model in reproducing

the experimental shift104, 105 between ACN and diethyl ether, as displayed in Figure S24.

Finally, it is worth noticing that the prediction of OPT/C-PCM is strongly dependent on the

adopted solvation regime: Figure S25 in the Supporting Information shows that switching from

the non-equilibrium regime (usually adopted for vertical transitions but quite slower for vibronic

spectra, due to the numerical calculation of the Hessians implemented in GAUSSIAN16) to the

equilibrium regime (the default choice for optimizations and Hessians and much faster) worsens

the overestimation of the vibronic progressions and the position of the spectrum, remarkably

increasing the shift with respect to GP to ∼0.35 eV.

In order to incorporate in the Ad−MD|gV H spectra the effect of the mutual solute/solvent

polarization, accounted in average by C-PCM, we repeated the calculations along the JOYCE tra-

jectory adopting the more refined QM/EE model scheme, as defined for the vibronic calcula-

tions in section 3.3. Figure 9c shows that the mutual polarization of solute and solvent molecules

red-shifts the spectrum, by ∼ 0.08 eV, approximately halving the error with respect to the

experiment. It is noteworthy that the adopted procedure does not describe the effect of the

solvent/solute polarization on the spectral shape: in order to do it within the Ad−MD|gV H

scheme, it would be necessary to recompute with a QM/EE protocol not only the energies but
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also the gradients and Hessians of the initial and final states at each snapshot. This would be

extremely costly and is beyond the aims of the present work.

5 Conclusions

An original MQC procedure,56 recently proposed by us to tackle absorption spectra of flexi-

ble dyes in condensed phase, is here applied to a PDI dye in acetonitrile solution. The Ad−

MD|gV H procedure yielded an electronic absorption spectrum which correctly exhibited a pro-

nounced vibronic structure, within a good accuracy with respect to the experimental spectrum,10

thus overcoming the intrinsic inability of the standard CEA-VE approach to handle vibronic

features. Considering the most refined procedure adopted, we eventually obtained quite accu-

rate results, with an error on the position of the vibrationally resolved spectrum around 0.1 eV,

which was ascribed to the employed CAM-B3LYP functional, also responsible for the overes-

timation of the vibronic progressions. Therefore, here we show that Ad−MD|gV H is a solid

methodology for forthcoming investigations of the spectroscopy of PDI aggregates.

On more general grounds, the different schemes and options explored during this compu-

tational study, allowed us to draw a number of conclusions, whose interest goes beyond the

application to the PDI species. First, as far as the FF’s accuracy is concerned, GAFF and

JOYCE FFs lead to remarkably different samplings, and this is reflected in the CEA-VE spec-

tra computed along the two trajectories. In the gas phase, at difference with JOYCE, whose

spectrum coincides with that computed along the AIMD trajectory used for reference, GAFF

is red-shifted by 0.3-0.4 eV. The reason can be traced back to an intrinsic inconsistency in the

application of CEA-VE methodology in combination with MD driven by a general purpose FF.

CEA-VE is in fact based on the application of the classical FC principle. According to it, one

should select a level of theory, sample the minimum region in the ground state and then compute

the vertical transitions. This is what is done with the AIMD carried out with the CAM-B3LYP

functional, and with the JOYCE FF, built to minimize the differences with the DFT PES. On

the contrary, GAFF describes a different PES, consequently inducing the MD runs to explore

a configurational space that does not correspond to the minimum region of the DFT potential.

Nonetheless, when the solvent is introduced, the GAFF spectrum at CEA-VE level seems to be
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in better agreement with the experimental one. We have clearly shown that this is the effect of a

fortuitous compensation of errors. On one side a wrong sampling, on the other side the fact that

vibronic contributions are neglected and CAM-B3LYP overestimates the transition energies.16

Turning to MQC spectra, in gas phase Ad−MD|gV H delivers similar results with all three

samplings, thus correcting the inherent errors found for GAFF. Beside being another important

advantage of our procedure, this finding is quite instructive, because it unveils that for PDI the

errors of GAFF sampling more relevant to the spectrum concern stiff modes. This is the rea-

son why they can be corrected by the quadratic extrapolation performed by gV H to locate the

minima of the initial and final PES along the stiff coordinates. When the solvent is introduced,

if a not-polarizable point-charge embedding model is considered, interestingly, none of the tra-

jectories is able to produce a spectrum with the expected solvent shift with respect to the gas

phase. In fact, we demonstrated that mutual solute-solvent polarization is indeed important to

reproduce the solvent shift, and it was introduced in our procedure by considering a first QM

solvation shell. In this particular case, our calculations indicate that these effects could also

be inserted with specific settings of the C-PCM, but we do expect this will not be the case for

π-aggregates, where the molecularity of the solvent will be important and PCM cavities may

be unphysically large. As an additional general observation, it is also worth highlighting that

our results document that accounting for the quantum nature of the stiff modes does not simply

introduce vibronic resolution: in fact, once the vibronic effects are taken into account, a net red-

shift of the spectrum maximum, also described in literature,109 is predicted by∼ 0.2 eV , both in

gas and in ACN, strongly improving the agreement with experiment. Many recent works have

highlighted the necessity to adopt mixed approaches to introduce solvent effects on electronic

spectra, based on multiscale QM:MM partitions. In this way, the effect of the extension of the

QM partition on the description of solvent shifts,111 solvent broadening,75 or other photochem-

ical properties,112 has been investigated. From the methodological point of view, beside the

possibility of combining explicit and continuum models,113 recent progresses have been made

in the use of ab initio dynamics with non periodic boundary conditions,114 polarizable force

fields,115, 116 or clustering methods combined to the perturbation matrix method to recover the

effect of local fluctuations of the environment.51, 52 Interestingly, most of the proposed compu-
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tational protocols are often indicated as MQC, with implicit reference to the description of the

electrons, or more precisely, to whether solute/solvent interactions are computed according to

quantum mechanics or with force fields.115, 116 Here on the contrary, as done also in refs. 71,85,

we mainly focused on a different aspect of the problem, i.e the need for a MQC description of

the nuclear motion. These two research topics are clearly related and it is easy to foresee that in

the next years the different developments in the two fields will be combined in innovative ways.

Finally, focusing again on the present application, the similarity of the Ad−MD|gV H spec-

tra obtained from the GAFF and JOYCE based trajectories, clearly confirms that a reliable

description of the lateral pendants is not really required for an accurate spectrum of the PDI

monomer, considering the significant errors in the flexible lateral chain GAFF populations, re-

vealed by our conformational analysis. This is further corroborated by the comparison with full

quantum static vibronic calculation that treats also the soft coordinates as harmonic quantum

modes: the good agreement with the Ad−MD|gV H spectrum shows that they just induce a

very limited broadening. Yet, even if in the specific case the flexibility of the lateral chains has

a mild effect on the spectrum, their reliable description is expected to have a larger impact on

the spectra of aggregates. On this respect the fact that JOYCE FF is able to properly reproduce

both the oscillations of stiff modes and the flexibility of the soft ones is very promising: the

extension of the Ad−MD|gV H procedure in combination with JOYCE to the study of aggre-

gates is currently in progress. The major step is to substitute the engine for the computation of

vibronic spectra in case of negligible inter-state couplings (gV H) with a model that explicitly

account for such couplings like Linear vibronic coupling (LVC) models117, 118 and exciton+CT

models.

Supporting Information

Details on the FF parametrization including a complete list of FFs parameters, analysis of the

MD trajectories and atomic radial pair functions calculated between the PDI and the solvent

molecules. Absorption lineshape and integrals computed from the PDI MD runs in GP. Calcu-

lated Ad−MD|gV H spectra considering all chain dihedrals as classical coordinates. Compar-

ison between the Ad−MD|gV H spectra and the average of Boltzmann static spectra. Effects
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on fully quantum spectra due to PCM models (equilibrium and non-equilibrium) and PCM sol-

vents (ACN and ether). Vibronic spectra computed for each individual snapshot along the PDI

MD trajectories.
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