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#### Abstract

A trajectory optimization problem is examined to determine the most fuel-efficient rendezvous trajectory between spacecrafts in different orbits. To explore the whole range of feasible solutions, the wait time and the total time of flight are treated as free parameters while the initial and transfer orbits are not restricted to a particular one. To improve the accuracy of the numerical computation, the Kepler's time of flight equation is posed in terms of universal variables while the Lagrange coefficients are employed to obtain three-dimensional orbit information. The optimal rendezvous trajectory is then obtained enforcing the determined necessary conditions to be satisfied given only the initial state vectors of the involved spacecrafts. Two optimal rendezvous trajectories between a Sample Return Orbiter (SRO) and an Orbiting Sample Container (OS) are computed in the context of a future Mars Sample Return mission to demonstrate the reliability of the proposed solution. Finally, orbital perturbations due to the real shape of planet Mars and the solar radiation pressure are taken into account to determine the additional energy required to compensate these perturbations while performing the rendezvous manoeuvre.


## 1. Introduction

### 1.1. Context

Mars exploration is a milestone in the Global Exploration Roadmap proposed by the International Space Exploration Coordination Group [1] as is a common interest in the future exploration activity by several international agencies. It provides global opportunities for scientific study and technological advancement and features at first robotic missions with the long-term goal of crewed landers on Mars [2] as a logical step for expanding human presence in the solar system. To enable sustainable human missions, a better understanding of environmental conditions and potential in-situ material utilization [3] shall be conducted by analysing samples from planetary surface.

Consequently, a Mars Sample Return mission [4-6] is perceived as a powerful way to answer most of the open questions about the red planet, enabling the international network of scientific laboratories and research facilities to conduct detailed analysis directly on the collected samples. The latest proposals for such a mission [5,7] subdivide the complex task into four different phases: samples collection from the surface of Mars and sealing in an Orbiting Sample Container (OS),
launch of the OS in a parking orbit around the red planet, capture of the OS by a Sample Return Orbiter (SRO) and return of the SRO towards the Earth.

Due to multiple constraints on the SRO manoeuvring capabilities [8], the most fuel-efficient transfer trajectory to capture the passive OS has to be determined in order to increase the reliability of the whole mission. Assuming the first phase to be accomplished by the upcoming Mars 2020 rover, the OS will be placed in a low-inclined circular orbit while the SRO operating orbit will be most likely sun-synchronous for scientific purposes [4]. As a consequence, the most fuel-efficient transfer between two non-coplanar elliptical orbits has to be determined to satisfy the mission requirements.

### 1.2. Optimal control problem

The optimal control problem is then formulated assuming that the SRO will execute two impulsive manoeuvres to leave the initial parking orbit and perform the final rendezvous with the OS. Then, a specific approach is proposed to compute the optimal rendezvous trajectory between an active chaser and a passive target assuming that only the respective initial state vectors are known [9,10]. To explore the whole

[^0]range of feasible solutions, the wait time spent by the chaser in its initial orbit and the total time of flight required to complete the manoeuvre are left as free parameters to be determined. Finally, is to be noticed that the proposed approach is substantially different from most of the work presented in the literature, since the last relies frequently on the well known solution to the fixed-time Lambert problem.

In this work two meaningful rendezvous conditions are derived and it will be proven that the control energy required to perform the rendezvous is a minimum only if they are both satisfied [10]. These conditions are then adjoined with the required equations of motion to obtain a unique set of equations to be solved for the optimal transfer trajectory providing only the chaser and target's initial state vectors.

The proposed implementation is firstly validated on a test case proposed by Shirazi et al. [11] and then employed in the context of a future Mars Sample Return mission. For the last case, two optimal rendezvous trajectories that allow the SRO to capture the OS will be computed taking advantage of the developed optimization framework. For both cases, the numerical results and the required velocity changes are compared to the fixed-time solution to the Lambert problem to demonstrate the effectiveness of the proposed approach while searching for the most fuel-efficient transfer.

Since the whole optimization framework relies on the restricted two-body problem approximation, the last chapter relaxes this assumption to estimate the additional velocity changes to be undertaken by the SRO when the effects of the Mars static gravitational field and the solar radiation pressure are taken into account. A parametric study is conducted here to determine the impact in the overall $\Delta v$ due to variations in each orbital parameter of both SRO and OS.

The paper is organized as follows. Before being applied in the subsequent work, the Kepler's equation in terms of universal variables and the Lagrange coefficients are briefly revised in chapter 2. Secondly, chapter 3 defines a cost index to evaluate the optimal solution and resumes the derivation of the two rendezvous conditions. The chapter concludes with the presentation of the whole set of equations to be solved for the optimal rendezvous trajectory. Thirdly, chapter 4 compares the test case results with the ones presented in the literature while in chapter 5 two possible solutions for the Mars Sample Return mission are computed and validated comparing the proposed approach with the solution to the Lambert problem. Finally, chapter 6 presents the consequences of the considered orbital perturbations on the SRO performances while chapter 7 draws some general conclusions on the conducted work.

## 2. Mathematical background

### 2.1. Kepler's equation

To simplify the spacecrafts' equations of motion and the derivation of the optimality conditions the first fundamental assumption is to consider the planet Mars to be a spherical and homogeneous body. Moreover, the gravitational forces due to other celestial bodies in the solar system and non-gravitational phenomena such as the solar radiation pressure are neglected. Under these hypothesis the subsequent work is formulated in the restricted two-body problem framework, for which the well-known Kepler's equation holds [12]:
$M_{e}=E-e \sin E$
With $M_{e}$ mean motion, $E$ eccentric anomaly and $e$ eccentricity of the orbit. Here $M_{e}=\sqrt{\mu / a^{3}}\left(t-t_{p}\right)$ where $t$ is the time at which the position is computed while $t_{p}$ is referred to the periapsis passage.

However, equation (1) is valid only for elliptical orbits with $e<1$ and its numerical solution for $t$ when the spacecraft's position is known becomes inaccurate for almost parabolic orbits with $e \rightarrow 1$. To overcome this issue an alternative formulation based on the universal variables is introduced in section 2.2.

### 2.2. Universal variables

Starting from the classical orbital elements, the universal variable is defined as [13]:
$\dot{x}=\frac{\sqrt{\mu}}{r}$
where $\mu$ is the gravitational parameter of the central body and $r$ the spacecraft's position.

Then, assuming $t_{0}=0$ for $x=0$ and denoting with $\left[\boldsymbol{r}_{0}, \boldsymbol{v}_{0}\right]$ the state vector of the spacecraft at $t_{0}$ the two quantities $r, t$ can be expressed as functions of $x$ as given by equations (3) and (4):
$\sqrt{\mu} t=a\left(x-\sqrt{a} \sin \frac{x}{\sqrt{a}}\right)+a \frac{\boldsymbol{r}_{0}^{T} \boldsymbol{v}_{0}}{\sqrt{\mu}}\left(1-\cos \frac{x}{\sqrt{a}}\right)$

$$
\begin{equation*}
+r_{0} \sqrt{a} \sin \frac{x}{\sqrt{a}} \tag{3}
\end{equation*}
$$

$r=a+a\left[\frac{\boldsymbol{r}_{0}^{T} \boldsymbol{v}_{0}}{\sqrt{\mu a}} \sin \frac{x}{\sqrt{a}}+\left(\frac{r_{0}}{a}-1\right) \cos \frac{x}{\sqrt{a}}\right]$

### 2.3. Lagrange coefficients

Finally, since in the restricted two-body problem the spacecraft's motion is confined within a plane its state vector $[\boldsymbol{r}, \boldsymbol{v}]$ at time $t$ can be expressed as a linear combination of $\left[\boldsymbol{r}_{0}, \boldsymbol{v}_{0}\right]$ at time $t_{0}$ as follows [12]:
$r=f r_{0}+g \boldsymbol{v}_{0}$
$\boldsymbol{v}=\dot{f} \boldsymbol{r}_{0}+\dot{g} \boldsymbol{v}_{0}$
Where $f, g, \dot{f}, \dot{g}$ are the four Lagrange coefficients whose expressions for an elliptical orbit are given by equations (7)-(10) [13]:
$f=1-\frac{a}{r_{0}}\left(1-\cos \frac{x}{\sqrt{a}}\right)$
$g=t-\frac{a}{\sqrt{\mu}}\left(x-\sqrt{a} \sin \frac{x}{\sqrt{a}}\right)$
$\dot{f}=-\frac{\sqrt{\mu a}}{r r_{0}} \sin \frac{x}{\sqrt{a}}$
$\dot{g}=1-\frac{a}{r}\left(1-\cos \frac{x}{\sqrt{a}}\right)$
Consequently, the three-dimensional motion of the spacecraft in a given orbit can be fully determined computing its state vector $[\boldsymbol{r}, \boldsymbol{v}]$ at any time $t$ from the knowledge of $\left[\boldsymbol{r}_{0}, \boldsymbol{v}_{0}\right]$ at $t_{0}$ solving equations (3)-(10). This formulation is used in chapter 3 to derive the necessary conditions for an optimal rendezvous manoeuvre and in chapters 4-5 to obtain a numerical solution in the proposed scenarios.

## 3. Optimal control problem

### 3.1. Performance index

To solve for the most energy-efficient rendezvous trajectory a cost or performance index $\mathscr{J}$ is defined and the necessary conditions for its minimum derived analytically before proceeding with a numerical computation of the optimal solution.

Since the chaser performs the rendezvous manoeuvre with two consecutive impulsive burns, minimize the control energy is equivalent to minimize the instantaneous changes in the spacecraft's specific kinetic energy [14] and thus a convenient expression for $\mathscr{J}$ is given by:
$\mathscr{J}=\frac{1}{2} \Delta \boldsymbol{v}_{1}^{T} \Delta \boldsymbol{v}_{1}+\frac{1}{2} \Delta \boldsymbol{v}_{2}^{T} \Delta \boldsymbol{v}_{2}$
Where $\Delta \boldsymbol{v}_{1}$ is applied after the wait time $t_{1}$ to move the chaser from the
initial orbit to the transfer trajectory while $\Delta \boldsymbol{v}_{2}$ is applied after $t$ to leave the transfer trajectory and enter the target orbit.

### 3.2. Constraints

A first constraint has to be added to the problem such that at each time the two spacecrafts follows a Keplerian orbit satisfying equations (3) and (4). This condition is easily expressed by equation (12) where $\eta=\left[\eta_{1}, \eta_{2}, \eta_{3}\right]^{T} \in \mathscr{R}^{3}$ and the three components are given by equations (13)-(15).
$\eta\left(\bar{x}, x_{1}, x, t, t_{1}, \Delta v_{1}\right)=0$
$\eta_{1}(\bar{x}, t)=\bar{a}\left(\bar{x}-\sqrt{\bar{a}} \sin \frac{\bar{x}}{\sqrt{\bar{a}}}\right)$

$$
\begin{equation*}
+\bar{a} \frac{\overline{\boldsymbol{r}}_{0}^{T} \overline{\boldsymbol{v}}_{0}}{\sqrt{\mu}}\left(1-\cos \frac{\bar{x}}{\sqrt{\bar{a}}}\right)+\bar{r}_{0} \sqrt{\bar{a}} \sin \frac{\bar{x}}{\sqrt{\bar{a}}}-\sqrt{\mu} t \tag{13}
\end{equation*}
$$

$$
\begin{align*}
\eta_{2}\left(x_{1}, t_{1}\right)= & a_{0}\left(x_{1}-\sqrt{a_{0}} \sin \frac{x_{1}}{\sqrt{a_{0}}}\right) \\
& +a_{0} \frac{\boldsymbol{r}_{0}^{T} \boldsymbol{v}_{0}}{\sqrt{\mu}}\left(1-\cos \frac{x_{1}}{\sqrt{a_{0}}}\right)+r_{0} \sqrt{a_{0}} \sin \frac{x_{1}}{\sqrt{a_{0}}}-\sqrt{\mu} t_{1} \tag{14}
\end{align*}
$$

$$
\begin{align*}
\eta_{3}\left(x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}\right)= & a_{1}\left(x-\sqrt{a_{1}} \sin \frac{x}{\sqrt{a_{1}}}\right) \\
& +a_{1} \frac{\boldsymbol{r}_{1}^{T}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)}{\sqrt{\mu}}\left(1-\cos \frac{x}{\sqrt{a_{1}}}\right) \\
& +r_{1} \sqrt{a_{1}} \sin \frac{x}{\sqrt{a_{1}}}-\sqrt{\mu}\left(t-t_{1}\right) \tag{15}
\end{align*}
$$

Here 13 describes the motion of the target in an orbit with semi-major axis $\bar{a}$, while 14 and 15 represent the motion of the chaser in its initial orbit and in a transfer trajectory characterized by $a_{0}$ and $a_{1}$ respectively. Moreover, equation (13) holds in the time interval $\left[t_{0}, t\right]$, 14 in $\left[t_{0}, t_{1}\right]$ and 15 in $\left[t_{1}, t\right]$ where $t_{1}$ is the wait time and $t$ the total time of flight.

Secondly, two more constraints are enforced to guarantee that at time $t$ the two spacecrafts move along the same orbit and have the same positions as required by equations (16) and (17):
$\overline{\boldsymbol{r}}-\boldsymbol{r}=0$
$\overline{\boldsymbol{v}}-\left(\boldsymbol{v}+\Delta \boldsymbol{v}_{2}\right)=0$
Finally, the state vector $\left[\boldsymbol{r}_{1}, \boldsymbol{v}_{1}\right]$ of the chaser at $t_{1}$ and the two state vectors $[\boldsymbol{r}, \boldsymbol{v}]$ and $[\overline{\boldsymbol{r}}, \overline{\boldsymbol{v}}]$ for both spacecrafts at the final time $t$ can be evaluated from equations (5) and (6):
$\boldsymbol{r}_{1}\left(x_{1}, t_{1}\right)=f_{0} \boldsymbol{r}_{0}+g_{0} \boldsymbol{v}_{0}$
$\boldsymbol{v}_{1}\left(x_{1}\right)=\dot{f}_{0} \boldsymbol{r}_{0}+\dot{g}_{0} \boldsymbol{v}_{0}$
$\boldsymbol{r}\left(x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}\right)=f_{1} \boldsymbol{r}_{1}+g_{1}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)$
$\boldsymbol{v}\left(x_{1}, x, \Delta \boldsymbol{v}_{1}\right)=\dot{f}_{1} \boldsymbol{r}_{1}+\dot{g}_{1}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)$
$\overline{\boldsymbol{r}}(\bar{x}, t)=\bar{f} \overline{\boldsymbol{r}}_{0}+\bar{g} \overline{\boldsymbol{v}}_{0}$
$\overline{\boldsymbol{v}}(\bar{x})=\dot{\bar{f}} \overline{\boldsymbol{v}}_{0}+\dot{\bar{g}} \overline{\boldsymbol{v}}_{0}$
While the semi-major axis of the transfer trajectory $a_{1}$ and the final orbit radius $r$ can be computed from the energy equation and expression 4:
$\frac{\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)^{T}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)}{2}-\frac{\mu}{r_{1}}=-\frac{\mu}{2 a_{1}}$
$r=a_{1}+a_{1}\left[\frac{\boldsymbol{r}_{1}^{T}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)}{\sqrt{\mu a_{1}}} \sin \frac{x}{\sqrt{a_{1}}}+\left(\frac{r_{1}}{a_{1}}-1\right) \cos \frac{x}{\sqrt{a_{1}}}\right]$

### 3.3. Problem statement

Considering the performance index $\mathscr{J}$ defined in 11 and the constraints 12,16 and 17, the optimal control problem is stated as follows: given $\left[\boldsymbol{r}_{0}, \boldsymbol{v}_{0}\right]$ and $\left[\overline{\boldsymbol{r}}_{0}, \overline{\boldsymbol{v}}_{0}\right]$ at time $t_{0}$ determine the wait time $t_{1}$, the total time of flight $t$ and the velocity changes $\Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}$ minimizing $\mathscr{J}$ subject to:
$\left\{\begin{array}{c}\eta\left(\bar{x}, x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}\right)=0 \\ \overline{\boldsymbol{r}}-\boldsymbol{r}=0 \\ \overline{\boldsymbol{v}}-\left(\boldsymbol{v}+\Delta \boldsymbol{v}_{2}\right)=0\end{array}\right.$

### 3.4. Necessary conditions

Starting from the definition of $\mathscr{J}$ given by equation (11) and taking into account equation (26), a well-defined constrained optimization problem is obtained with 11 scalar unknowns $\left[\bar{x}, x_{1}, x, t_{1}, t, \Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right]$ and 9 constraints. The problem can be converted in an unconstrained optimization problem defining the augmented performance index $\mathscr{H}$, also known as the Hamiltonian, with the introduction of the Lagrange multipliers $\lambda, \phi, \psi \in \mathscr{R}^{3}$ [10]:

$$
\begin{align*}
\mathscr{H}= & \mathscr{J}\left(\Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right)+\lambda^{T} \eta\left(\bar{x}, x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}\right)+\boldsymbol{\phi}^{T}(\overline{\boldsymbol{r}}-\boldsymbol{r}) \\
& +\psi^{T}\left(\overline{\boldsymbol{v}}-\left(\boldsymbol{v}+\Delta \boldsymbol{v}_{2}\right)\right) \tag{27}
\end{align*}
$$

The necessary conditions to minimize $\mathscr{H}$ with respect to the augmented variables are given by equations (28)-(34):
$\frac{\partial \mathscr{H}}{\partial \bar{x}}=\lambda_{1} \frac{\partial \eta_{1}}{\partial \bar{x}}+\phi^{T} \frac{\partial \overline{\boldsymbol{r}}}{\partial \bar{x}}+\psi^{T} \frac{\partial \overline{\boldsymbol{v}}}{\partial \bar{x}}=0$
$\frac{\partial \mathscr{H}}{\partial x_{1}}=\lambda_{2} \frac{\partial \eta_{2}}{\partial x_{1}}+\lambda_{3} \frac{\partial \eta_{3}}{\partial x_{1}}-\boldsymbol{\phi}^{T} \frac{\partial \boldsymbol{r}}{\partial x_{1}}-\psi^{T} \frac{\partial \boldsymbol{v}}{\partial x_{1}}=0$
$\frac{\partial \mathscr{H}}{\partial x}=\lambda_{3} \frac{\partial \eta_{3}}{\partial x}-\boldsymbol{\phi}^{T} \frac{\partial \boldsymbol{r}}{\partial x}-\psi^{T} \frac{\partial \boldsymbol{v}}{\partial x}=0$
$\frac{\partial \mathscr{H}}{\partial t}=-\sqrt{\mu}\left(\lambda_{1}+\lambda_{3}\right)+\phi^{T}\left(\frac{\partial \overline{\boldsymbol{r}}}{\partial t}-\frac{\partial \boldsymbol{r}}{\partial t}\right)=0$
$\frac{\partial \mathscr{H}}{\partial t_{1}}=-\sqrt{\mu} \lambda_{2}+\lambda_{3} \frac{\partial \eta_{3}}{\partial t_{1}}-\boldsymbol{\phi}^{T} \frac{\partial \boldsymbol{r}}{\partial t_{1}}-\boldsymbol{\psi}^{T} \frac{\partial \boldsymbol{v}}{\partial t_{1}}=0$
$\frac{\partial \mathscr{H}}{\partial \Delta \boldsymbol{v}_{1}}=\frac{\partial \mathscr{J}}{\partial \Delta \boldsymbol{v}_{1}}+\lambda_{3} \frac{\partial \eta_{3}}{\partial \Delta \boldsymbol{v}_{1}}-\boldsymbol{\phi}^{T} \frac{\partial \boldsymbol{r}}{\partial \Delta \boldsymbol{v}_{1}}-\boldsymbol{\psi}^{T} \frac{\partial \boldsymbol{v}}{\partial \Delta \boldsymbol{v}_{1}}=0$
$\frac{\partial \mathscr{H}}{\partial \Delta \boldsymbol{v}_{2}}=\frac{\partial \mathscr{J}}{\partial \Delta \boldsymbol{v}_{2}}-\psi^{T} \boldsymbol{I}_{3 \times 3}=0$
Those expressions can be manipulated and combined together to obtain two meaningful scalar equations $h_{1}, h_{2}$ denoted as rendezvous conditions and equivalent to equations (28)-(34) [10]:

$$
\begin{align*}
h_{1}= & \left(\Delta \mathbf{v}_{1}^{T}-\Delta \mathbf{v}_{2}^{T} \boldsymbol{L}_{1}\right) \boldsymbol{L}_{0}^{-1}\left[\left(\frac{\partial \bar{r}}{\partial \bar{x}}-\frac{\partial \boldsymbol{r}}{\partial x}\right)\right. \\
& \left.+\frac{r}{\sqrt{\mu}}\left(\frac{\partial \bar{r}}{\partial t}-\frac{\partial \boldsymbol{r}}{\partial t}\right)\right]+\Delta \mathbf{v}_{2}^{T}\left(\frac{\partial \bar{v}}{\partial \bar{x}}-\frac{\partial \boldsymbol{v}}{\partial x}\right)=0  \tag{35}\\
h_{2}= & \left(\Delta \mathbf{v}_{1}^{T}-\Delta \mathbf{v}_{2}^{T} \boldsymbol{L}_{1}\right) \boldsymbol{L}_{0}^{-1}\left[l_{2} \frac{\partial \boldsymbol{r}}{\partial x}-\left(\frac{\sqrt{\mu}}{r_{1}} \frac{\partial \boldsymbol{r}}{\partial x_{1}}+\frac{\partial \boldsymbol{r}}{\partial t_{1}}\right)\right] \\
& +\Delta \mathbf{v}_{2}^{T}\left[l_{2} \frac{\partial \boldsymbol{v}}{\partial x}-\left(\frac{\sqrt{\mu}}{r_{1}} \frac{\partial \boldsymbol{v}}{\partial x_{1}}+\frac{\partial \boldsymbol{v}}{\partial t_{1}}\right)\right]=0 \tag{36}
\end{align*}
$$

Where $\boldsymbol{L}_{0}, \boldsymbol{L}_{1}$ and $l_{2}$ are defined as follows:
$\boldsymbol{L}_{0}=\frac{\partial \boldsymbol{r}}{\partial \Delta \boldsymbol{v}_{1}}-\frac{1}{r} \frac{\partial \boldsymbol{r}}{\partial x} \frac{\partial \eta_{3}}{\partial \Delta \boldsymbol{v}_{1}}$
$\boldsymbol{L}_{1}=\frac{\partial \boldsymbol{v}}{\partial \Delta \boldsymbol{v}_{1}}-\frac{1}{r} \frac{\partial \boldsymbol{v}}{\partial x} \frac{\partial \eta_{3}}{\partial \Delta \boldsymbol{v}_{1}}$
$l_{2}=\frac{1}{r}\left(\frac{\sqrt{\mu}}{r_{1}} \frac{\partial \eta_{3}}{\partial x_{1}}+\frac{\partial \eta_{3}}{\partial t_{1}}\right)$
Combining expressions 26,35 and 36 the whole set of equations that satisfies the optimality conditions, the equations of motion and the constraints on the final state vectors is obtained as:
$\left\{\begin{array}{c}\eta\left(\bar{x}, x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}\right)=0 \\ \overline{\boldsymbol{r}}-\boldsymbol{r}=0 \\ \overline{\boldsymbol{v}}-\left(\boldsymbol{v}+\Delta \boldsymbol{v}_{2}\right)=0 \\ h_{1}\left(\bar{x}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right)=0 \\ h_{2}\left(x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right)=0\end{array}\right.$
Which is a non-linear system that has to be solved numerically to determine $\left[\bar{x}, x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right]^{T} \in \mathscr{R}^{11}$ that corresponds to a minimum of $\mathscr{J}$.

Then, since the parameters $a_{1}, r, \boldsymbol{r}_{1}, \boldsymbol{v}_{1}$ that appears in 40 are a priori unknowns, the four equations (18), (19), (24) and (25) have to be adjoined to the system and the relations 20 to 23 taken into account to derive a final set of equations whose solution is computed from the only knowledge of $\left[\boldsymbol{r}_{0}, \boldsymbol{v}_{0}\right]$ and $\left[\overline{\boldsymbol{r}}_{0}, \overline{\boldsymbol{v}}_{0}\right]$ at time $t_{0}$.

The whole system can be conveniently expressed as:
$F(X)=0$
Where $\boldsymbol{X}=\left[a_{1}, x_{1}, x, \bar{x}, r, t_{1}, t, \boldsymbol{r}_{1}, \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right]^{T} \in \mathscr{R}^{19}$ and $F$ is given by:

$$
\left\{\begin{array}{l}
\frac{\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)^{T}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)}{2}-\frac{\mu}{r_{1}}+\frac{\mu}{2 a_{1}}=0 \\
a_{1}+a_{1}\left[\frac{\boldsymbol{r}_{1}^{T}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)}{\sqrt{\mu a_{1}}} \sin \frac{x}{\sqrt{a_{1}}}+\left(\frac{r_{1}}{a_{1}}-1\right) \cos \frac{x}{\sqrt{a_{1}}}\right]-r=0 \\
f_{0} \boldsymbol{r}_{0}+g_{0} \boldsymbol{v}_{0}-\boldsymbol{r}_{1}=0 \\
\dot{f}_{0} \boldsymbol{r}_{0}+\dot{g}_{0} \boldsymbol{v}_{0}-\boldsymbol{v}_{1}=0 \\
\eta\left(\bar{x}, x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}\right)=0 \\
\bar{f} \boldsymbol{r}_{0}+\bar{g} \overline{\boldsymbol{v}}_{0}-f_{1} \boldsymbol{r}_{1}-g_{1}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)=0 \\
\dot{\bar{f}} \overline{\boldsymbol{r}}_{0}+\dot{\bar{g}} \overline{\boldsymbol{v}}_{0}-\dot{f}_{1} \boldsymbol{r}_{1}-\dot{g}_{1}\left(\boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{1}\right)-\Delta \boldsymbol{v}_{2}=0 \\
h_{1}\left(\bar{x}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right)=0  \tag{42}\\
h_{2}\left(x_{1}, x, t, t_{1}, \Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}\right)=0
\end{array}\right.
$$

## 4. Numerical example

Before being applied in the context of a future Mars Sample Return mission, the algorithm developed in chapter 3 is tested on a reference case proposed by Shirazi et al. [11]. Two non-coplanar, elliptical Earth orbits are selected and an optimal solution is sought for the most efficient rendezvous trajectory between the two spacecrafts. The chaser is initially located at the perigee of its orbit while the target initial conditions are chosen such that transfer time and burn locations coincide with the already published results. This adjustment is needed since the previous work considers only an optimal transfer between the two orbits without any requirement on the phasing between two spacecrafts.

The whole set of initial classical orbital elements is given in Table 1 with a semi-major axis, e eccentricity, $\Omega$ right ascension of the ascending node, $i$ inclination, $\omega$ argument of periapsis and $\theta$ true anomaly.

The optimal rendezvous trajectory is determined solving equation (41) knowing the state vectors $\left[\overline{\boldsymbol{r}}_{0}, \overline{\boldsymbol{v}}_{0}\right]$ and $\left[\boldsymbol{r}_{0}, \boldsymbol{v}_{0}\right]$ computed from data in Table 1 as follows [12]:

Table 1
Classical orbital elements for the test case orbits.

| $S / C$ | $a(k m)$ | $e(-)$ | $\Omega\left({ }^{\circ}\right)$ | $i\left({ }^{\circ}\right)$ | $\omega\left({ }^{\circ}\right)$ | $\theta_{0}\left({ }^{\circ}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Target | 32,600 | 0.5 | 270 | 50 | 265 | 173.6664 |
| Chaser | 11,300 | 0.2 | 275 | 40 | 280 | 0 |

$\overline{\boldsymbol{r}}_{0}=\left[\begin{array}{lll}30632.3974 & -9551.6183 & 36506.2697\end{array}\right]^{T} \mathrm{~km}$
$\overline{\boldsymbol{v}}_{0}=\left[\begin{array}{lll}0.3969 & 1.9478 & 0.4731\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
$\boldsymbol{r}_{0}=\left[\begin{array}{lll}-6657.0680 & -2158.1938 & -5722.5209\end{array}\right]^{T} \mathrm{~km}$
$\boldsymbol{v}_{0}=\left[\begin{array}{lll}1.5883 & -7.0519 & 0.8119\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
MATLAB ${ }^{\circledR}$ R2019a is used to implement the proposed algorithms and obtain the corresponding results. All computations are performed on a Lenovo Y50-70 running Ubuntu 18.04 LTS with an Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}}$ i74720HQ CPU @ 2.60 GHz processor and 8 GB RAM.

Local optimization techniques are adopted to numerically solve equation (41) and thus different trajectories can be generated depending on the provided initial guess $\boldsymbol{X}_{0}$. Multiple sub-optimal transfers are obtained as solutions of the Lambert problem and the closest one to the global optima is selected as initial guess for the developed optimization algorithm. If $\boldsymbol{X}_{0}$ is in the basin of $\boldsymbol{X}_{o p t}$ the convergence of the iterative routines is guaranteed and a solution is found without trouble.

The fixed-time transfer admits two different solutions, one corresponding to a change in true anomaly $\Delta \theta<180^{\circ}$ and the other with $\Delta \theta>180^{\circ}$, where $\Delta \theta=\theta-\theta_{1}$ is the difference in the chaser's true anomaly between the two impulsive burns $\Delta \boldsymbol{v}_{1}, \Delta \boldsymbol{v}_{2}$. Only the second solution is considered here since it corresponds to the results already available in the literature.

Equation (41) is then solved taking $14.6 s$ average CPU time leading to the following optimal solution $\boldsymbol{X}_{\text {opt }}$ :
$a_{1}=21751.0401 \mathrm{~km}$
$x_{1}=62.7782$
$x=608.8852$
$\bar{x}=382.2524$
$r=26930.8146 \mathrm{~km}$
$t_{1}=911.7310 \mathrm{~s}$
$t=24993.6024 \mathrm{~s}$
$\boldsymbol{r}_{1}=\left[\begin{array}{lll}-3901.5075 & -7678.1036 & -3882.8137\end{array}\right]^{T} \mathrm{~km}$
$\boldsymbol{v}_{1}=\left[\begin{array}{lll}4.1862 & -4.6727 & 3.1576\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
$\Delta \boldsymbol{v}_{1}=\left[\begin{array}{lll}0.5811 & -0.7221 & 0.6432\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
$\Delta \boldsymbol{v}_{2}=\left[\begin{array}{lll}-0.2126 & 0.0621 & -0.9821\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
From which the corresponding performance index $\mathscr{f}_{\text {opt }}$, total $\Delta v$, transfer trajectory's time of flight TOF and chaser's final state vector $[\boldsymbol{r}, \boldsymbol{v}]$ are retrieved:
$\mathscr{J}_{\text {opt }}=1.1433$
$\Delta v_{t o t}=2.1350 \mathrm{~km} / \mathrm{s}$
TOF $=t-t_{1}=24081.8713 \mathrm{~s}$
$\boldsymbol{r}=\left[\begin{array}{lll}4660.0549 & 25936.6561 & 5553.6371\end{array}\right]^{T} \mathrm{~km}$
$\boldsymbol{v}=\left[\begin{array}{lll}-2.6126 & -0.9242 & -3.1136\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
These results are inline with the ones obtained by the previous authors thus validating the proposed algorithm and implementation.

Finally, the classical orbital elements for the rendezvous trajectory are computed from $\left[\boldsymbol{r}_{1}, \boldsymbol{v}_{1}\right]$ and $[\boldsymbol{r}, \boldsymbol{v}]$ given by 44,45 obtaining the results in Table 2 [12]. Fig. 1 depicts both the optimal transfer trajectory and the two initial orbits in an inertial reference frame centered on planet Earth.

The optimal solution $\boldsymbol{X}_{\text {opt }}$ is then validated comparing the obtained value $\mathscr{J}_{\text {opt }}$ with the performance indexes corresponding to multiple solutions of the Lambert problem for different values of $t_{1}, t$ centered in the optimal ones presented in 44 . From Figs. 2 and 3 is possible to verify that $\mathscr{J}_{\text {opt }}=\min _{\left[t_{1}, t\right]} \mathscr{J}$ thus validating the proposed approach.

Finally, different contour lines for both $h_{1}, h_{2}$ are plotted in Fig. 4 to demonstrate that $\boldsymbol{X}=\boldsymbol{X}_{\text {opt }}$ only if $h_{1}=h_{2}=0$, namely if the two

Table 2
Optimal transfer trajectory's classical orbital elements in the test case scenario.

| $a_{1}(k m)$ | $e(-)$ | $\Omega\left({ }^{\circ}\right)$ | $i\left({ }^{\circ}\right)$ | $\omega\left({ }^{\circ}\right)$ | $\theta_{1}\left({ }^{\circ}\right)$ | $\theta\left({ }^{\circ}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 21751.0401 | 0.5737 | 273.9006 | 40.8897 | 304.6363 | 17.0650 | 217.0013 |



Fig. 1. Initial orbits and optimal transfer trajectory in the test case scenario.


Fig. 2. Performance index $\mathscr{J}$ for varying $t_{1}, t$ in the test case scenario.


Fig. 3. Performance index $\mathscr{J}$ for varying $t_{1}, t$ in the test case scenario.
rendezvous conditions are both satisfied.

## 5. Application to Mars Sample Return mission

### 5.1. Initial orbits

Due to the mission complexity and costs, the initial orbits of the two spacecrafts have to be chosen such that the probability of failure are minimized and an adequate scientific return is guaranteed. As a


Fig. 4. Rendezvous conditions $h_{1}, h_{2}$ for varying $t_{1}, t$ in the test case scenario.
consequence, the landing mass of the probe that carries the OS down to the Mars surface has to be minimized to increase the chances of a successful touchdown. Since most of its weight is due to the propellant required to boost the OS back into orbit, the launch phase from the red planet has to be designed to minimize propellant consumption. On the other side, a minimum safe altitude must be achieved to ease the rendezvous manoeuvre performed by the SRO. For these reasons, a circular orbit at 500 km altitude with $i=18.4386^{\circ} \mathrm{N}$ corresponding to a launch due east from Jezero Crater, the selected landing site for the Mars 2020 mission [15], has been chosen as a representative trajectory for the passive target.

On the other hand, the SRO will be equipped with appropriate scientific instruments to perform in-orbit measurements during surface operations of the lander. Due to its interesting properties, a sun-synchronous orbit with $a=4222 \mathrm{~km}$ and $e=0.1362$ [16] has been finally selected as an ideal candidate for the SRO parking orbit.

The complete set of classical orbital elements that defines the spacecrafts initial orbits is presented in Table 3.

These data are then converted in the corresponding state vectors $\left[\overline{\boldsymbol{r}}_{0}, \overline{\boldsymbol{v}}_{0}\right]$ and $\left[\boldsymbol{r}_{0}, \boldsymbol{v}_{0}\right]$ to be employed in the solution of equation (41):
$\overline{\boldsymbol{r}}_{0}=\left[\begin{array}{lll}3897 & 0 & 0\end{array}\right]^{T} \mathrm{~km}$
$\overline{\boldsymbol{v}}_{0}=\left[\begin{array}{lll}0 & 3.1449 & 1.0485\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
$\boldsymbol{r}_{0}=\left[\begin{array}{lll}0 & -258.9441 & 3637.7956\end{array}\right]^{T} \mathrm{~km}$
$\boldsymbol{v}_{0}=\left[\begin{array}{lll}-3.6528 & 0 & 0\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
As explained in section 4, depending on the provided initial guess two different solutions can be computed, one corresponding to a change in true anomaly $\Delta \theta<180^{\circ}$ and the other with $\Delta \theta>180^{\circ}$. Both of them have been considered in this study and the optimal rendezvous trajectories obtained from those guesses are presented in sections 5.2 and 5.4.

### 5.2. Short path scenario

A first optimal solution is searched between the transfer trajectories characterized by $\Delta \theta<180^{\circ}$. With an average CPU time lower than 3 s

Table 3
Classical orbital elements for the Mars Sample Return orbits.

| $S / C$ | $a(k m)$ | $e(-)$ | $\Omega\left({ }^{\circ}\right)$ | $i\left({ }^{\circ}\right)$ | $\omega\left({ }^{\circ}\right)$ | $\theta_{0}\left({ }^{\circ}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| OS | 3897 | 0 | 0 | 18.4386 | 0 | 0 |
| SRO | 4222 | 0.1362 | 0 | 94.0715 | 90 | 0 |

$\boldsymbol{X}_{o p t}$ is then obtained as follows:

```
\(a_{1}=4080.0510 \mathrm{~km}\)
\(x_{1}=508.5480\)
\(x=207.0184\)
\(\bar{x}=776.8537\)
\(r=3897 \mathrm{~km}\)
\(t_{1}=10194.4513 \mathrm{~s}\)
\(t=14628.6477 \mathrm{~s}\)
\(\boldsymbol{r}_{1}=\left[\begin{array}{lll}-4181.0932 & 32.6174 & -458.2276\end{array}\right]^{T} \mathrm{~km}\)
\(\boldsymbol{v}_{1}=\left[\begin{array}{lll}-0.0867 & 0.2269 & -3.1876\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}\)
\(\Delta \boldsymbol{v}_{1}=\left[\begin{array}{lll}-0.0982 & -2.0671 & 0.6486\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}\)
\(\Delta \boldsymbol{v}_{2}=\left[\begin{array}{lll}0.5365 & 1.1153 & -1.6870\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}\)
```

From which the corresponding performance index $\mathscr{J}_{\text {opt }}$, transfer trajectory's time of flight TOF and chaser's final state vector $[\boldsymbol{r}, \boldsymbol{v}]$ are retrieved:
$\mathscr{J}_{\text {opt }}=4.5406$
TOF $=t-t_{1}=4434.1964 \mathrm{~s}$
$\boldsymbol{r}=\left[\begin{array}{lll}3868.0498 & -449.7903 & -149.9619\end{array}\right]^{T} \mathrm{~km}$
$\boldsymbol{v}=\left[\begin{array}{lll}-0.1332 & 2.0062 & 2.7277\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
Finally, the classical orbital elements for the rendezvous trajectory are given in Table 4 while Fig. 5 depicts both the transfer trajectory and the two initial orbits in an inertial reference frame centered at planet Mars.

### 5.3. Validation of proposed numerical method for short path scenario

Similarly as before, the optimal solution $\boldsymbol{X}_{\text {opt }}$ is validated comparing the results with multiple solutions of the Lambert problem for different values of $t_{1}, t$. From Figs. 6 and 7 is possible to verify that $\mathscr{J}_{\text {opt }}=\min _{\left[t_{1}, t\right]} \mathscr{\mathscr { J }}$ while Fig. 8 demonstrates that $\boldsymbol{X}=\boldsymbol{X}_{\text {opt }}$ only if $h_{1}=h_{2}=0$, namely if the two rendezvous conditions are both satisfied.

### 5.4. Long path scenario

Following a similar approach, a second optimal solution is searched between the transfer trajectories with $\Delta \theta>180^{\circ}$. With an average CPU time of 5.3 s , the different components of $\boldsymbol{X}_{\text {opt }}$ are obtained as:
$a_{1}=4043.1058 \mathrm{~km}$
$x_{1}=718.0996$
$x=199.8981$
$\bar{x}=986.2006$
$r=3897 \mathrm{~km}$
$t_{1}=14830.2442 \mathrm{~s}$
$t=18570.7816 \mathrm{~s}$
$\boldsymbol{r}_{1}=\left[\begin{array}{lll}4176.0966 & 24.0371 & -337.6865\end{array}\right]^{T} \mathrm{~km}$
$\boldsymbol{v}_{1}=\left[\begin{array}{lll}-0.1781 & -0.2275 & 3.1963\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
$\Delta \boldsymbol{v}_{1}=\left[\begin{array}{lll}0.1636 & 2.0769 & -0.6604\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$
$\Delta \boldsymbol{v}_{2}=\left[\begin{array}{lll}0.2749 & -1.1442 & 1.6823\end{array}\right]^{T} \mathrm{~km} / \mathrm{s}$

And the performance index $\mathscr{\mathscr { J }}_{\text {opt }}$, transfer trajectory's time of flight TOF and chaser's final state vector $[\boldsymbol{r}, \boldsymbol{v}]$ are given by:

Table 4
Optimal transfer trajectory's classical orbital elements in the short path scenario.

| $a_{1}(k m)$ | $e(-)$ | $\Omega\left({ }^{\circ}\right)$ | $i\left({ }^{\circ}\right)$ | $\omega\left({ }^{\circ}\right)$ | $\theta_{1}\left({ }^{\circ}\right)$ | $\theta\left({ }^{\circ}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 4080.0510 | 0.1453 | 354.9746 | 53.9313 | 77.4148 | 110.3308 | 279.8565 |



Fig. 5. Initial orbits and optimal transfer trajectory in the short path scenario.


Fig. 6. Performance index $\mathscr{J}$ for varying $t_{1}, t$ in the short path scenario.


Fig. 7. Performance index $\mathscr{J}$ for varying $t_{1}, t$ in the short path scenario.

$$
\begin{align*}
& \mathscr{J}_{\text {opt }}=4.4958 \\
& \text { TOF }=t-t_{1}=3740.5374 \mathrm{~s} \\
& \boldsymbol{r}=\left[\begin{array}{llll}
-3881.2410 & -332.1370 & -110.7358
\end{array}\right]^{T} \mathrm{~km} \\
& \boldsymbol{v}=\left[\begin{array}{lll}
0.0229 & -1.9880 & -2.7266
\end{array}\right]^{T} \mathrm{~km} / \mathrm{s} \tag{50}
\end{align*}
$$

Finally, the classical orbital elements for the rendezvous trajectory


Fig. 8. Rendezvous conditions $h_{1}, h_{2}$ for varying $t_{1}, t$ in the short path scenario.

Table 5
Optimal transfer trajectory's classical orbital elements in the long path scenario.

| $a_{1}(k m)$ | $e(-)$ | $\Omega\left({ }^{\circ}\right)$ | $i\left({ }^{\circ}\right)$ | $\omega\left({ }^{\circ}\right)$ | $\theta_{1}\left({ }^{\circ}\right)$ | $\theta\left({ }^{\circ}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 4043.1058 | 0.0756 | 3.7051 | 53.9405 | 116.7048 | 237.5733 | 65.3096 |



Fig. 9. Initial orbits and optimal transfer trajectory in the long path scenario.
are reported in Table 5. Fig. 9 depicts the different trajectories in the same reference frame as 5 .

### 5.5. Validation of proposed numerical method for long path scenario

Once again, solving the Lambert problem for different values of $t_{1}, t$ demonstrates that $\mathscr{J}_{\text {opt }}=\min _{\left[t_{1}, t\right] \mathcal{J}}$ as well as that $\boldsymbol{X}=\boldsymbol{X}_{\text {opt }}$ only if $h_{1}=h_{2}=0$. Those results are illustrated in Figs. 10-12.

## 6. Effects of orbital perturbations

The extensive elaboration of data coming from the orbiting spacecrafts Mars Global Surveyor (MGS), Mars Odyssey and Mars Reconnaissance Orbiter (MRO) has produced in recent years noticeable improvement in the understanding of the characteristics of the Mars


Fig. 10. Performance index $\mathscr{J}$ for varying $t_{1}, t$ in the long path scenario.


Fig. 11. Performance index $\mathscr{J}$ for varying $t_{1}, t$ in the long path scenario.


Fig. 12. Rendezvous conditions $h_{1}, h_{2}$ for varying $t_{1}, t$ in the long path scenario.
gravitational field [17].
Orbital evolution of spacecrafts around the planet are in fact the results of a combined effect of Mars static gravitational field, time variation of the gravitational field induced by mass exchange between
the atmosphere and the ice caps (with periodicity linked to the 11 year cycle of solar activity) and time variation of the gravitational field induced by the tides. Contributions by non conservative forces as the ones by atmospheric drag and solar radiation pressure shall be taken into consideration depending on orbit type and altitude as well as third body effects due to Moons or the Sun.

When considering the baseline orbiting sample return mission in this work some contributions to Mars gravity field perturbation may be disregarded, due to their limited variation in the time range expected for the overall intercept manoeuvre (around 5 h ) and just the effect of the Mars static field and solar radiation pressure may produce effective variations on orbital parameters.

Due to its lumpy character, the static gravitational field shall be simulated with a model with high order harmonics. While low order zonal harmonics are the most important factor affecting spacecraft's drift of motion, tesseral terms provide not negligible zero mean periodical oscillations. Although recently developed new JPL Mars gravity fields (MRO110B and MRO110B2) show resolution near degree 90, the model used in this work has been limited to order 60 by using a Goddard Mars Gravity Model 2 (GMM2).

The orbits of OS and SRO have been propagated using the GMM2 field model and considering solar radiation pressure for 365 days in order to investigate the worst case in terms of deviations of orbital parameters in a 5 h time range. Such maximum variations have been then considered as a 3 sigma $99.9 \%$ confidence uncertainty value to be taken into account for each Keplerian parameter in the optimization algorithm. The results for orbit inclination, eccentricity, semi-major axis, AOP and RAAN are reported in Figs. 13-15.

As a result, the 3 sigma uncertainty values reported in Table 6 have been considered for OS and SRO in a 5 and 4 h time range respectively.

At this point a systematic analysis has been conducted to determine the impact of those changes in the overall $\Delta v$ required for the rendezvous manoeuvre. For both short and long path scenarios four different parametric studies have been performed applying those variations after the orbit propagation step carried out in the restricted two-body problem approximation with the Lagrange coefficients. The new required $\Delta v$ has been then determined for a wide range of values bounded by the worst case scenarios presented in Table 6.

### 6.1. Variation of OS parameters in the short path scenario

Firstly, an analysis has been conducted considering nominal values for the SRO orbital parameters and evaluating the required energy to correctly perform the final rendezvous manoeuvre when the target spacecraft is no more in its nominal orbit. Two studies have been conducted varying first the OS semi-major axis and eccentricity and
then its inclination and RAAN. The corresponding results are presented in Fig. 16.

From the same picture is possible to conclude that even if in most of the cases the presence of uncertainties leads to an increase in the overall $\Delta v$, in some circumstances those perturbations are beneficial thus resulting in a lower effort for the SRO. To summarize, a maximum increase of about $0.34 \mathrm{~km} / \mathrm{s}$ has been observed due to a combined variation in the target's inclination and RAAN.

### 6.2. Variation of SRO parameters in the short path scenario

The second analysis has been carried out varying the SRO orbital parameters in the same manner described for the OS. The obtained results are presented in Fig. 17.

Similarly as before, the orbital perturbations are not always harmful but they may help the SRO while performing the rendezvous with the target OS. For this scenario the worst case variation results from an increase in the SRO inclination and requires and additional $0.12 \mathrm{~km} / \mathrm{s}$ velocity change.

### 6.3. Variation of OS parameters in the long path scenario

Once the consequences of a more accurate gravity model and the solar radiation pressure were analyzed in the short path scenario, the same studies have been conducted for the longest solution and similar conclusions have been drawn. For a variation in the OS parameters graphical results are reported in Fig. 18.

In this case a maximum increase of $0.45 \mathrm{~km} / \mathrm{s}$ is observed when the OS RAAN and inclination are both reduced by $1^{\circ}$.

### 6.4. Variation of SRO parameters in the long path scenario

Finally, differences in the SRO nominal parameters at the beginning of the first manoeuvre were added to the optimization framework and the corresponding deviations in the obtained results are depicted in Fig. 19.

The worst case is represented by a combined increase in both inclination and RAAN from their nominal values corresponding to an additional $\Delta v$ of about $0.18 \mathrm{~km} / \mathrm{s}$.

To summarize, the orbital perturbations causes the OS and SRO orbits to slightly diverge from their nominal path, thus requiring additional correction manoeuvres to successfully accomplish the final rendezvous. As expected, the additional $\Delta v$ due to deviations in inclination and RAAN is one order of magnitude higher than the one resulting from variations in semi-major axis and eccentricity, since the first requires an out-of-plane component of the manoeuvre to modify


Fig. 13. Variation in inclination for OS and SRO.


Fig. 14. Variation in eccentricity for OS and SRO.


Fig. 15. Variation in semi-major axis for OS and SRO.

Table 6
Worst case variations of the OS and SRO orbital parameters.

| $S / C$ | $a(k m)$ | $e(-)$ | $\Omega\left({ }^{\circ}\right)$ | $i\left({ }^{\circ}\right)$ | $\omega\left({ }^{\circ}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| OS | $\pm 6.0$ | $\pm 0.003$ | $\pm 1.0$ | $\pm 1.0$ | $\pm 90.0$ |
| SRO | $\pm 18.0$ | $\pm 0.004$ | $\pm 0.8$ | $\pm 0.2$ | $\pm 1.0$ |

the direction of the SRO angular momentum vector.
Finally, a maximum increase in the required $\Delta v$ of $0.45 \mathrm{~km} / \mathrm{s}$ has been observed in the long path scenario when both inclination and RAAN of the OS are reduced by $1^{\circ}$. Even if not negligible, this value represents only less than $5 \%$ of the overall $\Delta v$ required to perform the rendezvous in nominal conditions.


Fig. 16. Variation in $\Delta v$ due to differences in OS orbital parameters in the short path scenario.






Fig. 17. Variation in $\Delta v$ due to differences in SRO orbital parameters in the short path scenario.

Fig. 18. Variation in $\Delta v$ due to differences in OS orbital parameters in the long path scenario.

Fig. 19. Variation in $\Delta v$ due to differences in SRO orbital parameters in the long path scenario.

## 7. Conclusions

The optimal control problem of finding the most fuel-efficient rendezvous trajectory between a chaser and a target satellite in non-coplanar orbits was analyzed considering wait time and total time of flight as free parameters to be determined through the solution of the problem itself. The two conditions to guarantee a minimum of the performance index were firstly revised and then adjoined with the required relations to obtain a system of equations whose solution is the optimal transfer trajectory. The proposed approach was then applied in the context of a Mars Sample Return mission to compute two possible rendezvous trajectories between SRO and OS. The obtained results were finally compared to the solution of the Lambert problem to demonstrate the effectiveness of the conducted work.

On the other hand, the proposed solution was obtained in the restricted two-body problem framework and only purely impulsive
manoeuvres were admitted. An extensive study has been then conducted to estimate the impact of different orbital perturbations in the manoeuvre design. The Mars static gravitational field and the solar radiation pressure have been considered to determine the worst case variations in the SRO and OS orbital parameters in a time range comparable to the mission duration. When those perturbations are no more neglected an increase of about $5 \%$ in the manoeuvring $\Delta v$ has to be considered for the worst case scenario. Even so, significant simplifications are still present in the proposed model and the algorithm is not applicable when a highly accurate solution is required. Suitable rendezvous strategies and automated guidance algorithms must be then considered to guarantee a safe manoeuvre and the spacecrafts integrity [18,19]. The aforementioned guidance laws are based on the study of the target and chaser relative dynamics and beyond the scope of the conducted work. However, given its low computational cost makes the proposed approach desirable for feasibility studies and trade-off
analysis in the context of a high-level mission design.
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