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The amplitude of the atmospheric CO2 seasonal cycle has increased
by 30 to 50% in the Northern Hemisphere (NH) since the 1960s,
suggesting widespread ecological changes in the northern extra-
tropics. However, substantial uncertainty remains in the continen-
tal and regional drivers of this prominent amplitude increase. Here
we present a quantitative regional attribution of CO2 seasonal
amplification over the past 4 decades, using a tagged atmospheric
transport model prescribed with observationally constrained
fluxes. We find that seasonal flux changes in Siberian and temper-
ate ecosystems together shape the observed amplitude increases
in the NH. At the surface of northern high latitudes, enhanced
seasonal carbon exchange in Siberia is the dominant contributor
(followed by temperate ecosystems). Arctic-boreal North America
shows much smaller changes in flux seasonality and has only lo-
calized impacts. These continental contrasts, based on an atmospheric
approach, corroborate heterogeneous vegetation greening and brown-
ing trends from field and remote-sensing observations, providing inde-
pendent evidence for regionally divergent ecological responses and
carbon dynamics to global change drivers. Over surface midlatitudes
and throughout the midtroposphere, increased seasonal carbon ex-
change in temperate ecosystems is the dominant contributor to CO2

amplification, albeit with considerable contributions from Siberia. Rep-
resenting the mechanisms that control the high-latitude asymmetry in
flux amplification found in this study should be an important goal for
mechanistic land surface models moving forward.

carbon dioxide | seasonal cycle | amplification | Arctic-boreal | global
change

The seasonal oscillation of atmospheric CO2 is mainly driven
by the balance between seasonal land carbon uptake via

photosynthesis and release via respiration and disturbances (1),
and the amplitude of this annual cycle characterizes the intensity
of the seasonal net carbon exchange (NEE) between the land
and atmosphere. Ground-based and airborne CO2 measure-
ments since the 1960s show an increase in the seasonal cycle
amplitude (SCA) in the Northern Hemisphere (NH) high lati-
tudes by 30 to 50% (2, 3), suggesting widespread ecological
changes in the northern extratropics (2–4). However, the regions
and underlying processes driving this trend are still poorly un-
derstood. Previous studies based on atmospheric measurements
and models disagree on whether flux changes in boreal or tem-
perate ecosystems dominate the observed SCA enhancement (3,
5). Meanwhile, simulations of atmospheric CO2 driven by land
fluxes from state-of-the-art land surface models (LSMs) gener-
ally underestimate the amplitude increase (3, 6), and analyses
from factorial LSM experiments do not agree on whether climate
change, CO2 fertilization, or land use change provide the driving
mechanism (7–12).
Although the CO2 SCA has increased across most NH sam-

pling sites (3, 7, 10), substantial variability in the magnitude of
the trends from site to site suggests heterogeneity in regional flux

signatures. Spatial variability in ecosystem trends is likewise
supported by ecological observations, which suggest distinct re-
gional responses to global change drivers. For example, in-
creasing vegetation productivity has been observed across large
portions of the circumpolar zone, but drought and disturbances
such as pests and wildfire have decreased productivity over ex-
tensive areas in boreal North America (13–15). The spatially
nonuniform changes in climate drivers and ecosystem responses,
propagated by atmospheric transport, complicate interpretation
of the atmospheric amplification signals and attribution of
driving mechanisms. It is therefore important to disentangle the
regional imprints that these ecological changes leave on the
carbon cycle, including identifying the dominant contributing
regions to SCA trends (i.e., where global change factors are
accelerating the carbon cycle) and areas with negligible influence
(i.e., where global change factors either are having a negligible

Significance

The increasing atmospheric CO2 seasonal cycle amplitude in the
Northern Hemisphere suggests northern ecosystems are
responding strongly to global change. Considerable uncertainties
remain regarding drivers of these changes and their locations. We
find that seasonal flux changes in Siberian and temperate eco-
systems together shape the increasing CO2 amplitude. Particu-
larly, enhanced seasonal carbon exchange in Siberia drives most
of observed amplitude increases at the surface of northern high
latitudes. Arctic-boreal North America shows much smaller
changes in flux seasonality and has only localized impacts, con-
sistent with more browning in this region from field and satellite
observations. Our findings highlight divergent ecosystem re-
sponses among regions, countering the simple narrative that CO2

fertilization and climate warming are the dominant drivers.
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effect on seasonal CO2 fluxes or are counteracting each other
through positive and negative effects).
In this study, we present a regional attribution of CO2 seasonal

amplification in the NH over the past 4 decades. We accom-
plished this using a tagged atmospheric transport model, which
has proven to be a useful tool to partition contributions of in-
dividual ecosystems or flux components to the mean SCA and its
changes (1, 3, 4, 7, 10, 16). In contrast to previous studies that
typically prescribed fluxes from data-driven or mechanistic LSMs,
we instead used fluxes constrained by atmospheric CO2 measure-
ments. Compared to bottom-up flux estimates, these optimized
fluxes from top-down approaches should be more realistic in terms
of their spatial and temporal variations and able to reproduce
changes in atmospheric CO2, including the increasing trend in SCA.
We used these fluxes in a forward modeling framework; evaluated
the resulting SCA patterns using a diverse set of atmospheric CO2
observations from surface, tower, and aircraft platforms; and
quantified regional contributions to SCA trends at sites with long-
standing CO2 observations and across the entire NH.

Materials and Methods
Tagged CO2 Transport Simulations. Goddard Earth Observing System Chemical
Transport Model (GEOS-Chem) is a global three-dimensional (3D) atmo-
spheric transport model widely used to simulate the spatiotemporal varia-
tions of atmospheric trace gases, including CO2 (5, 17, 18). In general, the
model accurately simulates large-scale transport of air masses (19, 20), and
recent model development has improved mass conservation and tracer ad-
vection. The vertical transport of tracers across the planetary boundary layer,
however, tends to be weak in northern middle to high latitudes (20, 21). We
therefore compared our simulations with vertical profiles taken from air-
craft measurements to assess potential biases.

We modified GEOS-Chem v12.0.0 to tag regional CO2 tracers in order to
isolate their contributions to CO2 variations at individual model grid cells. In
this model simulation, CO2 was treated as a passive tracer that does not
affect atmospheric dynamics or drive chemical reactions. Separate regional
CO2 tracers can be tracked independently and eventually summed to define
a global response (e.g., refs. 1, 16, 22). In our simulation, each CO2 tracer
reflects surface fluxes from one tagged region.

We defined 13 tagged regions for terrestrial ecosystems (Fig. 1 and SI
Appendix, Table S1), including three Arctic, four boreal, and two temperate
ecosystems. The delineation of these regions was mostly based on plant
functional types (PFTs), with the dominant PFT dictating classification as
either Arctic or boreal in northern high latitudes. Given the dominance of
larch in some parts of Siberia, we further categorized the Siberian boreal
region as either deciduous or evergreen (see details in SI Appendix, Fig. S1).
Although these 13 regions were tagged separately in the transport model,

we further grouped them into 6 major regions in the following analyses for
clarity. The resulting aggregated regions are high-latitude North America
(NH_HighNA), high-latitude Europe (NH_HighEU), high-latitude Siberia
(NH_HighSIB), midlatitude temperate ecosystems (NH_Mid), Northern Tro-
pics (NH_Trop), and the Southern Hemisphere (SH) (Fig. 1), with their areas
ranging 4.0 to 68.5 × 106 km2 (SI Appendix, Table S1). The transport model
was run at 2° in latitude by 2.5° in longitude with 47 vertical levels, driven by
hourly meteorological fields from the Modern-Era Retrospective analysis for
Research and Application version 2 (MERRA2) reanalysis (23) at a time step
of 10 min. Given the data availability of the MERRA2 reanalysis and the
prescribed CO2 fluxes from inversions (see details in the next section), the
model was run during 1980 to 2017 with daily outputs following a 3-y cyclic
spin-up for 1980.

Prescribed CO2 Fluxes from Atmospheric Inversions. The land fluxes underlying
our GEOS-Chem simulation were derived from two state-of-the-art atmo-
spheric inversion systems constrained by atmospheric CO2 observations. First,
we used monthly land fluxes from the Copernicus Atmosphere Monitoring
Service (CAMS) CO2 global inversion v17r1 (24, 25). CAMSv17r1 covers 1979
to 2017 with a spatial resolution of 1.875° in latitude by 3.75° in longitude.
The inversion system (Python VARiational [PyVAR]) assimilates CO2 flask-air
and continuous measurements from up to 111 surface stations in an offline
global general circulation model Laboratoire de Météorologie Dynamique
version 5A (LMDz5A), with station coverage generally increasing over time
(25). Compared to land fluxes from data-driven or process-based LSMs,
which have been used for mechanistic attribution of SCA and its changes (1,
4, 7, 10, 16), the inverted fluxes are optimized to reproduce patterns in
observed CO2. However, the optimized fluxes suffer from uncertainties due
to transport model errors (26, 27), assignment of prior error statistics, and
insufficient data coverage in certain regions, including Siberia and the tro-
pics (SI Appendix, Fig. S2A, and also see figure 1 in ref. 25).

We also simulated atmospheric CO2 using monthly land fluxes from
CarbonTracker 2017 (CT2017) (28) to better understand the sensitivity of our
results to different model formulations. CT2017 only covers the period from
2000 to 2016 (29) but assimilates CO2 measurements from more surface
stations than CAMSv17r1 (SI Appendix, Fig. S2), as well as those from aircraft
and ship campaigns (254 total sites). In particular, CT2017 assimilates ob-
servations from tall towers in Siberia operated by Center for Global Envi-
ronmental Research, National Institute for Environmental Studies (NIES/
CGER) (30, 31). The two inversions also differ in prior flux information, at-
mospheric transport models, and assimilation techniques (SI Appendix, Table
S2). Given the shorter time period, model results with CT2017 were used to
corroborate those from CAMSv17r1 for 2000 to 2016.

To account for contributions to CO2 variability from anthropogenic and
ocean fluxes, we prescribed monthly fossil fuel emissions from the Carbon
Dioxide Information Analysis Center for 1980 to 2013 (32), with emissions for
2013 repeated for 2014 to 2017 and monthly ocean fluxes from CAMSv17r1
for 1980 to 2017.

Fig. 1. (A) Map of tagged regions and northern surface stations used in this study. Filled circles indicate stations from NOAA’s GGGRN assimilated in
CAMSv17r1 CO2 inversion, while open circles indicate Russian stations not assimilated. Colored symbols indicate grid cells where aircraft samples were as-
sembled. (B) Close-up map from the blue box in A, marking Russian stations.
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We note that the transport model that we used for our tagged simulations
(i.e., GEOS-Chem) differs from the transport models used in the two atmo-
spheric CO2 inversions described above (i.e., LMDz for CAMSv17r1 and Tracer
Model 5 for CT2017). We therefore evaluated the sensitivity of our results to
the choice of transport model by comparing the SCA simulated by GEOS-
Chem to that from the CAMSv17r1 or CT2017 posterior simulations (i.e., SCA
simulated by LMDz or TM5).

Atmospheric CO2 Measurements. We conducted site-level comparisons be-
tween simulated and observed CO2 at 16 background stations in the NH and
13 in the SH from National Oceanic and Atmospheric Administration’s
(NOAA’s) Global Greenhouse Gas Reference Network (GGGRN) (33) that
were assimilated in CAMSv17r1 (Fig. 1A and SI Appendix, Fig. S3A), each
with a record longer than 15 y. We also evaluated model performance at 11
sites not assimilated by CAMSv17r1 in a region with sparse data coverage
(Fig. 1B), most of which are inland tall towers in Siberia. Detailed informa-
tion for stations and data sources are provided in SI Appendix, Table S3.

We also compared model results to publicly available CO2 measurements
from three aircraft sampling networks and campaigns, including the aircraft
program from NOAA’s GGGRN (34), the Comprehensive Observation Net-
work for TRace gases by AIrLiner (CONTRAIL) (35, 36), and the NIES/CGER
aircraft program (30) (SI Appendix, Table S4). To generate a dataset with
sufficient spatial and temporal coverage for trend analyses at different
vertical levels, we combined all observations from these three networks and
grouped them based on GEOS-Chem 2° × 2.5° model grids and 1-km altitude
bins between 0 and 8 km (SI Appendix, Figs. S4 and S5). We identified 17 grid
cells with satisfactory record length (≥10 y) and vertical profiles for model
evaluation (Fig. 1A and SI Appendix, Fig. S4D).

Data Processing and Analyses. To isolate the mean annual cycle in simulated
and observed CO2, we applied the CCGvu curve-fitting routine (37). Each
time series was decomposed into a quadratic polynomial for the average
long-term growth rate and four harmonics for the average seasonal cycle;
then the residuals about the function were smoothed using a low-pass filter
with 667 and 80 d as long-term and short-term cutoff values and added back
to the polynomial and harmonic fit to capture the interannual and short-
term variations not determined by the function. We excluded observations
outside three SDs of the fit, and in situ continuous measurements were
averaged hourly before the curve-fitting procedures. For aircraft measure-
ments at a site, we fitted a curve for each 1-km altitude bin between 0 and
8 km.

At a specific site, the CO2 SCA over a year was simply calculated as the
difference between the annual maximum (SCDmax ) and minimum (SCDmin) in
parts per million (ppm) CO2 of the detrended curve:

SCA = SCDmax − SCDmin , [1]

where Dmax and Dmin are the Julian days for the observed or simulated an-
nual CO2 cycle maximum or minimum. For each tracer i, which reflects

surface fluxes from a particular tagged region i, we defined a pseudo
maximum (SC ’

i,Dmax
) or minimum (SC ’

i,Dmin
) as the point of its annual cycle

corresponding to Dmax or Dmin, rather than its actual annual maximum or
minimum per se. The pseudo seasonal amplitude of the tracer i, SCA’

i, is then
calculated as

SCA’
i = SC ’

i,Dmax
− SC ’

i,Dmin
. [2]

This definition was adopted to account for the phase shift in annual cycles
between CO2 and individual tracers (SI Appendix, Fig. S6). The fractional
contribution of tracer i to CO2 SCA, Frac SCA(i), was simply the ratio be-
tween their mean seasonal amplitudes (i.e., SCA’

i=SCA). The fractional con-
tribution of tracer i to the CO2 SCA trend, Frac kSCA(i), was defined as

Frac kSCA(i) = kSCA’
i/kSCA = ΔSCA’

i/ΔSCA, [3]

where kSCA’

i
and kSCA are the trend in the pseudo seasonal amplitude of the

tracer i and the trend in CO2 SCA, and ΔSCA’
i and ΔSCA indicate changes in

seasonal amplitudes over the study period estimated from the respective
trend multiplied by data length in years (38 y). We extracted simulated SCA
at surface stations as well as aircraft sampling sites for evaluation and at-
tribution. Further, after model evaluation, we conducted pixel-based anal-
yses for the 3D concentration fields to reveal the spatial patterns of trends in
SCA and dominant contributors.

We note that the record length and interannual variability (IAV) influence
whether a robust trend in SCA can be detected at any individual site. A lack of
significant SCA trend in observations or simulations could be due to a short
data record and/or large IAV that obscures robust trend detection. To address
this, we created a detectability curve to examine how the estimated SCA
trend changes with data length. For a given time series of observed or
simulated SCA with data length L0 (in years), we defined a set of moving
windows of length L(10≤ L≤ L0). The detectability of a significant trend at
window length Lwas thus calculated as the percentage of moving windows
for which a significant SCA trend (P < 0.05) was found.

Results
Model Evaluation. Overall, the CO2 SCA was simulated well by
the GEOS-Chem transport model with CAMSv17r1 (Fig. 2A).
Among the 16 assimilated stations in the NH, there was a strong
linear relationship between observed and simulated SCA with a
mean bias of 0.1 ± 1.4 ppm (Fig. 2A and SI Appendix, Fig. S7 and
Table S5), which was expected in part because the fluxes are
constrained by observations at these sites but not with the same
transport model. Model results also agreed well with site obser-
vations in the SH (SI Appendix, Figs. S3B and S8) and compared
favorably at nonassimilated stations in Russia with a mean bias of
1.5 ± 3.5 ppm, despite the sparse inland observations assimilated in

Fig. 2. Evaluation of simulated versus observed (A) CO2 SCA, (B) CO2 ΔSCA, and (C) vertical difference in SCA between the altitude bins 0 to 1 km and 3 to 4
km. For A and B, filled (open) circles represent stations (not) assimilated in the CAMSv17r1 CO2 inversion. The orange, green, and blue circles indicate high-
latitude (60 to 90 °N), midlatitude (30 to 60 °N), and low-latitude (0 to 30 °N) stations. Dotted and solid lines represent the unit line and least squares re-
gression line, respectively. The colored symbols in C correspond to those in Fig. 1A. Error bars denote ±1σ.
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CAMSv17r1 in this region (SI Appendix, Fig. S2A and Table S5 and
also see figure 1 in ref. 25). In fact, this bias was actually smaller
than that obtained when using CT2017 fluxes, which assimilated
some of these data (Fig. 2A and SI Appendix, Fig. S9). Compared to
the posterior fields from CAMSv17r1 (LMDz) and CT2017 (TM5),
the SCA simulated from GEOS-Chem showed a small bias of
+10% on average for stations at middle to high latitudes (SI Ap-
pendix, Fig. S10). The overestimation of SCA for low-altitude sta-
tions and underestimation for high-altitude stations (Summit and
Niwot Ridge in SI Appendix, Fig. S10) in GEOS-Chem reflects
weaker vertical mixing compared to LMDz and TM5 in the northern
extratropics, as already noted in refs. 20, 21. However, as the model
bias in vertical mixing is zonally symmetric in GEOS-Chem (21), it
likely does not have differential impact on the tagged regions across
a given latitude band.
The model also reasonably reproduced the north–south pat-

tern in SCA trends, including at the nonassimilated Teriberka
site in western Russia (Fig. 2B and SI Appendix, Fig. S7). Again,
the general overestimation of trends at most middle- to high-
latitude sites may be due to the fact that the rather weak verti-
cal transport in the northern extratropics by GEOS-Chem (20,
21) can trap the surface fluxes within the boundary layer where
air masses are sampled, amplifying the SCA increase. Given the
sensitivity of SCA to vertical mixing, we demonstrate that the
model generally captured the vertical difference in SCA between
the altitude bins 0 to 1 km and 3 to 4 km at 17 aircraft sites
(Fig. 2C), as well as the vertical profiles of the CO2 seasonal
phasing (SI Appendix, Figs. S11–S15). The SCA, trends, and
vertical profiles simulated from CAMSv17r1 also corroborate
well those from CT2017 (SI Appendix, Figs. S7, S8, and S11–S15),
which assimilated more observations, including those from Sibe-
rian tall towers (SI Appendix, Fig. S2B). Together, these results
suggest that the GEOS-Chem simulations can satisfactorily re-
produce SCA, its trend, and its vertical profiles at observation sites
with only small bias in the trend at surface locations.

Regional Contributions to Site-Level SCA and Its Trend.Arctic-boreal
and temperate ecosystems each contributed roughly 50% to the
climatological mean SCA at high-latitude (60 to 90 °N) and
midlatitude sites (30 to 60 °N) (Fig. 3A), with overall larger
amplitude at high-latitude sites (16.4 ± 2.5 ppm vs. 13.0 ± 4.1
ppm). Given the large size differences among tagged regions (SI
Appendix, Table S1), the contribution from temperate ecosys-
tems was much smaller when normalized by area (Fig. 3B and SI
Appendix, Fig. S16A). Among the Arctic-boreal ecosystems, the
contributions from North America (NH_HighNA) and Siberia
(NH_HighSIB) were roughly equal across high-latitude and
midlatitude sites, whether or not area is taken into account
(Fig. 3A and SI Appendix, Fig. S16A and Table S6). Note that
regional contributions varied across sites within each latitude
band (SI Appendix, Fig. S17). Model results from CT2017 gen-
erally agreed with those from CAMSv17r1 over 2000 to 2016,
except that a greater contribution of SCA was attributed to
NH_HighSIB (∼30%) than NH_HighNA (<20%) in both high
latitudes and midlatitudes (SI Appendix, Fig. S18 and Table S7).
Although NH_HighNA and NH_HighSIB contributed simi-

larly to the mean high-latitude SCA, the SCA trend originated
largely from NH_HighSIB (Fig. 3C). Across high-latitude sites,
the increase in SCA over 1980 to 2017 (ΔSCA) was 3.8 ± 0.4
ppm, and the contribution from NH_HighSIB was 1.6 ± 0.3 ppm
versus 0.5 ± 0.4 ppm from NH_HighNA. The contribution from
NH_HighNA was highly variable across high-latitude sites (SI
Appendix, Fig. S19), with the largest signal detected at Utqiagvik
(Barrow; 1.1 ± 0.3 ppm) in response to the significant increase in
the NEE seasonal amplitude (SCANEE) over interior Alaska and
some parts of Canada (SI Appendix, Fig. S20A). In contrast, the
contribution from NH_HighSIB was on average much larger and
more uniform across sites (SI Appendix, Fig. S19), as most of the

high-latitude sites examined here are remotely influenced by
long-range transport of the well-mixed Siberian air masses with a
strong increase in SCANEE (Fig. 3D and SI Appendix, Fig. S20A).
Temperate ecosystems also contributed 1.5 ± 0.3 ppm (∼40%) to
ΔSCA at high-latitude sites. For midlatitude sites, ΔSCA was
dominated by changes in NH_HighSIB and NH_Mid, which
contributed 1.1 ± 0.5 ppm (61.4 ± 36.5%) and 0.9 ± 0.6 ppm
(31.8 ± 21.9%), respectively (Fig. 3C and SI Appendix, Table S8).
Notably, when normalized by geographic area, the contribution
from NH_HighSIB to ΔSCA stands out, equivalent to more than
three times that from NH_Mid for middle- to high-latitude sites
(Fig. 3D and SI Appendix, Fig. S16B), despite the similar mag-
nitudes of their integrated contributions (Fig. 3C). For low-
latitude sites, ΔSCA increased due to flux changes in NH_Mid
and NH_HighSIB, with offset from NH_Trop (Fig. 3C and SI
Appendix, Table S8).

Regional Contributions to Large-Scale Patterns of ΔSCA. Although
long-term observations are only available from a discrete net-
work of sites, we used the model results to explore global pat-
terns of ΔSCA (Fig. 4). As expected from site-level analyses, the
simulations showed that the seasonal cycle of atmospheric CO2
amplified across much of the NH north of 30°N. At the surface,
the largest increases occurred in the circumpolar regions of
North America and eastern Siberia at high latitudes, as well as
the eastern United States and the Black Sea region in Eurasia.
There are also regions where no trends or negative trends were
found, for example, in Mongolia and the subtropics (Fig. 4A). At
higher altitudes, these spatial features are still relatively consis-
tent, although with smaller magnitudes (Fig. 4 D and G).
The spatial drivers of ΔSCA differ both regionally and by al-

titude (Fig. 4 B, E, and H). NH_HighSIB was the dominant
contributor to ΔSCA for 64% of high-latitude areas at the sur-
face, with most of the remainder dominated by fluxes in NH_Mid
(31%). NH_HighNA was the dominant contributor for only 5%
of surface high-latitude areas (SI Appendix, Table S9), and its
influence is limited to eastern Alaska and northwestern Canada.
Zonal analyses confirmed that NH_HighSIB played a dominant
role in driving large-scale surface ΔSCA in high latitudes, on av-
erage contributing 2.1 ± 1.0 ppm of 4.1 ± 0.9 ppm (Fig. 4C and SI
Appendix, Table S10). At the surface midlatitudes and throughout
the midtroposphere of the middle to high latitudes, the contri-
bution from NH_Mid to ΔSCA became more important, with
NH_Mid emerging as the dominant contributor for 70 to 100% of
area (SI Appendix, Table S9). However, the contribution from
NH_HighSIB was still significant, with a fractional contribution to
ΔSCA as high as 30 to 40% (SI Appendix, Table S10).
Despite the apparent large-scale amplification in the free

troposphere (Fig. 4 D and G), observations from aircraft profiles
generally did not show statistically significant trends in SCA, as
the short record length and large IAV prevented robust detec-
tion of trends (Fig. 5 B–D and SI Appendix, Figs. S21 and S22).
One exception was the high-latitude aircraft profiles in Alaska
(Fig. 5A), where a (marginally) robust increase in SCA was found
between 2 and 6 km and was generally captured by simulations.
Based on simulated CO2 at aircraft sites, we showed that at least
∼15 y of data are required to achieve ≥50% detectability of
significant SCA trends (Fig. 5 E–H and SI Appendix, Fig. S23 and
also see Materials and Methods for details). For certain altitude
levels at some sites (e.g., 2 to 4 km in Hawaii; Fig. 5H), the
detectability of a robust SCA trend remains well below 50% even
when the assumed record length approaches 30 y, suggesting that
strong IAV obscures detection of a decadal trend.

Discussion
Our study illustrates the distribution of SCA trends and the con-
tributions from different regions using a tagged CO2 transport
model and observationally constrained fluxes. Results showed that
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Siberian and temperate ecosystems together shape the overall
atmospheric CO2 seasonal amplification in the NH and confirm the
importance of northern extratropical land ecosystems in driving the
observed amplitude trend (2–4). Particularly, at northern high lat-
itudes in the lower troposphere, Siberian boreal forests and tundra
dominate the trend in SCA, whereas impacts from Arctic-boreal
North America are much smaller and geographically localized. At
northern surface midlatitudes and throughout the midtroposphere,
the dominant contributor is temperate ecosystems, but Siberia still
plays a significant role.
It should be noted that CAMSv17r1 did not directly assimilate

data from all atmospheric CO2 observation stations in Siberia,
calling into question the reliability of the large increasing trend
in NEE seasonality that drives the CO2 amplification in this
region. We note, however, that the spatial footprint of marine
boundary layer stations in northern high latitudes, particularly,
Utqiagvik (Barrow), Alert, Cold Bay, and Shemya Island (SI
Appendix, Fig. S2A), encompasses fluxes in northern and eastern
Siberia (SI Appendix, Fig. S24, and also see refs. 38–42). Further,
we used a Monte Carlo method to estimate uncertainties of the
posterior fluxes for NH_HighSIB between the time periods 2013
to 2017 and 1980 to 1984 (43, 44), which indicated that the
seasonal flux estimates during the peak growing season do not
overlap at the one-sigma level for the two time periods (SI Ap-
pendix, Fig. S20B). This robustness is confirmed by the good fit
of our CAMSv17r1-driven simulation against measurements
from the unassimilated Siberian sites (SI Appendix, Fig. S9), as

well as the agreement with results from the simulation driven by
CT2017 that assimilated these sites (SI Appendix, Figs. S7, S8,
and S11–S15). Therefore, despite the uncertainty inherent in
constraining fluxes in this undersampled region, the increasing
seasonal carbon exchange over the entire NH_HighSIB is sta-
tistically significant, and the seasonal amplitude increase reflects
enhanced net summer carbon uptake.
The strong high-latitude imprints on CO2 seasonal amplifica-

tion identified using our top-down approach corroborate obser-
vations of ecological changes and confirm that these changes
scale up to impart substantial trends on large-scale carbon cycle
dynamics within the region. At northern high latitudes, various
field and remote-sensing–based studies have shown a greening
trend and northward shrub expansion over the past several de-
cades (13, 45–47). Greening has been attributed to diverse cau-
ses, including the impact of warming on growing season length,
active layer depth over vast areas of permafrost, and water and
nutrient availability (48, 49). Changes in atmospheric composi-
tion via, e.g., CO2 fertilization may also increase the magnitude
of growing season productivity (8, 9). These changes likely lead
to enhanced summer carbon uptake and a deeper CO2 minimum
(1, 2, 4, 50). Site-level flux measurements and regional-scale
synthesis have also revealed increased wintertime carbon re-
lease over Arctic tundra in response to warming (51–55), with
increased CO2 buildup outside the growing season. Together,
these ecological changes have resulted in a substantial and

Fig. 3. (A and C) Contribution of the six major tagged regions to site-level CO2 SCA and ΔSCA in relation to (B and D) their NEE seasonal amplitudes (SCANEE)
and changes (ΔSCANEE). For A and C, the orange, green, and blue bars represent flux imprints from different tagged regions on x axis for northern high-
latitude (60 to 90 °N; n = 7), midlatitude (30 to 60 °N; n = 5), and low-latitude (0 to 30 °N; n = 5) stations, respectively, with the numbers in the parentheses
showing the mean SCA or ΔSCA averaged within station groups. Only the 16 stations from NOAA’s GGGRN and the nonassimilated station Teriberka in Russia
are included. For B and D, the gray and red bars represent the integrated and area-normalized SCANEE or ΔSCANEE for different tagged regions. Analyses were
based on NEE from the CAMSv17r1 inversion for 1980 to 2017.
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sustained increase in the seasonal net exchange of CO2 in
northern high latitudes.
Our results also confirm divergent ecological responses be-

tween Siberia and high-latitude North America to the changes in
climate and atmospheric forcings. Pervasive vegetation greening
has been observed in Siberia, with the exception of some parts of
western Siberia (48, 56). In contrast, although greening has been
observed over Arctic-boreal North America, the region has ex-
perienced a larger proportion of browning trends (13, 14, 57).
Browning has been spatially correlated with climate-related
disturbances, including intensified fire regimes (58–60), biotic
infestations (61–63), and resulting tree mortality (64–67). Cli-
mate variations in this region can also directly affect ecosystem
fluxes via warming-induced drought stress (68–70). As a result,
earlier springs tend to be associated with drier conditions later in
the growing season and lead to decreases in summer productivity
(49, 71, 72). Differences in seasonal amplification between these
two continents may also carry over to longer timescales: CAMSv17r1
shows a growing carbon sink in Siberia over the past 4 decades, while
the carbon balance in Arctic-boreal North America does not exhibit a
significant trend (SI Appendix, Table S11). Together, the contrasts

between the two continents suggest that the long-standing positive
relationships between temperature and carbon cycling have declined
or even reversed, particularly in high-latitude North America (38, 57,
73–75). The change in this relationship may be due, in part, to the
increased temperature sensitivity of respiration compared to that of
productivity. A recent study based on long-term CO2 observations at
Utqiagvik (Barrow) suggested that the turnover rate of carbon cycling
in Arctic North America has increased (76), which may render more
carbon vulnerable to the impact of climate change in the long term.
In addition to providing direct regional attribution of CO2

seasonal amplification, our results on the differential contribu-
tions from Siberia and Arctic-boreal North America may offer
insight into the mechanistic drivers. Current state-of-the-art
LSMs disagree on the role of climate change in regulating the
SCA increase over northern high latitudes (7–10, 12). This is in
contrast to CO2 fertilization, which has been identified as the pri-
mary driver of amplification in high latitudes based on results from
an ensemble of LSMs (8–10, 12). Depending on region-specific
patterns of changes in climate and ecosystem responses, the cli-
mate effects on seasonal carbon exchange could add to or offset the
overall positive effects of CO2 fertilization. The divergent patterns

Fig. 4. Spatial patterns of CO2 ΔSCA and their dominant driving region in the NH. (A, D, and G) ΔSCA at the surface, 700 mb, and 500 mb calculated from
model results with CAMSv17r1 for 1980 to 2017. Only pixels with significant trends (P < 0.05) are shaded. (B, E, and H) Maps of the dominant contributor to
ΔSCA. For each pixel, this is the tagged region that imparts the largest ΔSCA. (C, F, and I) Zonal analyses of the regional contributions to ΔSCA. The orange,
green, and blue bars represent flux imprints from different tagged regions on the x axis for northern high-latitude (60 to 90 °N), midlatitude (30 to 60 °N), and
low-latitude (0 to 30 °N) pixels, respectively. The numbers on the top left show the mean ΔSCA averaged over each latitude band. Only pixels with significant
positive trends (i.e., ΔSCA > 0, P < 0.05) were analyzed. The bold black lines delineate the three high-latitude tagged regions, i.e., NH_HighNA, NH_HighEU,
and NH_HighSIB.
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between Arctic-boreal North America and Siberia from our top-
down approach provide independent atmospheric constraints on
high-latitude ecosystem process modeling in response to these
global change drivers. That some models do not capture the con-
trasting patterns between the two continents calls for improvement
of LSMs to better characterize regional properties and processes
associated with the divergent ecosystem responses (77).
Our results also highlight the importance of midlatitude pro-

cesses in driving CO2 seasonal amplification in the NH, even
though the per-area contribution from temperate ecosystems is
small compared to that from Siberia (Fig. 3D and SI Appendix,
Fig. S16B). Previous studies showed that the simulated ampli-
tude increase driven by land fluxes from LSMs is generally
underestimated in the midtroposphere and that matching the
observed amplitude trend would not be possible by solely
adjusting high-latitude land fluxes (3, 6). The inability of LSMs
to account for temperate flux seasonality trends could be due to
inaccurate parameterization of CO2 fertilization and climate
sensitivity (78–80), as well as underrepresentation of processes
and interactions such as nutrient cycling and land management
(8–11). In our study, the largest CO2 amplitude increase at the
surface of midlatitudes is found over the central and eastern
United States and southeastern Europe (Fig. 4A and SI Appen-
dix, Fig. S20A), downwind of the regions where agriculture,
managed forests, and forests recovering from historical distur-
bance occur (81–84). The geographical patterns may suggest
agriculture intensification and land cover change as important
drivers of the increase in temperate flux seasonality, but their
roles remain under debate (8, 10–12, 82). An improved under-
standing requires a detailed characterization of land use and
land cover change, as well as better representation of agricultural
management and forest demography in LSMs (11, 85).
It may also be possible to separate the imprint of middle- and

high-latitude flux changes by considering differences in amplifi-
cation at the surface and in the midtroposphere (Fig. 4). The
predominance of temperate ecosystems in driving midtropo-
spheric SCA trends confirms the importance of accounting for
the spatial imprint of atmospheric transport on patterns of at-
mospheric CO2 (5). We note, however, that in contrast with

model results displaying a widespread SCA increase in the free
troposphere (Fig. 4 D and G), observations from aircraft do not
show significant trends except for a site in Alaska (Fig. 5A).
While discrete ground observational networks dating back to
1960s have provided valuable datasets for diagnosing changes in
CO2 seasonal cycles (2, 3, 86), the relatively short records of
aircraft measurements (usually <15 y) prevent robust detection
of trends. As efforts have been made to deploy new observations
to underobserved regions, it remains important to maintain and
expand current ground networks and aircraft profiles for long-
term monitoring of changes in atmospheric CO2 and carbon
balance (87).

Data Availability. The CO2 tracer concentration fields simulated
from the tagged transport model GEOS-Chem v12.0.0 are
available at the University of Michigan Library Deep Blue online
repository (88). The CO2 inversion products CAMSv17r1 and
CT2017 are publicly available, with data sources presented in SI
Appendix, Table S2. The ground-based atmospheric CO2 mea-
surements from NOAA’s GGGRN and tall towers in Siberia are
publicly available, with data sources presented in SI Appendix,
Table S3. The atmospheric CO2 measurements from the three
aircraft platforms NOAA’s GGGRN, CONTRAIL, and NIES/
CGER are publicly available, with data sources presented in SI
Appendix, Table S4.
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Fig. 5. The trends in CO2 SCA for aircraft profiles at four sites. (A–D) Comparison of simulated versus observed SCA trends for altitude bins between 1 and
8 km from aircraft profiles in Alaska (A), Massachusetts (B), Colorado (C), and Hawaii (D). Filled circles represent significant trends (P < 0.05), whereas open
circles with pluses represent marginally significant trends (P < 0.1). Error bars show ±1σ. (E–H) Significance of the SCA trend as a function of data record length
based on model results at each site (see details in Materials and Methods). The point of intersection between each curve and the horizontal dotted line
represents the minimal data length required to achieve ≥50% detectability of a significant trend. For E, G, and H, the black lines represent the detectability
curves for observations from the background stations Utqiagvik (Barrow; 11 m asl), Niwot Ridge (3,523 m asl), and Mauna Loa (3,399 m asl), which are in good
agreement with model results at corresponding altitude levels.
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