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Abstract—Physics-based three-dimensional numerical simula-
tions are becoming more predictive and have already become
essential. As an example in geophysics, simulations at scale with
a very fine resolution, including uncertainty quantification pro-
cedures are crucial to provide the relevant physical parameters
for forward modeling of seismic wave propagation. Consequently,
the diversity of HPC architectures available (heterogeneity, high
core counts or depth of the memory hierarchy) leads to increasing
concerns regarding the portability of applicative performances.
In this paper, we discuss the implementation of the classical
spectral finite-elements method using the Arm C Language
Extensions for both Neon and SVE SIMD units.

I. INTRODUCTION

Explicit parallel elastodynamics application usually exhibits
very good weak and strong scaling up to several tens of
thousands of cores ([1], [2], [3]). Regardless of the numer-
ical method involved (Finite-Differences, Finite-Elements or
Spectral-Element Method (SEM)), this class of application
benefits from quite dense numerical kernel and limited amount
of point-to-point communications between neighboring subdo-
mains. Significant works have been made to extend this paral-
lel results on heterogeneous and low-power processor ( [4],
[5]). Due to their numerical efficiency, high-order finite-
elements methods are routinely used for seismic simulations
(e.g. foundational work of SpecFEM3D software package is
described here ([6]). Several challenges are well known for the
optimization of this algorithm. As an example, it is admitted
that the summation of the element contributions (assembly
phase) represents a major bottleneck of such approaches to
scale out. This is coming both from the shared values between
neighboring elements and the inherent indirection for data
accesses.

Additionally, the computation of the internal forces can repre-
sent as much as 80% of the total elapsed time. Unfortunately,
so far only hand-tuned implementations have been able to
benefit from advanced SIMD units available on modern ar-
chitectures ([7], [8]). The SVE (Scalable Vector Extension)
SIMD instruction set brings a Vector-Length Agnostic (VLA)
programming model that could address these limitations.

In this short paper, we discuss the implementation of a
spectral-elements method kernel using the Arm C Language
Extensions. We underline key aspect of both Neon or SVE im-
plementations and show performances obtained on two Neon-
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based processors (the AWS Graviton2 and the Marvell Thun-
derX2). Results from the Arm Instruction Emulator (ArmlIE)
with varying SVE vector lengths are also presented.

The remainder of this paper is organized as follows. Section
II provides the numerical background regarding seismic wave
propagation. A detailed description of our implementations
using the Arm C Language Extension is provided in Section
III. Finally, we discuss the results obtained in Sections IV.

II. SPECTRAL ELEMENT NUMERICAL KERNEL
A. Governing equations

The forward wave propagation problem is governed by the
elastodynamic equations of motion:

pu; = fi + Tijj, ey
where p is the material density; «; is the i-th component
of the second time-derivative of the displacement u;; 745, ; is
the spatial derivative of the stress tensor component 7;; with
respect to x;; f; is the i-th component of the body force.

The weak form of eq. 1 is expressed in eq. 2, is solved in its
discretized form by using this method.
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where ) and I' are the volume and the surface area of
the domain under study, respectively; € is the virtual strain
tensor related to the virtual displacement vector v; f is the
body force vector and T is the traction vector acting on I'.
Superscript T' denotes the transpose, and a colon denotes the
contracted tensor product.

B. Characterization of the numerical kernel

The simplified version of this kernel is composed of four
loop levels. The outer most one iterates over elements. For
each element, we perform the following operations : 1) gath-
ering points of the element, 2) computing internal forces, 3)
assembly step. Each of these steps consists in three nested
loops to iterate along the three directions of each element.
Gathering points for each element consists in copying values
from a global-to-local operation. An indirection array is im-
plemented as the same grid point can be shared by up to eight



elements (corners). Internal forces are computed by traversing
the element along the three directions, multiplying point values
by Lagrangian coefficients and accumulating the results. Thus,
it essentially consists in additions and multiplications which
are likely to be merged into FMA (Fused Multiply Add)
instructions. Finally, results are to be stored back to the
global array following the same indirection pattern as for the
gathering step.

III. VECTORIZATION
A. Neon implementation

To the best of our knowledge, the most efficient strategy
to vectorize the kernel previously described is to target the
outer most loop (i.e. see here for details [7]). In this case,
porting the kernel to Neon is straightforward. First, we replace
the float data type by the float32x4_t one for the
definition of the local array. For the outer loop, we compute
four elements at the same time, thus we increment the iterator
by four instead of one. Since no gather instruction is available
in Neon for gathering a vector of data from the global array
and the indirection array, the gathering step just consists in
filling the local array using scalar loads but for four times more
elements. The vectorization of the computation of internal
forces is quite straightforward thanks to the automatic type
inference provided by the C++ auto keyword and to the
overload of arithmetic operators for Neon data types. Thus, the
code organization for the Neon version is almost identical to
the scalar version minus few modifications described hereafter.

1) Local variables: The float type of local variables
needs to be replaced by the f1loat32x4_t type, for example
the local array definition at order 4:

float local[ 5 = 5 = 5 % 9 ];

becomes:

float32x4 _t local[ 5 = 5 %= 5 % 9 ];

2) Gather/scatter: Non-contiguous loads required by the
vectorization and the data storage pattern had to be replaced
by four scalar loads, for example:

float32x4 _t dxidx;

dxidx[ 0 ] = rg_hexa_gll_dxidx[ id0 ];
dxidx[ 1 ] = rg_hexa_gll_dxidx[ idl 1];
dxidx[ 2 ] = rg_hexa_gll_dxidx[ id2 ];
dxidx[ 3 ] = rg_hexa_gll_dxidx[ id3 ];

3) Broadcast: The same coefficient has to be applied to all
the values in the vector, thus requiring to explicitly call the
vdupg_n_£32 intrinsics to duplicate the coefficient:

auto vcoeff = vdupq_n_f32( coeff );

4) Arithmetic instructions: In most cases, arithmetic ex-
pressions are not modified, for example, the expression:

duxdxixdxidx
+duxdetxdetdx
+duxdzexdzedx;

auto duxdx =

is automatically converted by the compiler to its vectorized
version since variables are vectors instead of floats and arith-
metic operators are overloaded by default. It is also possible
to overload operators between scalar and vectors to remove
some calls to the vdupqg_n_£32 intrinsics, like the one in
the following expression:

auto tau=(rhovp2-vdupq_n_f32(2.0f)*rhovs2)
#(duxdx+duydy+duzdz);

B. SVE implementation

The SVE approach is quite different since the vector length
is only at runtime through the use of the svcntw intrinsics
which returns the number of 32-bit words in one SVE register.
Obviously, one of the key aspect of this feature is to generate
a vector length agnostic code portable across SVE-enabled
hardwares. Other advantages over Neon are the availability of
gather/scatter instructions and of masked load/store instruc-
tions with a supplemental mask parameter which allows to
partially fill/store vectors. However, the implementation of the
SVE version is not as straightforward as expected for the
following reasons: 1) it is not possible to create local arrays
of vectors since their size is not known at compile time, 2)
arithmetic operators are not overloaded by default since they
require a mask, thus increasing the verbosity of the code. Our
SVE implementation requires to modify our scalar code as
described below.

1) Local variables and arrays: The definition of the local
array becomes:

float rl_displacement_gll[125%3«svcntw ()]

where the svnctw intrinsics returns the number of float values
in SVE vectors. Indeed, both Armclang and GCC compilers
do not support defining an array of vectors of type svfloat32_t
on the stack since the size of this type is not known at compile
time. It is possible to specify the vector length with a specific
flag for the GCC compiler but it limits the code portability.

2) Loop management: The main loop increment depends
on the vector length:

for(iel=elt_start ;...; iel+=svcntw ())

Since the number of elements may not be a multiple of the
SVE vector length, we need to use a mask to enable only
active lanes.

3) Masking: We define the mask for SVE intrinsics accord-
ing to the number of elements for each iteration as:

auto mask=svwhilelt_b32_u32(iel ,end);

In our case, the mask enables all the vector lanes for all
iterations except the last one if the number of elements is
not a multiple of the vector length. Note that, in our case,
the mask is only mandatory for gather/scatter intrinsics to
avoid segmentation faults caused by out of bound memory
accesses. Arithmetic intrinsics may operate on all vector lanes
since values in each lane are computed independently i.e.
computation on one lane does not require to access values



ThunderX2 Graviton2
frequencies 2.2-2.5GHz 2.5GHz
cache(L1/L2/L3) | 32kB/256kB/32MB | 64kB/IMB/32MB
memory 8x DDR4-2667 8x DDR4-3200

TABLE I: Arm-based architectures used for this study.

from other lanes. Thus, for these intrinsics we have the choice
between passing the mask we previously defined or using the
svptrue_b32 () intrinsics which enables all lanes.

4) Gather/scatter: Unlike Neon, SVE provides a set of
gather/scatter intrinsics to retrieve indexed data. For the gath-
ering step of our kernel, we first need to gather indices of
the first point of each element considered. At order 4, each
element is composed of 125 points. If we consider the first
elements processed at the first iteration, the index of the first
point of the first element is at position 0, the one for the second
element is at position 125, for the third element at position 250
and so on. SVE provides the svindex_u32 () intrinsics to
fill a vector with multiples of a given value. In our case, we
use the following code:

auto vstrides = svindex_u32(0u, 125u);

At iteration i, the first element of the vector is at position
ixsventw () 125 and we need to duplicate it and add the
vstrides values to obtain the indices of the first point of
each element in the vector:

auto base=svadd_z (mask,
vstrides ,
iel*125u));

The indices in this resulting vector will serve as the base for
accessing the following 124 points of these elements.

5) Arithmetic instructions: Since the mask parameter is
not optional for arithmetic intrinsics, there is no overloaded
operator available by default, which increases the code ver-
bosity. In our case, we have the choice between using the mask
computed at each iteration and already used for gather/scatter
instructions or we can use the svptrue_b32 () intrinsics
which activates all vector lanes.

IV. EXPERIMENTS AND RESULTS
A. Setup

In this section, we discuss both implementations of the seis-
mic kernel : 1) scalar version with autovectorization, 2) usage
of the Arm C Langauge Extensions for Neon and SVE. For
these experiments, we use GCC (v10.1) and Armclang (v20.1)
LLVM-based compilers. We use the -Ofast optimization
flag which enables automatic vectorization. To generate SVE
versions, we need to explicitly activate its support with the
-march=armv8-a+sve flag. Results presented in this sec-
tion are from a serie of exeuctions carried out on two Arm-
based platforms:

e a Marvell ThunderX2 dual-socket with 2x32 cores,
e a 64-cores AWS Graviton2 processor.

Processor characteristics are detailed in table 1. For the SVE

analysis, the Arm Instruction Emulator (ArmlE) is used as
this tool can execute unsupported instructions on AArch64
architecture by converting them into native ones. Dynamic
binary instrumentation (through DynamoRIO) is used to
extract additional metrics such as the memory traces( [9]).

B. Timing results on Neon enabled hardware

Figure 1 shows the timing results. As expected, we observe
the impact of using intrinsics to enable vectorization with a
two-fold speedup on the ThunderX2 (2.3x). With the 128-bit
Neon unit, the theoretical maximum speedup is four (single
precision), but the irregularity of the memory access pattern
clearly hurts the performances. On the Graviton2 architecture,
the situation is rather different since the standard implemen-
tation of the kernel is significantly faster compared with the
same benchmark on the ThunderX2 processor (2.7x). As the
vectorization level is poor for this baseline version, these
results are mainly due to the improved micro-architecture. The
usage of intrinsics do not bring the same level of acceleration
on this second platform (1.3x). In this case, the pressure on
the memory hierarchy may explain these results. Overall, both
GNU and Arm Compiler for Linux deliver similar level of
performances and performance numbers are within a margin
of 5%.
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Fig. 1: Timing results on two different Arm-based architectures
with GNU and Arm Compiler for Linux compilers.

C. SVE study

Dynamic instruction execution traces at each SVE vector
length (from 128 to 1024 bits) are represented in Figure
2 using the same binary. We represent both the native and
the emulated instructions counts. As expected, the number of
instructions is divided by a factor of almost two every time
we double the length of the SVE vector. This demonstrates
both the high ratio of vectorization for this kernel (an average
of 70% for all the configurations) but also the efficacy of our
implementation.

The percentage of utilization of the vector lanes is a very
good metric to discuss this last point. SVE is predicate-centric
architecture, it is therefore key to collect metrics related to the



exploitation of the vector lanes. In our case, the usage of the
SIMD lanes appears to be optimal (nearly 100%) for all the
vector lengths evaluated.

As the introduction of native scatter and gather operations is
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Fig. 2: Dynamic instructions count (GNU compiler) for the
Spectral Finite-element kernel

one of the key feature of SVE, the breakdown of the memory
operations is an interesting metric. Figure 3 summarizes the
corresponding instructions for the high-order finite-elements
kernel. As expected, a significant portion of the memory
accesses (20%) are implemented with gather /scatter instruc-
tions.
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Fig. 3: Memory operations (GNU compiler) for the Spectral
Finite-elements method.

V. CONCLUSION

In this paper, we study the explicit vectorization of a Seis-
mic Spectral-Element kernel using Neon and SVE intrinsics
to evaluate the complexity of both fixed length and VLA
programming models. The results from AWS Graviton2 and
Marvell ThunderX2 processors show the impact of explicit
vectorization with significant speedups on both platforms. The

SVE analysis demonstrates the efficacy of our implementation
despite the complexity of the key loops and the irregular mem-
ory accesses. Obviously these findings should be compared
with insights from real hardware and we expect to refine
these analysis in future works. Additionally, several higher
level abstractions over intrinsics like Vc[10], Boost.SIMDJ[11]
are available to provide both performance and portability.
We expect to explore these options to further improve our
implementations.
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