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We detail a laser plasma experiment aimed at enhancing laser to MeV electron energy coupling and 

then the x-ray dose produced when a short pulse laser propagates through a long preformed plasma. 

This study can be of interest for radiography of high areal mass objects requiring large doses but also 

for radiation safety of large scale laser facilities such as LMJ or NIF able to produce long preformed 

plasmas through which a short pulse laser can propagate. A low-intensity (~ 1014 W/cm2) ns beam 

explodes a thin foil deposited on a high-Z solid target to generate an underdense plasma. An intense 

(> 1018 W/cm²) and short (< 1 ps) laser pulse then (with an adjustable delay t) interacts with this 

plasma and produces multi-MeV electrons. These high-energy electrons are converted into a 

bremsstrahlung emission of MeV x-ray photons in the high Z target. In a second target design, a 

vacuum gap between the foil and the conversion target is also tested to let the plasma expand on both 

sides of the foil, increasing even more the interaction length. Results show how the vaporization of 

the foil produces an underdense plasma over several hundreds of micrometers which significantly 

enhances x-ray doses, with harder x-ray spectra obtained at an optimum delay, t, until short pulse 

laser is affected by refraction. Increasing interaction length with gap targets is at the origin of a much 

more complex plasma hydrodynamics involving on-axis plasma stagnation which delays the 

optimum time for the maximum x-ray dose production. 
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I.  INTRODUCTION 

X-ray radiography is a powerful tool to probe internal features of objects. For most of the laser 

plasma experiments involving x-ray radiography of low or intermediate density objects, the photon 

energy used is within few keV to few tens of keV which is in the photoelectric absorption range.1-3 

X-ray radiography involving Compton scattering has already been reported.4 Depending on the areal 

mass to probe, x-ray photon energy is then chosen to get contrasted radiography images. 

Radiographing high-Z and high areal mass object usually requires another approach. To maximize 

the object transmission, it is necessary to choose the photon energy that minimizes the object 

opacity. For tantalum for example, this is reached at E ~4 MeV.5 Then for a given photon energy, 

ideally centered at E ~4 MeV for high-Z object, image signal to noise ratio is enhanced by 

increasing the number of x-ray photons produced to compensate low object transmission. The total 

attenuation coefficient (opacity) of 4MeV photons in a tantalum object of 100 g/cm² areal mass is 

around 4×10-2 cm²/g , showing that a transmission as low as 2% is indeed expected. 

Laser Driven Radiography (LDR) has been studied for years and presents several advantages. 

Using for instance picosecond laser pulses, the ability to focus them on micrometer focal spots gives 

access to high temporal and spatial resolutions compared to more conventional devices based on 

electron induction accelerators, diodes or rod pinches used for the flash radiography.6 The interaction 

of an intense (> 1018 W/cm²) laser pulse with a solid target generates multi-MeV relativistic 

electrons produced by different physical processes,7 such as ponderomotive j×B acceleration,8,9 

direct laser acceleration,10,11 wakefield acceleration.12,13 Similarly to flash radiography machine, a 

high-Z solid target positioned behind the interaction area, converts high-energy electrons into MeV 

bremsstrahlung photons.14,15 The objective of the present study is to increase x-ray dose from 

enhanced laser MeV electron energy coupling obtained by lengthening the interaction distance of the 

short pulse using long preformed plasmas. Achieving this can then be of interest to radiograph high 

areal mass objects,16 it also contributes to enlarge the radiation safety database, to improve the ability 
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to do reliable predictions of dose on large scale laser facilities such as LMJ and NIF.17 These 

facilities can indeed produce large scale plasmas through which intense short laser annexes pulses 

such as PETAL and ARC can propagate and deposit energy leading to the generation of energetic 

radiation.  

The x-ray dose mainly depends on the intensity and energy of the short pulse laser, and the 

plasma parameters that govern the laser energy transfer into high energy electrons.18-20 This paper 

presents an experimental study on the effects of large plasma scale lengths produced in front of a 

conversion target, on the properties of a bremsstrahlung x-ray source. In a previous similar study on 

the Alisé laser facility [21], plasma scale length up to Lp = 60 µm were tested. Results showed that 

MeV x-ray photon dose increases with the plasma size. Numerical simulations explain this by an 

increase of the laser energy absorption by hot electrons and an increase of the average kinetic energy 

of the accelerated electrons. In this present paper, the effects of larger plasma scale lengths, up to Lp 

= 500 µm, are presented. Two setups were tested. In the first one, the preformed plasma is produced 

by ionizing a polyethylene terephthalate plastic (PET) coated high Z (Ta) target with a ns laser beam 

focused on it before (a certain delay, t) the short pulse arrival. The plastic coating is used to get a 

fast expanding preformed low Z plasma through which the short pulse laser propagates and converts 

its energy to MeV electrons. In the second one, the exploded PET foil is separated from the solid 

target by a vacuum gap (g) up to 700 µm wide. This increases the length of the preformed plasma by 

allowing it expanding from both sides of the foil. Reference shots were also performed without the 

ns laser pulse in which a lower x-ray dose is obtained. 

The remainder of this paper is organized as follows. The experimental setup is described in 

Sec. II and experimental results in Sec. III. In Sec. IV, a bremsstrahlung dose analytical model 

coupled to 2D hydrodynamic simulations and benchmarked to PIC simulations is recalled and results 

from simulations are presented. Section V presents a comparison between experimental results and 

results from the dose model for different delays t and gap distances g. An optimization of dose 
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production obtained by adjusting the ns long pulse focal spot size lp is also discussed before the 

conclusion in Sec. VI. 

II. EXPERIMENTAL SETUP 

The setup of the experiment performed at the ELFIE facility at LULI, École Polytechnique, is 

represented in Fig.1(a). It uses three laser beams: a long pulse to create a preformed plasma, a short 

pulse that propagates through this plasma and produces energetic electrons, and a short probe laser to 

measure the plasma density. The long pulse (40 J/0.6 ns, wavelength  = 1057 nm) is focused on 

target with an incidence angle of 35° using a 1.1 m focal length lens and ablates a 1 µm thick 

polyethylene terephthalate plastic (PET) foil to generate the preformed plasma. The PET foil has no 

thin metal coating on it to block the long pulse rising edge that may go through it before foil 

ionization. The focal spot diameter is lp = 160±20 µm full width at half maximum (FWHM) 

corresponding to a maximum laser intensity of ~ 1.6×1014 W/cm2. The short pulse (Elaser = 7 J, 

tFWHM = 0.4 ps, wavelength = 1057 nm, polarization p) is focused on target with an incidence 

angle of 10° in a FWHM spot size 0 = 10 µm with an f/3 off-axis parabolic mirror (Rayleigh length 

ZR ~ 300 µm). The laser radial intensity profile is Gaussian-like with an on-target peak intensity of I0 

= 4±2×1018 W/cm2. The level of laser contrast due to the ASE (Amplified Spontaneous Emission) is 

around few 10-7 over 1 ns. When the ns pulse is not used, laser pedestal produces a preformed plasma 

of characteristic length Lp = 7 µm when the short pulse laser interacts with the target [see Fig. 4(a)]. 

When the long pulse is on, this pedestal has no effect on the foil hydrodynamics since the 

corresponding laser intensity, around 1×1012 W/cm², is low compared to 1.6×1014 W/cm2. A probe 

beam (tFWHM = 0.4 ps, wavelength  = 528 nm) propagates parallel to the target surface. It is used to 

determine the preformed plasma electron density profile using an optical Nomarski interferometer.22 

The interferometer sensitivity and the refraction of the probe beam limit the plasma density 

measurement in the domain between ~ 1018 to ~ 5×1019 electrons/cm3. During the experiment, the 
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delay t between the long pulse and the short pulse is modified to study the variation of the 

bremsstrahlung x-ray emission for different gap values g. In the following, the time origin is defined 

at the long pulse maximum power and the short pulse is synchronized with this maximum for a delay 

t = 0 ns [see Fig. 1(b)]. Note that all shots combining the long and the short laser pulses were 

performed with t ≥ 0 (delays up to 4 ns were investigated). A few reference shots were also 

performed with the short pulse only, without the plasma-preforming beam. These shots are assigned 

by convention to a negative delay of t = -1 ns in the figures of this article. The probe pulse is 

synchronized to the short pulse.  

The PET foil is separated by an empty gap from the front side of the 3 mm thick Ta solid 

metallic target [see Fig. 1(c)]. Different gaps were tested, g = 700 µm, g = 400 µm, g = 100 µm and 

g = 0 µm when the PET foil is directly coated on the Ta target. In this article, the origin of the z axis, 

along the PET foil normal, corresponds to the initial foil position [see Fig. 1(c)]. Positive values of z 

are associated to the region on the backside of the PET foil and negative values to the region on the 

frontside of the foil irradiated by the laser beams. The Ta target seen from the top exhibits a 

trapezoidal shape. The width of the foil mounted on the smaller length of the trapeze is 1 mm. This 

shape was chosen to limit laser probe diffraction on the left side of the foil (negative value of z) due 

to the Ta target edge. 

Activation measurements and hard x-ray spectrometry,23 are performed to determine the x-ray 

energy spectrum. The high energy part of the spectrum (> 10 MeV) is obtained by measuring 

photonuclear activation in copper and carbon samples at different angles behind the Ta target. These 

samples undergo (,n) photo-nuclear reactions such as 63Cu(,n)62Cu and 12C (,n)11C which have 

different energy thresholds, about 10 and 18.7 MeV respectively. Assuming the high energy part of 

dN/dE follows a Boltzmann distribution, dN/dE =   exp(-E/T), the temperature T is determined 

from the measured ratio of the 62Cu and 11C activities and the amplitude K from the absolute 

activities measurements.24 The activation measurement gives information on the high energy part 
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(>10 MeV) of the x-ray spectrum. Note that the activation measurement is performed at different 

angles around the x-ray source. Since we only focus on the x-ray dose produced along the hard x-ray 

spectrometer axis described in the following paragraph, only measured activities along this axis are 

used to reconstruct x-ray spectra.    

In addition to the activation technique, the low energy part (~MeV) of the photon spectrum is 

measured at a 12° angle relative to the z axis on the backside of the Ta target with a hard x-ray 

spectrometer. This spectrometer uses Fuji BAS-MS Imaging Plates (IPs) sandwiched between mm-

scale tungsten filters housed inside a Denal (tungsten alloy) collimator.25,26 The measurement is 

based on the absorption of photons by the tungsten filters. The absolute response of the stack of 

image plates has been calibrated with a 60Co x-ray source at 1.25 MeV photon energy and simulated 

by Monte Carlo simulations. The analysis of the spectrometer results takes into account the x-ray 

absorption due to the Cu and C activation samples positioned around the target.      

The x-ray photon energy spectrum dN/dE is then reconstructed consistently from both 

activation and absorption diagnostic measurements. Since low energy photons, typically below 0.5 

MeV, are absorbed by the conversion target, the photon dose delivered in air at 1 m from the x-ray 

source is then computed from the reconstructed photon spectrum, considering a minimum photon 

energy minE  = 0.5 MeV. 

The x-ray source size was determined from a penumbral measurement using an 80 mm long, 4 

mm inner diameter tantalum cylindrical pinhole drilled conically along its axis to create a circular 

absorbing edge. The size of the source is inferred by analyzing the edge of the penumbral image 

obtained on an image plate combined with Ta screens used to reinforce the signal strength relative to 

MeV photons.24 Results are not presented in this paper that focuses on x-ray dose measurement. 

They show relatively small x-ray source size, within 100 µm to 200 µm, depending on the chosen 

delay t and the gap value g, in spite of the use of thick mm scale Ta conversion target. This is 

explained by the fact that in a relativistic regime, the bremsstrahlung emission angle is relatively 
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narrow since it is proportional to 1/, where  is the Lorentz factor of the hot electrons. Since the x-

ray source measurement is performed at an angle (<1°) close to the backlighter direction, only 

electrons propagating in this direction contribute to the signal on the detector. Since the electron 

scattering in a 3 mm thick Ta target is important, the x-ray source size, x, is then mainly governed 

by the electron beam size, e, on the Ta target and x~e. This explains the relatively small x-ray 

source size measured in this experiment and it also shows the interest of such laser produced source 

for x-ray radiography with high spatial resolution. 

Finally, an electron spectrometer was used in a couple of shots for t = +0.5 ns and without the 

Ta conversion target. Since no MeV photons are produced, activation measurement, the hard x-ray 

spectrometer and the penumbral aperture were removed from the experimental chamber for these 

particular shots. Electrons were deflected by a magnetic field produced by permanent magnets and 

recorded on imaging plates. The deflections of the electrons with their energy and the spectrometer 

sensitivity were calibrated. The minimum measurable electron energy is Ee = 1.6 MeV. The energy 

resolution is around ±0.08 MeV for Ee = 2 MeV, ±0.3 MeV for Ee = 10 MeV and ±3.5 MeV for Ee = 

40 MeV. 

 

III. EXPERIMENTAL RESULTS 

Figure 2(a) represents the PSL signal level on 6 image plates (IP) of the hard x-ray 

spectrometer as a function of their position in the absorber sandwich, for two gap and delay 

combinations and when the long pulse is not activated (t = -1 ns by convention). The image plate at 

position 1 is the least filtered and exhibits a stronger signal. Low x-ray signal is obtained on the first 

IP (~20 PSL/mm²) when the long pulse is off (and g = 0) and the signal amplitude is falling quickly 

with the IP position. When the long pulse is on, Fig. 2(a) shows a significant increase of the x-ray 

signal for t = 0.5 ns and g = 0. The amplitude of the signal on the first IP is around 1000 PSL/mm² 
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and the signal is falling more slowly with the IP position. Note that at a later delay, t = 2 ns and g = 

0, the signal amplitude is still larger compared to the t = -1 ns case, but it is lower compared to the 

t = 0.5 ns case. The shot performed with a gap of g = 400 µm exhibits an even stronger signal on IP 

#1 (~2000 PSL/mm²) for a delay of t = 2 ns which is as we will see the optimum delay that 

maximizes x-ray dose for that gap. These results show that first, producing a preformed plasma with 

a long pulse focused on target a certain delay prior the short pulse significantly increases the level of 

x-ray emission and second, that the optimum delay t that maximizes the signal depends on the gap 

size. This means that the short pulse conditions of interaction quickly change with the 

hydrodynamics of the foil which depends on the gap value.     

Figure 2(b) represents x-ray spectra inferred from results presented in Fig. 2(a) and activation 

measurements (the uncertainty is represented by the line thickness) for  g = 0 and different delays 

and the corresponding cumulated dose in air at 1 m from the source. Fig. 2(b) shows as intuited by 

results from Fig. 2(a) that x-ray spectrum obtained with the short pulse only is very low compared to 

the case when the long pulse is combined to the short pulse laser. Adding this beam significantly 

increases the amplitude of the spectrum and also its temperature with much more multi-Mev photons 

produced. Note the significant effect of the delay t on the spectra. For a delay t = 0.5 ns, the 

cumulated dose is around 9 mrad (or 0.09 msieverts). For the shot performed without the long pulse, 

the x-ray dose is virtually zero. The x-ray dose is mainly carried here by photons of energy below 10 

MeV. 

Figure 2(c) represents similar results for a gap, g = 400 µm, with the same delays for 

comparison. The cumulated dose is shown for only one shot to keep the figure clear. Preforming a 

plasma with the long pulse increases again significantly the x-ray spectrum which is harder and 

exhibits a larger amplitude. Note that the maximum emission is obtained for another delay, t = 2 ns 

(the corresponding cumulated dose is here around 15 mrad or 0.15 msieverts), which shows again 

that the conditions of interaction strongly depend on the gap. 
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The population of hot electrons at the origin of the bremsstrahlung x-ray emission was 

unfortunately not systematically measured during this experiment. A couple of spectra were obtained 

with the PET foil only, without the Ta target and for t = + 0.5 ns. Fig. 2(d) is an example of 

spectrum showing that multi-MeV electrons are produced when the shot pulse propagates through 

the exploded PET foil. Multi-MeV electrons produce multi-MeV photons. As shown by Galy in 

reference [27], assuming the electron spectrum can be approximated by 0Eeexp(-Ee/Te), where Ee is 

the electron energy and Te the temperature characterizing the population of electrons and n0 the 

spectrum amplitude, a basic estimation of x-ray bremsstrahlung spectrum can be obtained after 

integrating the electron spectrum with the integrated-over-angle bremsstrahlung cross-section. It 

shows that the x-ray spectrum is proportional to Te0Z2exp(-E/Te), where E is the photon energy. 

The temperature associated to the x-ray bremsstrahlung spectrum is then representative of the 

electron population temperature.    

Figure 3 represents the x-ray dose in air at 1 m from the x-ray source inferred from the 

spectrometer and the activation measurements, normalized to the incident laser energy as a function 

of the delay t and for different gaps. Dose is obtained after integration over the photon energy of the 

x-ray spectrum weighted by the air absorption coefficient which is relatively flat between 0.1 and 50 

MeV.5 X-ray dose is then a simple relevant quantity to consider comparing x-ray emission level 

between shots. For shots performed with the short pulse only (t = -1 ns), the x-ray dose is very low, 

below 0.1 mrad (still measurable with the hard x-ray spectrometer). Preforming plasma prior to the 

short pulse arrival significantly increases x-ray emission. The maximum dose for the shots with no 

gap is obtained for t = 0 ns. Shots performed with gap g = 100 µm show similar behavior but the 

maximum dose is obtained for a longer delay, t = 1 ns. As the gap increases, the delay necessary to 

obtain the maximum dose also increases. For g = 400 µm and g = 700 µm, the maximum dose 

occurs at t = 2 ns. Large x-ray doses are associated to harder x-ray spectrum [see Fig. 2]. 
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Figure 4 shows examples of an interferogram of the expanding plasma obtained with the 2 

laser probe. Fig 4(a) is obtained when the long ns laser beam is not activated (g = 700 µm). The 

preformed plasma is produced by the short pulse laser ASE. The characteristic length of the plasma 

on the front side of the foil is short, around Lp = 7 µm. The image of Fig 4(b) is obtained when the 

long pulse is combined to the short pulse. The delay here is t = 1 ns. At that time, plasma expansion 

can be seen on both sides of the PET foil and the expansion is much larger compared to the case 

when the long pulse is not activated. As a remainder, the PET foil has no thin metal coating on it to 

block the long pulse rising edge that may go through it before complete foil ionization. If transmitted 

laser energy occurs, it is should be limited since interferometry images (not presented here) show no 

associated plasma expansion from the Ta surface. A large portion of the long pulse energy seems 

then to be absorbed by the PET foil. Note that expanding plasma from the Ta surface could have 

been observed since the laser probe refraction would have bent 2 laser probe photons trajectory 

toward negative values of z position, that is away from the large Ta target that can potentially clip 

laser probe. 

Results presented on Fig. 3 show significant effects of the gap and the delay t on x-ray 

emission. Since both parameters affect foil hydrodynamics, this is likely due to different conditions 

of interaction encountered by the short pulse laser during its propagation in the expanding 

underdense plasma. For non-zero gap, plasma can also expand at the rear side of the foil [see Fig. 

4b)] and eventually collide with the Ta solid target at a time depending on the gap size. Thus it 

appears essential to perform 2D hydrodynamic simulations of the exploded foil to get a better 

understanding of these experimental results. X-ray measurements and hydrodynamic simulations are 

linked here via two approaches:  

• 3D PIC CALDER28 simulations coupled to Monte Carlo code MNCP,29 but it can be 

limited by computing capability especially for long delay t,  

• a bremsstrahlung dose analytical model developed to overcome that aspect. 
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IV. MODEL AND NUMERICAL SIMULATIONS 
 

Short pulse production of x-rays is usually performed in our simulations in three steps, with 

the 2D hydrodynamic radiative code TROLL,30 the 3D PIC code CALDER,28 and the Monte Carlo 

code MCNP,29 which compute successively the preplasma density, the acceleration of electrons 

during the laser-plasma interaction, and electron propagation in the converter target, respectively. In 

this last step, collisions with atoms of the converter target and the bremsstrahlung process are 

simulated in particular. The maximum length of the plasma produced in this experiment is out of 

capability of the 3D PIC code CALDER. Intermediate sizes (Lp ~ 100 µm) require simulation times 

above 100 h with 1000 processors on the Tera1000 supercomputer at CEA-DIF. On a standard PC 

workstation, MCNP simulations for a thick Ta solid target typically require between a few tens to 

hundreds hours, depending on the nature of the element of the converter and on its thickness. 

Therefore, it appeared convenient to use an analytical model describing the bremsstrahlung dose to 

analyze experimental results and avoid such long simulations for each laser-target interaction 

condition. Complete numerical simulation, using CALDER, are achievable for the smallest plasma 

length, and for t = 0. 

A. HYDRODYNAMIC SIMULATION OF THE EXPLODED FOIL 
 
 

Dynamics of the preformed plasma produced by exploding the foil with the long pulse is 

simulated using the 2D Lagrangian radiation-hydrodynamics code TROLL.30 A 600 ps FWHM 

gaussian shape is used for the laser long pulse [see Fig. 1(b)] and simulations start 1 ns before the 

laser long pulse maximum (referenced as time). At that time, the laser intensity is low enough, 

around a few 1010 W/cm2, so that plasma expansion can be neglected before that time. The PET foil 

is described along the z direction with 60 meshes constructed with a geometric progression for their 

size for a better description of the laser energy deposition inside the target. The size of this 2D 

cylindrical hydrodynamics simulation is 2 mm in length and 2 mm in radius (measured from the 
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simulation axis). Sesame EOS31 and OPALV opacity32 tables are used in the simulations. Electron 

thermal conduction was treated in the Spitzer-Harm formulation. The simulations were performed in 

the arbitrary lagrangian-eulerain (ALE) mode.  

Figure 5(a) represents results of two numerical simulations. It shows a 2D-axisymmetric 

electron density ne map at t = - 0.6 ns. The initial foil position is at z = 0 µm and the laser beams 

propagate from left to right. The top part of the image corresponds to a 400 µm gap and the lower 

part of the image to the second simulation performed with g = 0 µm. At that time, the plasma on the 

backside of the foil has not expanded yet and the density maps on the front side irradiated by the 

laser are virtually the same. Note the slight backward motion of the foil (z > 0) in the case of the 400 

µm gap that does not exist with the zero gap since the Ta target prevents that back motion. For shots 

performed with a non-zero gap, the plasma from the exploded foil expands at the back side of the 

PET foil and eventually collides with the solid Ta target. Collision occurs at tcoll = 0.13 ns, tcoll = 0.58 

ns and tcoll = 0.96 ns for g = 100 µm, g = 400 µm and g = 700 µm respectively.  

Figures 5(b) and 5(c) represent a simulated 2D map of the electron density at t = + 0.5 ns 

(before collision) and t= + 1.8 ns (after collision) respectively, for the g = 700 µm gap. Plasma 

expansion is mainly longitudinal, that is along the z direction. Simulation results also show a 

transverse expansion of the plasma with radial velocity at the origin of on-axis material accumulation 

[see Fig. 5(c)]. Plasma longitudinal motion produces at first a hole in the PET foil and heated 

material from the edge of the hole subsequently expands radially towards the central axis. In this 

experiment, the duration of the long pulse is relatively short (0.6 ns FWHM) [see Fig. 1(b)], 

expanding plasma is then no longer heated after ~ t= + 1 ns and its pressure drops. The heated 

material from the edge is consequently no longer affected by the counter pressure produced by this 

plasma and it collides on axis. Thus inward motion is at the origin of material accumulation on axis 

that temporarily increases the electron density. Similar behavior can be observed in vacuum 
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hohlraum where laser ablated gold wall inward expansion also produces on-axis material 

accumulation.33,34 

Figure 6 represents the on-axis (r = 0 µm) electron density ne as a function of time for a 700 

µm gap. The laser beam propagates from left to right and impacts the PET foil initially positioned at 

z = 0 µm. At early time, plasma expands mainly longitudinally from the front side of the exploded 

foil. Later on, plasma from the back surface of the foil becomes underdense relative to laser beams at 

around 0.45 ns before expanding then colliding Ta target at 0.96 ns. Plasma radial expansion shown 

on Fig. 5(c) is at the origin of an increase of density localized in time and space, around the initial 

position of the foil (z = 0 µm). It starts after t= + 1 ns and at t= + 1.8 ns the peak density at z = 0 µm 

is ne = 1.8×1020 electrons/cm3 and the FWHM of the density bump is 400 µm. Thus plasma radial 

expansion produces an underdense plasma of width comparable here with the Rayleigh length, ZR, 

and of density above 10% of the critical density, ncr. This increase of density is likely at the origin of 

the x-ray signal peak measured for the shots performed with a non-zero gap [see Fig. 3]. From Fig. 6, 

we would have also expected for g = 700 µm (but also for g = 400 µm and g = 100 µm) large x-ray 

dose produced for time between t = -1 ns and t = + 0.5 ns as short pulse laser also encounters high 

electron density during its propagation through the expanding plasma. As it will be shown in Sec. 

VA, energetic electrons produced by the short pulse laser in this preformed plasma are actually 

pulled back toward the PET foil because of strong electrostatic electric fields produced at the back of 

it, preventing electrons to collide with the Ta conversion target leading to x-ray dose reduction. This 

effect does not occur for g = 0 µm and a large dose is obtained at t = 0 ns for null gap target.        

Results from simulated foil hydrodynamics have been compared to experiment. Figure 7(a) 

represents the simulated (gray region) on-axis (r = 0 µm) electron density profile at a later time, t= + 

2 ns, for a zero gap case and the measured one inferred from the interferometry diagnostic (black 

dotted line). The upper and lower bounds of the gray region are associated to a ±10% variation on 

the long pulse energy during the TROLL simulations. Measured and simulated density profiles can 
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be approximated by an exponential decay characterized by a length Lp defined as, 𝑛𝑒(𝑧) =𝑛𝑀𝑎𝑥𝑒−|𝑧| 𝐿𝑝⁄ . The maximum measured electron density accessible is 5×1019 e/cm3 so that simulated 

electron density above this value can’t be fully constrained by experimental data, especially for 

density close to the critical density the short pulse laser can potentially reach. Note that for the case, 

g > 0, as it will be shown later, measured maximum MeV x-ray dose is produced at late time (t ~1-2 

ns), in an underdense expending plasma of density around 1×1020 e/cm3, which is not significantly 

above the maximum density accessible with the interferometry diagnostic. For g = 0, the maximum 

dose is obtained at t = 0 ns and the pulse laser interacts with a PET foil that has already expanded for 

1 ns so it deposits its energy mainly in an underdense plasma of low density (few 1020 e/cm3). The 

only case the short pulse laser can interact with electron density close to the critical density, 

inaccessible to the laser probe, is for delay t ~ -1 ns when x-ray dose is very weak.  

Figure 7(b) represents the simulated (gray region) and measured (symbols) characteristic 

length Lp as a function of time. A linear fit of the experimental data shows that the plasma from the 

front side of the foil is expanding with a velocity Vf = 1.7×107 cm/s. Fig. 7(c) shows a similar figure 

but obtained in the case of a target with a gap g = 400 µm. As shown on Fig. 6 the foil 

hydrodynamics is affected by the plasma on-axis stagnation and thus more difficult to capture. 

Simulated Lp are within the errors bar of the measured Lp excepted at t = 1 ns. As shown on Fig. 6, 

that time corresponds to the moment when the expanding plasma collides with Ta and plasma 

density is low. Note that the collision time, tcoll, can’t be obtained experimentally and then can’t be 

compared to the simulated one to constraint more TROLL hydrodynamics simulations. The plasma 

expanding from the back side of the foil exhibits electron density gradients towards negative values 

of z position. Laser probe refraction in this plasma bends the 2 probe photon trajectory toward 

positive values of z, that is toward the large Ta solid target that clips laser probe. The interferometry 

diagnostic can’t then collect photons from the colliding region and the collision time can’t be 
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inferred experimentally. Figure 7 shows that the foil expansion is relatively well captured by the 2D 

hydrodynamic simulation TROLL. 

 

B. PIC NUMERICAL SIMULATION 
 
 

The 3D PIC code CALDER28 is used to simulate electron acceleration during the short pulse 

laser-plasma interaction. 3D simulations instead of 2D were performed because past studies showed 

that 2D simulations tend to underestimate the electron emission angle which in turn leads to an 

overestimation of the on-axis x-ray dose.35 CALDER uses results from the TROLL simulation of the 

exploded PET foil as input data and more precisely the on-axis longitudinal plasma density ne which 

depends on experimental conditions: the gap and the delay t. The on-axis profile can be used here 

because the short pulse focal spot remains small compared to the transverse gradients of the 

expanding plasma. In the CALDER simulation, the short laser pulse is represented by Gaussian 

temporal and radial distributions with FWHM duration tFWHM = 0.4 ps and spot size FWHM = 10 

m, an energy Elaser = 2 J, and a maximum intensity Il = 0.42x1019 W/cm2. The contribution of the 

wings in the radial profile intensity to the production of the hot electrons is neglected here. The 

transverse width of the CALDER simulation box is 20 µm (the mesh size is /20) and the short 

pulse laser interacts with the underdense plasma at the plasma edge position associated to electron 

density larger than ne/ncr = 0.02 to shorten the length of the box and thus simulation time. Large 

plasma scale lengths produced in this experiment are out of capability of the 3D PIC code CALDER 

simulation, especially when a large gap is used since it potentially doubles the length of the 

simulation box. CALDER was then run in an intermediate size case, to simulate more precisely self-

focusing effects when the short pulse propagates in the expanding plasma up to t= + 2 ns and only 

for cases without gap. Note that because of the moderated laser intensities considered and the low 

plasma electron density encountered by the short pulse laser, PIC simulations show that if self-

focusing does occur, other laser propagation instabilities such as filamentation or bifurcation have 
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here moderated effect on on-axis x-ray dose production.36,37 Results of CALDER simulations will be 

presented in the next part and used to benchmark the dose model. 

 

C. BREMSSTRAHLUNG PHOTON DOSE ANALYTICAL MODEL 
 
 

The bremsstrahlung dose model is described in detail in references [35], and later improved in 

reference [38] to take into account dose reduction due to electron return current in the conversion 

target. It assumes a nominal laser spot size 0 constant during the interaction of the ps pulse. Note 

that this model has already been compared successfully to experimental results in a previous paper,20 

where the x-ray dose was investigated for a fixed delay t = 0 and a constant gap g = 100 µm, but 

varying the target element and thickness. Besides, the laser was focused on plasma with moderate 

scale length so that its density gradient was not considered in the interaction zone. In the study 

reported here, the high-energy electron converter is a tantalum target with a constant thickness of 

3 mm and the laser produced x-ray source in the MeV photon range is optimized by changing the 

parameters  t and g from shot to shot to modify the conditions of interaction. The laser interacts 

with a plasma on a length of order or greater than the Rayleigh length, so that laser intensity varies 

significantly during the propagation, as well as the plasma density. These variations must therefore 

be taken into account, which is done in the present model. One can express the photon dose produced 

by hot electrons with mean kinetic energy Ee(z) until position z in the plasma by:  

𝐷[𝐸𝑒, 𝑧] ≅  𝐸𝑒(𝑧)𝑁𝑒𝑙𝜂𝑒𝑙(𝑧)𝑅𝐸(𝑋)2𝜋(1−cos �̅�)𝑑2 (𝜇𝑒𝑛𝜌 )𝐸𝑒
𝑎𝑖𝑟 𝜎𝑟𝜌 𝑁𝐴𝐴 𝑆𝑒− 𝑋𝑋𝑝ℎ(1 − 𝑒−𝑋𝑆)  () 

The main process which produces x-ray emission in the MeV energy range is the bremsstrahlung 

radiation. Here,  in g/cm3, A and X in cm correspond to the converter target density, its atomic mass 

and thickness respectively. NA is the Avogadro number. 𝐸𝑒(𝑧) = µ𝑎0(𝑧) √2⁄  is the kinetic energy of 

electrons expressed in MeV where 𝑎0(𝑧) = 2.7𝜆0√𝐼(𝑧)/1019 and I(z) expressed in W/cm² is the 

short pulse laser intensity at position z. It is assumed here that forward electrons are mainly produced 
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by the ponderomotive force of the laser. The function 𝜂𝑒𝑙(z) is the fraction of the laser energy Elaser 

transferred to the hot electrons which brought the kinetic energy Ee(z) from the initial position z = 

Zmax of the interaction, to the position z. The distance Zmax in cm is measured between the initial foil 

position (z = 0) and the position in the expanding plasma corresponding to the density ne = 2×1019 

electrons/cm3 [see Fig. 8(a)]. As discussed in the previous section, this last position is constrained by 

the PIC simulation limited box size. This constraint is not an issue in this study as x-ray dose is 

mainly due to energetic electrons produced in plasma regions of density above 1020 electrons/cm3 

[see Fig. 11 for instance]. 

𝜂𝑒𝑙(𝑧) = 1𝐼0∆𝑡 ∫ (𝜙(𝑧)𝜙𝑜 )2𝑧𝑍𝑚𝑎𝑥 𝑛𝑒(𝑧)𝐸𝑒(𝑧)𝑑𝑧.  (2) 

The distance ( ) 11
ph

1
el XXS

−−− −=  is expressed in cm where Xph is the photon mean free path and Xel, 

the hot-electron mean free path for ionization and bremsstrahlung. These two quantities are functions 

of Ee(z). The bremsstrahlung dose model indicates that the  photon mean free path can be 

interpolated here from NIST data39 vs photon energy, E, and expressed in cm by the following 

expression: Xph [E]= [(am E
bm + 0.03 E

-cm + dm)]-1, with am = 0.0023Z-0.1, bm = 0.11Z0.46, cm = 

0.29Z0.44, and dm = 0.0041Z0.5 with  given in gram per cubic centimeter and E in mega-electron-

volt, in the domain of validity: E = {0.05, 100} MeV. The hot-electron mean free path Xel can be 

written Xel(Ee) = [lI
-1(Ee) + lR

-1]-1 where lI(Ee) is its characteristic ionization length, and lR = 1/(nar) 

= A/(NAr) is the radiation length along with it loses 1/e of its energy by bremsstrahlung. The 

total bremsstrahlung cross section integrated over angles at high energy in the case of complete 

screening does not depend upon Ee and may be shown to be 𝜎𝑟 = 4�̅�[ln(183𝑍−1 3⁄ ) + 1 18]⁄ , with �̅� = 𝑍(𝑍 + 1)𝑟𝑒2𝛼 where re is the classical electron radius and =1/137 is the fine structure constant 

so that lR[cm] = 716.4A/{[g/cm3]Z(Z+1)(ln(183Z-1/3)+1/18)}. The characteristic ionization length 

is given by lI(Ee) = (1-e-5/3)Ee/FI with    
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=

I

2E
ln

Z

A

cm/g
3070.0cm/MeVF e

2

3

I , the force 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
0
1
9
8
1
6



18 

produced by inelastic collision on the fast electrons, ( ) 211 −+−= and = Ee/ with  µ = 0.511 

MeV. The mean excitation potential of elements with atomic number Z is noted I[eV] = 9.76Z + 

5.58Z-0.19. The electron number is given by 𝑁𝑒𝑙 = 𝐸𝑙𝑎𝑠𝑒𝑟 𝑇ℎ0⁄ , with 𝑇ℎ0 = µ𝑎0 √2⁄ . The function 

( ) ( )+=


E/5.1101.0air

Een  describes the mass energy-absorption coefficient in air expressed in 

cm2/g with energy given in MeV in the spectral range E{0.05, 100} MeV. The quantity d in cm 

corresponds to the distance between the target and the plane where dose measurement is performed. 

X-ray dose in air is here defined at d = 100 cm from the source. The term RE corresponds to the 

fraction of remaining electron kinetic energy at the end of the solid target of thickness X, resulting 

from the Ohmic heating energy loss process alone arising from the return current driven by the 

background electrons of the conductive target. Indeed, as the hot electrons cross the target, part of 

their energy is lost by Ohmic heating created by the electric field �⃗�  set up by a return current �⃗⃗� , 
supplied by the thermal background electrons. This effect, which may inhibit the hot electron 

transport in conductive targets by increasing their energy loss leads to a reduction of the x-ray dose. 

For ELFIE experimental condition, RE(X)~0.75.  The angle ( ) ( ) +−− characterizes the mean opening angle 

of hot electron momentum direction. It writes ( ) ( ) DDD0e )X/Xexp(X,E +−− , with  𝐸𝑒̅̅ ̅ =
𝑅𝐸𝐸𝑒, ( )( ) S/Xexp1/2lnSX −+=  and ( ) e

1
e0 E/2tgE = −  for Lp> 10 m, and  20  for 

m10Lp  . The angle ( )e/1cos 1
D

−=  is the Bethe’s complete diffusion angle. In the ELFIE 

experimental conditions, the electron diffusion length XD for tantalum averaged on the energy 

distribution of hot electrons is ~50 µm. The total dose is then obtained by the integration of Eq. (1) 

along the z axis. The expression of the x-ray dose normalized to the laser energy is derived from the 

fraction of energy absorbed by the hot electrons el and is given by the expression (3). The terms 

(z) and 0 in cm correspond to the laser focal spot diameter at the position z and at best focus in 

vacuum. The quantity ne is on-axis (r = 0) electron density at the longitudinal position z. Note that in 
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Eq. (2), ne(z) instead of ne(z,r) is used for simplification since (z) remains relatively small between 

Zmax and z [see Fig. 8(a)], within 0, compared to the expanding plasma transverse gradients [see Fig. 

5]. The total photon dose per laser energy unit produced by the hot electrons interacting in the 

plasma until position zabs can thus be expressed by: 

D𝐸𝑙𝑎𝑠𝑒𝑟 [𝑚𝑟𝑎𝑑𝐽 ] ≅ 8.9×10−21𝑅𝐸(𝑋)(1−cos �̅�)𝑑2 (𝜇𝑒𝑛𝜌 )𝑎𝑖𝑟 𝜎𝜌 Z(Z+1)𝐴 1𝑇ℎ0𝐼0∆𝑡 ∫ (𝜙(𝑧)𝜙𝑜 )2𝑧𝑎𝑏𝑠𝑧𝑚𝑎𝑥 𝑛𝑒(𝑧)𝐸𝑒2(𝑧)𝑆𝑒− 𝑋𝑋𝑝ℎ(1 −
𝑒−𝑋𝑆)𝑑𝑧 ,   (3) 

The integration over z is performed up to the position zabs defined as the point where laser energy is 

totally absorbed. Laser energy losses due to hot electrons energy gain are taken into account in our 

model coupled to TROLL simulations. Note that at early time, when plasma expansion is small 

enough so that laser energy is not totally absorbed, the integration over z is performed for electron 

density range ne {0.02× ncr, ncr} where ncr≅ 1×1021 electrons/cm3 is the critical density at . The 

parameter Z corresponds to the atomic number of the target. The normalized total bremsstrahlung 

cross section integrated over angles and photon energy is written =4[ln(183Z-1/3)+1/18].  

The laser beam diameter (z) considerably changes during laser focalization as does the hot 

electron kinetic energy Ee(z). The short pulse focalization is first assumed to follow Gaussian beam 

law in the present photon dose model. Beam waist in vacuum then writes 𝑤(𝑧) = 𝑤0√1 + (𝑧/𝑧𝑅)2 

where ZR = W0
2/ = 300 µm is the Rayleigh length and W0 = 0/(2ln(2))1/2 is the waist. The short 

pulse laser is focused on the PET foil at the initial position z = 0. The gray solid line in Fig. 8(a) 

represents the evolution of w(z) using the above equation. Since the short pulse laser actually 

propagates in an expanding underdense plasma, the effect of laser self-focusing cannot be neglected. 

It is taken into account here by using a simplified parametrization of PIC CALDER simulation. The 

black solid line in Fig. 8(a) represents the simulated profile of electron density as a function of 

position z for the case without gap and t = 0 ns. The simulation is performed using TROLL. The 

effect of short pulse self-focusing is represented by a simplified parametrization as a function of t, 
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using two quantities, the waist WSF and the focalization distance Zfoc, both defined on Fig. 8(a). This 

effect starts at the position z in the expanding plasma where ne = 2×1019 electrons/cm3 (position 

constrained by PIC simulation box size). The gray dotted line in Fig. 8(a) represents the evolution of 

w(z) including self-focusing effect inferred from CALDER PIC simulation. Taking into account this 

effect, the short pulse waist is modeled by the simple modified Gaussian beam equations: 

w=WSF for z>ZSF, otherwise 𝑤(𝑧) = 𝑊𝑆𝐹√1 + [𝜆(𝑍𝑓𝑜𝑐−𝑧)𝜋𝑊12 ]2with 𝑊1 =
𝑊0√ 𝑍𝑓𝑜𝑐𝑍𝑅 𝑊𝑆𝐹𝑊0√1+(𝑍𝑚𝑎𝑥𝑍𝑅 )2−(𝑊𝑆𝐹𝑊0 )2  (4) 

for z in the range {Zmax,ZSF}. Figures 8(b) and (c) represents WSF/W0 and Zfoc as a function a time 

determined from CALDER PIC simulations (black symbols). Figure 8(c) shows that at early time, 

WSF is smaller than W0 because of self-focusing effect. After t= + 0.5 ns, the short pulse propagates 

in large plasma and laser focalization is dominated by refraction effects that increase the focal spot 

size. As the delay t increases, electron density gradients in the expanding plasma are getting 

smoother which consequently modifies the conditions of interaction of the short pulse laser and its 

propagation in the plasma underlined by the time evolution of Zfoc and WSF/W0. To determine (z) in 

the expression of the normalized dose, a link has to be estimated between WSF/W0, Zfoc and results 

from the hydrodynamic simulation of the exploded foil for the various gap values. It is assumed here 

that these two quantities are proportional to Zmax (that is to plasma expansion), with a condition on 

the ratio z/ZR where ZR is the short pulse Rayleigh length. Gray thick lines on Fig. 8(b) and (c) 

represent WSF/W0 and Zfoc as a function a time determined using the x-ray dose model in the case 

without gap, coupled to TROLL hydrodynamic simulations. The ratio WSF/W0 is set at 0.4 for 

z/ZR<1.2 and to WSF/W0=K1×Zmax for z/ZR>1.2 with K1= 1.9×10-3 µm-1. The parameter 

Zfoc=K2×Zmax is considered in the whole space with K2= 0.5. Since Zmax is a function of the delay t, 

so are these two parameters. The simple use of Zmax inferred from TROLL simulation to determine 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
0
1
9
8
1
6



21 

the ratio WSF/W0 and Zfoc reproduces relatively well the time evolutions obtained from CALDER 

simulation in cases without gap. In this model, the description of laser self-focusing effect is simply 

sensitive to the expansion of the plasma in vacuum. In the following, it is assumed that the time 

evolution of WSF/W0 and Zfoc remains the same (proportional to Zmax) for gap values different from 0 

for which limited PIC simulation capabilities prevent doing similar study. This is necessarily true at 

early time when plasma has not expanded yet on the backside of the foil (see for example Fig. 5(a) at 

t= - 0.6 ns). Later on, results from the model may be less quantitatively relevant.  

 

V. COMPARISON BETWEEN MODEL AND EXPERIMENTAL RESULTS 

This section presents comparisons between experimental results and the dose model for the 

different gaps tested. These comparisons are presented in a sequence of cases of increasing 

complexity. This approach involves no free parameters to constrain the model coupled to TROLL 

and CALDER simulations to experimental data (parameters WSF/W0 and Zfoc are for instance 

constrained by CALDER PIC simulation). TROLL and CALDER simulations are performed 

knowing the laser pulses parameters. The effect of uncertainties on PET foil thickness and long pulse 

energy on MeV x-ray dose is taken into account in this section.   

A. Plasma sheath effect at the back of the foil at low value of the delay t  

Figure 9 shows the normalized x-ray dose as a function of the gap, for different times. The 

symbols correspond to the measurements obtained at t = 0 ns (black triangles) and t = 0.5 ns (open 

triangles). The x-ray emission decreases quickly with the gap. Because of computational time 

limitations, CALDER simulations were only performed for t= - 0.6 ns and gap values up to 200 µm. 

No comparison with experimental data can be done as the shortest delay tested experimentally with 

the long laser pulse is t = 0 ns. Results of these calculations are reported in Fig. 9 as a thick line. 

The extrapolation of the CALDER results for gap values above 200 µm is constructed from the time 
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evolution of ne at the backside of the foil determined from TROLL simulations. Note that at t= - 0.6 

ns, the backside of foil has not expanded yet. Simulations show an even stronger decrease of the 

dose as a function of the gap than for delays t = 0 and 0.5 ns. This is attributed to the electrostatic 

potential produced at the back of the target which pulls the hot electrons backwards to the target. As 

a consequence, the electron-photon conversion in the Ta target is strongly reduced.40 The head of the 

population of hot electrons accelerated by the ponderomotive force are transmitted through the foil. 

Meanwhile, since ions have not moved yet, a Debye sheath forms at the back of the foil. The 

associated electric field that can reach several TV/m pulls the electrons back to the foil and only 

electrons with sufficient energy can escape the foil and impact the Ta converter.40 Even if 

experimental and PIC results can’t be directly compared, both show on Fig. 9 that as the gap 

increases, the number of electrons that reach the Ta target is reduced as is the x-ray dose. Simulated 

results also show that the effect of the sheath is even more important at early time when the sheath is 

still present and the associated x-ray dose is believed to be very weak (see gray thick curves of Fig. 

11(a) and Fig. 12(a) at t = - 0.6 ns) and not measurable as it would require 104 measurement 

dynamics from Fig. 9. As time increases, the thin foil is ablated and expands towards the Ta target 

and the electrostatic sheath at the back of the foil weakens and has no longer an effect on the x-ray 

dose evolution. 

The electrostatic sheath produced at the back of the PET foil lowers then here the x-ray 

emission as less electrons impact the Ta conversion target. Note that this is the opposite physics in 

the case of K- x-ray emission source. These sources are usually based on thin foil, where electron 

refluxing due to electrostatic sheath increases x-ray emission. Preforming a plasma with a laser 

prepulse reduces on contrary the x-ray emission since the sheath is destroyed by the prepulse.41 Fast 

electron escaping the target results then in less energy deposited back into the target. In our 

experiment, x-ray emission is affected on contrary at short time by electrostatic sheath effect at the 

backside of the foil that reduces the number of electrons transmitted by the PET foil, and later on by 
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the hydrodynamics of the foil, sensitive to gap thickness as it will be shown in Sec. VB and VC. In 

the following, the dose model corrected from the plasma sheath effect will be called “MODEL + 

TROLL + gap effect”. 

B. Effect of delay t for the case without gap (g = 0) 
 

Figure 10(a) presents the x-ray dose normalized to the laser energy as a function of delay and 

plasma scale length Lp. The plasma scale length is inferred from Fig. 7(b). The value of Lp for t = -1 

ns is determined from shots where the ns long pulse is not activated. Preformed plasma is then short 

and due to the short pulse ASE. Measured normalized dose from the ELFIE experiment, already 

presented on Fig. 3, is shown as the black triangles. The Alisé experiment mentioned in the 

introduction and performed with similar laser intensity allowed us to explore the effect of short 

plasma scale length (up to Lp = 60 µm) on x-ray dose. The Alisé experiment showed that longer 

plasma scale length increases laser energy absorption and electron kinetic energy. As shown by Eq. 

(2), the conversion efficiency, el, is sensitive to the short pulse laser propagation length and more 

precisely to the integration over this propagation distance of the product of the square of the short 

pulse focal spot size, the electron density and the electron energy. Assuming the forward electrons 

are mainly produced by the ponderomotive force of the laser, the electron energy is proportional to 

the laser vector potential, that is to the square root of the laser intensity. Thus the conversion 

efficiency is sensitive to the ability to propagate high intensity laser over long and dense plasma. It 

increases first with the size of the plasma until the plasma expansion is too important leading to laser 

refraction during the focusing stage which in return decreases the laser intensity and hot electrons 

energy. Since the short pulse laser power is much larger than the threshold power for relativistic self-

focusing, the laser beam also self-focuses during its propagation in the preformed plasma. This 

produces higher laser intensities and then high electron kinetic energy and consequently larger x-ray 

emission.42 Increasing the size of the preformed plasma also increases the length over which the 

short pulse laser can self-focus. Note also that for long preplasmas, laser absorption begins to take 
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place at high laser spot size, i.e. at low laser intensity, leading to total absorption of the laser energy 

before focusing, and to the production of lower-energy electrons and thus lower dose. This effect 

occurs because the laser energy available in the focal spot in the present study is only about 2 Joules. 

At higher laser energy, this effect would not take place. ELFIE experiment allows us to study x-ray 

dose evolution for larger length Lp. The dose is here maximum for Lp = 70 µm, then decreases. 

CALDER-MCNP simulations show a similar behavior but with a maximum dose for Lp ~ 30 µm. 

Results from the model [from Eq. (3)] indicate a maximum x-ray signal for Lp = 70 µm. The 

decrease of dose is due to short pulse laser refraction and to laser energy converted in low energy 

electrons useless for large MeV dose production. CALDER-MCNP and model results cannot be 

constrained by experimental data below 70 µm since no data was acquired between t= - 1 ns and t= 0 

ns. Figures 10(b) to (d) show results from the model coupled to TROLL hydrodynamics simulations. 

Figure 10 (b) presents the on-axis (r = 0) plasma electron density as a function of position z and 

delay for ne range {0.02×ncr, ncr}. Only PET plasma is shown and not Ta for clarity. Plasma 

expansion from the front side of the foil is clearly visible. Figure 10 (c) presents the laser waist w(z) 

as a function of time using the model described in Sec. IVC [see Eq. (4)]. By definition, the position 

Zmax follows the position of the density ne = 2×1019 electrons/cm3 on Fig. 10 (b). The position zSF 

where short pulse laser is self-focused to a spot size WSF is also visible. According to the model, at t= 

0 ns (t = 0), the edge of the expanding plasma reaches the position z = 1.2×ZR and laser beam starts 

to be affected by refraction. Its diameter increases and is even larger than W0, the waist in vacuum, 

after t= + 0.35 ns [see Fig. 8(c)]. The evolution of w(z) with time can be directly seen on the 

evolution of the hot electron energy Ee(z) [see Fig. 10 (d)]. For large value of Zmax > ZR, low energy 

electrons useless for large MeV x-ray dose are produced. Electron energy is maximum for the z 

position up to zSF where laser beam is self-focused and before t= 0 ns after which refraction affects 

laser propagation. The sharp evolution of w(z) and Ee at t~0 ns is due to the assumption made on the 

WSF/W0 evolution, set at 0.4 for z/ZR < 1.2 and to WSF/W0 = K1×Zmax for z/ZR > 1.2. The x-ray dose 
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normalized to the laser energy, obtained from the model, as a function of delay is presented on Fig. 

10 (a) (gray region). The x-ray dose first increases up to t = 0 ns since the self-focused short pulse 

laser propagates in the expanding plasma. The conversion efficiency, el, and the average kinetic 

energy of the accelerated electrons increase with Lp as discussed above. As the temperature 

associated to the x-ray bremsstrahlung spectrum is representative of the electron population 

temperature, harder x-ray and then electron spectra are then expected to be produced for increasing 

Lp up to 70 µm [see Fig. 2(b)]. Beyond that length, laser beam is affected by refraction that 

significantly increases the beam diameter which in return reduces the hot electron energy and the x-

ray dose. Modifying the short pulse laser focusing point by a quantity ZR ahead of the foil could 

reduce the refraction effect. 

C. Delay time effects for the case GAP > 0 
 

Figure 11(a) presents the x-ray dose normalized to the laser energy as a function of time for g = 

400 µm. The measured dose from the ELFIE experiment, already presented on Fig. 3(a), is shown as 

black triangles. The x-ray dose increases with delay, is maximum at t= + 2 ns, then decreases. 

Figures 11 (b) to (d) show results from the model coupled to TROLL simulations (electron density, 

laser waist and hot electron energy respectively). At early time (t < 0), plasma expansion is similar 

to the g = 0 µm case. Then the foil backside starts to slowly move and a plasma quickly expands 

before colliding with the Ta target at tcoll = 0.58 ns, which induces a more complex foil 

hydrodynamic evolution compared to the g = 0 µm case. The effect of the plasma radial expansion 

toward the foil axis (r = 0) already described in Sec. IVA is also visible. This inward expansion is at 

the origin of on-axis material accumulation which temporarily increases the electron density, here 

around the initial position of the foil (z = 0) between t= + 1 and t= + 2 ns. The gray region on Fig. 11 

(a) corresponds to the x-ray dose normalized to the laser energy, obtained from the model, as a 

function of time. The dotted line corresponds to the normalized dose without taking into account its 

reduction due to the effect of the gap, that lowers the hot electrons flux transmitted to the target 
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because of the Debye sheath formed at the back of the foil [see Sec. VA]. By contrast to the case 

without gap [Fig. 10(a)], the dose shows two maxima, instead of one. This first maximum at about t= 

+ 0.5 ns is produced when the plasma from the foil is getting undercritical relative to the short pulse 

laser. Laser beam can then propagate through both plasmas produced at the front and the back sides 

of the foil leading to a longer interaction length. Note that the first maximum at 0.5 ns occurs when 

the plasma reaches the Ta target, thus suppressing the reflection of the hot electrons by the plasma 

sheath. The x-ray dose then decreases after t= + 0.5 ns with the drop of on-axis electron density and 

increases because of on-axis material accumulation due to inward radial plasma collision. This drop 

could be related to the discrepancy between the measured and simulated characteristic length Lp [see 

Fig. 7(c)] observed at t = 1 ns. After that time (t= + 1.5 ns), the x-ray dose decreases with the electron 

density. The peak x-ray emission observed at t = + 1.5 ns is due to on-axis plasma stagnation (which 

does not occur for g = 0 µm) that produces a relatively dense (ne~ 1×1020 e/cm3) and long plasma 

produced at the front and the back sides of the initial foil position. This increases the interaction 

length of the short pulse laser and consequently produces larger conversion efficiency, el, and 

higher average electron kinetic energy as explained previously. Note that the decrease of x-ray dose 

after t = +1.5 ns, due to laser beam refraction that significantly increases the beam diameter which in 

return reduces the hot electron energy and the x-ray dose, seems to be less sharp compared to the 

case g = 0 µm. This could be explained by a weaker effect of laser refraction for g > 0 µm as 

preformed plasma is centred at the initial foil position (z = 0 µm) which also corresponds the short 

pulse focusing plane. For g = 0 µm, the preformed plasma is more centred towards negative values of 

z, that is toward the focusing region of the short pulse laser. The two peaks of dose are not observed 

experimentally possibly because of a too large delay between two laser shots. The assumed evolution 

of WSF/W0 and Zfoc and late time complex hydrodynamic simulations may also be likely less 

accurate than the gap g = 0 µm case. Yet, the simulated peak dose at t = + 1.5 ns is compatible with 
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the measured peak dose observed around t = + 1 ns and t = + 2 ns associated to harder electron and 

x-ray spectra [see Fig. 2(c)]. 

Results obtained with the larger 700 µm gap show similar behavior to the case with 400 µm 

gap. A maximum x-ray dose is also observed at t= + 2 ns due to material accumulation on axis which 

is independent of the gap size as long as it is large enough (400 µm and more in our case). 

Figure 12(a) presents similar results as Fig. 10 and Fig. 11 for the case of a smaller gap: 100 

µm. The measured dose is maximum at t= + 1 ns, which is between the large gap case (400 µm and 

above) [see Fig. (11)] and the case without gap [see Fig. 10]. Figure 12(b), shows that the on-axis (r 

= 0) plasma electron density evolution is different from the large gap case since no material 

accumulation is observed. The plasma expanding from the backside of the foil impacts the Ta solid 

target at tcoll = 0.13 ns, bounces on it, producing a forward perturbation that swipes the plasma 

produced at the front side of the foil. That phenomenon limits material accumulation and the 

associated peak of x-ray dose at t= + 2 ns observed for g = 400 µm and g = 700 µm does not exist 

here. The peak of dose at t= + 0.25 ns is not observed experimentally. Again, this may be due to a too 

large time increment between two shots missing the peak but also to the limit of numerical 

simulations to quantitatively capture the complex evolution of the exploded PET foil where 

longitudinal and radial plasma expansion occur on a same time scale as the plasma collision on solid 

Ta wall and the forward perturbation. The 100 µm gap case is therefore the most difficult one to 

apprehend in this study. 

D. Dose optimization 

Results presented in Sec. VC show that in the case of a gap large enough (≥ 400 µm here), the 

early longitudinal expansion of the plasma produces, a drop of electron density at the initial foil 

position on axis (r = 0). Yet plasma radial inward expansion is at the origin of an on-axis material 

accumulation that increases ne locally in time and space (around z = 0 µm). In this experiment, the 

foil is exploded using a long pulse laser of focal spot diameter lp = 160 µm. Working with a smaller 
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focal spot should increase the peak electron density since plasma propagates radially on a shorter 

distance, with less dilution, before on-axis collision. The time to reach the peak density is also 

expected to be shorter and should be compared to tcoll to make sure that the effect of the gap that 

lowers the hot electrons flux transmitted to the conversion target (because of the Debye sheath 

formed at the back of the foil [see Sec. VA]) is not limiting x-ray dose production. Figure 13 presents 

results from the dose model combined to TROLL hydrodynamic simulation and corrected from gap 

effect for a 400 µm gap. Figures 13(a) and (b) show the maximum normalized dose as a function of 

the long pulse focal spot diameter lp and the time at which the maximum dose is produced 

respectively. Results are obtained at constant laser intensity. In the condition of the experiment (lp = 

160 µm), maximum dose is obtained at t= + 1.4 ns and reaches 2.1 mrad/J. Since that time is larger 

than tcoll = 0.58 ns, the Debye sheath formed at the back of the foil does not reduce the dose. 

Decreasing the focal spot diameter lp increases the level of dose and reduces the time when 

maximum dose is produced. A maximum dose ~ 4.4 mrad/J is obtained for lp = 95 µm which double 

the signal strength compared to experimental results. Below this value, dose production is affected 

by the effect of the Debye sheath and the x-ray dose decreases with lp. This study assumes that 

results from Fig. 9 on gap effect obtained for lp = 160 µm are still valid. Thus it was performed at 

constant laser intensity and not at constant laser energy to try to maintain a relatively similar foil 

dynamics if one excludes 2D effects. 

 
VI. CONCLUSION 

This study aimed at increasing x-ray dose of a MeV bremsstrahlung source created when an 

intense (> 1018 W/cm2) and short pulse laser produces relativistic electrons that collide with a high-Z 

solid target. Electrons are generated in a large plasma created with a ns beam (focused before the 

short pulse with a delay t), that explodes a thin PET foil positioned in the front of the solid target, 
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separated from it by a gap g. X-ray emission is optimized by changing from shot to shot the 

parameters t and g to produce different plasma scale lengths Lp encountered by the short pulse laser. 

Results from a dose model coupled to a 2D hydrodynamic code to simulate the preformed 

plasma time evolution and benchmarked at early time with PIC simulation results are compared to 

experimental data. They both show that for the simplest case considered hydrodynamically speaking, 

g = 0, x-ray dose is very weak when the short pulse laser is used alone so that it interacts with a small 

plasma (Lp = 7 µm) produced by the laser ASE. Adding a preformed plasma with the ns pulse 

significantly increases the x-ray dose, until Lp = 70 µm. This increase, due to a hardening of the x-ray 

spectra and larger spectrum amplitude, is explained by higher average kinetic energy of hot electrons 

and larger laser energy absorption. Beyond Lp = 70 µm, the laser beam starts to be affected by 

refraction and x-ray dose decreases. 

Using targets with gap (g > 0) to increase the interaction length is at the origin of a much more 

complex plasma hydrodynamics involving on-axis plasma stagnation which delays the optimum time 

for maximum x-ray dose production and at early time, self-consistent electrostatic fields formed at 

the rear of the foil that reflect electrons backwards towards the foil limiting the x-ray emission. 

Maximum MeV x-ray dose, obtained at the optimum time function of the gap size, is also associated 

to a hardening of the electron and photon spectra for g > 0. The amplitude of this maximum seems 

however constant in our experimental conditions with and without gap and whatever its size. A 

possible explanation is that in our hydrodynamics regimes, short pulse laser energy is entirely 

absorbed by the expanding plasma at the time of maximum emission. A third parameter, the ns long 

beam focal spot size, is introduced to maximize the MeV x-ray dose for g > 0.  
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FIGURES CAPTIONS 

FIG. 1. (a) ELFIE experimental set-up, (b) schemes of the laser pulses and (c) scheme of the target. 

 

FIG.2 Signal obtained with the x-ray spectrometer (a) for shots performed with different gaps g and 

delays t. (b) and (c) X-ray spectrum inferred from both the activation measurement at 12° and the 

hard x-ray spectrometer (thick lines) for g = 0 µm and g = 400 µm respectively. Corresponding 

cumulated dose (thin lines) for minE  = 0.5 MeV. (d) Electron spectrum obtained for t = 0.5 ns, with 

a PET foil only without Ta conversion target. 

 

FIG. 3. X-ray dose normalized to the incident laser energy as a function of the delay t for different 

gap values.  

 

FIG. 4. Examples of interferogram obtained a) when the long pulse is not activated (g = 700 µm), b) 

when the long pulse is activated (g = 700) µm and a delay of t = 1 ns.  

 

FIG. 5. 2D cylindrical TROLL simulations of the electron density ne at t =  - 0.6 ns (a) in the case of 

g = 400 µm (top part of the image) and gap = 0 µm (low part of the image) and at t = + 0.5 ns (b) and 

t = + 1.8 ns (c) for 700 µm gap. 

 

FIG. 6. On-axis (r = 0) electron density ne as a function of time for a 700 µm gap. 

 

FIG. 7. (a) On-axis simulated (gray region) and measured (black dotted line) electron density at t = 

+ 2 ns for gap = 0 µm. b) and c) Simulated (gray region) and measured (symbols) characteristic 

length Lp as a function of time for g = 0 µm and g = 400 µm respectively. The upper and lower 
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bounds of the gray region are associated to ±10% variation on the long pulse energy and foil 

thickness during TROLL simulations. 

 

FIG. 8. (a) Evolution of the short pulse laser waist w(z) using the Gaussian beam equation in 

vacuum (gray solid line) and a modified version of this equation that takes into account laser self-

focusing effect in the plasma (gray dotted line) from CALDER simulation. TROLL simulated 

electron density profile as a function of position z for the case g = 0 and at t = 0 ns (black solid 

line). (b) and (c) Parameters WSF/W0 and Zfoc as a function a time determined from CALDER PIC 

simulations (black symbols) and used in the x-ray dose model for g = 0 from TROLL hydrodynamic 

simulations (gray solid line). 

 

FIG. 9.: Measured (symbols) and simulated (solid line) normalized x-ray dose as a function of the 

gap size.  

 
FIG. 10. (a) X-ray dose normalized to the laser energy (gap = 0) as a function of plasma scale length 

Lp (lower horizontal axis) and time (upper horizontal axis) obtained from CALDER-MCNP 

simulation (hollow circles), the dose model (gray region) and from the ELFIE experiment (black 

triangles). The upper and lower bounds of the gray region are associated to ±10% variation on the 

long pulse energy and foil thickness during TROLL simulations. Results from the model coupled to 

TROLL simulation showing (b) the on-axis plasma density, (c) the laser beam diameter, and (d) the 

electron energy as a function of the position z and time for gap = 0.  

 

FIG. 11. (a) X-ray dose normalized to the laser energy (g = 400 µm) as a function of time, obtained 

from the dose model with (gray region) and without (black dashed curve) gap effect, and from the 

ELFIE experiment (black triangles). The upper and lower bounds of the gray region are associated to 

±10% variation on the long pulse energy and foil thickness during TROLL simulations. Results from 
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the model coupled to TROLL simulations showing (b) the on-axis plasma density, (c) the laser beam 

diameter and (d) the electron energy as a function of the position z and time in the case of g = 400 

µm.  

 

FIG. 12. (a) X-ray dose normalized to the laser energy (g = 100 µm) as a function of time, obtained 

from the dose model with (gray region) and without (black dashed curve) gap effect, and from the 

ELFIE experiment (black triangles). The upper and lower bounds of the gray region are associated to 

±10% variation on the long pulse energy and foil thickness during TROLL simulations. Results from 

the model coupled to TROLL simulations showing (b) the on-axis plasma density, (c) the laser beam 

diameter and (d) the electron energy as a function of the position z and time in the case of g = 100 

µm.  

 

FIG. 13. Maximum normalized dose (a) and time at which it is produced (b) as a function of the long 

pulse focal spot diameter lp (at constant laser intensity), in the case of g = 400 µm. 
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Fig. 1  Courtois 
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Fig. 2  Courtois 
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Fig. 3  Courtois 
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Fig. 4  Courtois 
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Fig. 5  Courtois 
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Fig. 6  Courtois 
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Fig. 7  Courtois 
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Fig. 8  Courtois 
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Fig. 9 Courtois 
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Fig. 10 Courtois 
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Fig. 11 Courtois 
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Fig. 12 Courtois 
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Fig. 13 Courtois 
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Fig. 1  courtois 
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Fig. 2  courtois 

10
4

10
5

10
6

10
7

10
8

10
9

10
10

10
11

10
12

0

2

4

6

8

10

12

14

16

0 5 10 15 20 25

g=0 µm,  t=0,5 ns
g=0 µm,  t=2 ns
g=0 µm,  t=-1 ns

no long pulse
g=0 µm,  t=3 ns

Cumulated dose,  g=0 µm, dt=0,5 ns

[cumulated dose] - g=0 µm, dt=2 ns

E[cumulated dose] - g=0 µm, dt=-1 ns

no long pulse

E[cumulated dose] - g=0 µm, dt=3 ns

X
-r

a
y
 S

p
e
c
tr

a
 [
p

h
o

to
n

s
/M

e
V

/s
r]

C
u
m

u
la

te
d

 d
o
s
e

 [m
ra

d
]

Photon energy [MeV]

10
4

10
5

10
6

10
7

10
8

10
9

10
10

10
11

10
12

0

2

4

6

8

10

12

14

16

0 5 10 15 20 25

g=400 µm, t=2 ns

g=400 µm, t=0.5 ns

g=400 µm, t=3 ns

g=400 µm, t=-1 ns
no long pulse

Cumulated dose,  

g=400µm, t=2 ns

X
-r

a
y
 S

p
e
c
tr

a
 [
p

h
o

to
n

s
/M

e
V

/s
r]

C
u
m

u
la

te
d

 d
o
s
e

 [m
ra

d
]

Photon energy [MeV]

b) 

c) 

d) 
10

7

10
8

10
9

10
10

10
11

0 5 10 15 20 25 30 35 40

 t=0.5 ns

E
le

c
tr

o
n

 s
p

e
tr

u
m

 [
e

/M
e

V
/s

r]

MeV

10
-2

10
-1

10
0

10
1

10
2

10
3

0 1 2 3 4 5 6

Gap=400 µm, t=2 ns

Gap=0 µm, t=0.5 ns
Gap=0 µm, t=2 ns
Gap=0 µm, t=-1 ns

P
S

L
/m

m
²

IP position

a) 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
0
1
9
8
1
6



Fig. 3  courtois 
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Fig. 4  courtois 

Longitudinal position z [µm] 

T
ra

n
s
v
e

rs
e

 p
o

s
it

io
n

 [
µ

m
] 

Initial position of the PET foil  

Plasma expanding  

from the foil  

front side 

-1000 -800 -600 -400 -200 0 200 400 600 800 

-800 

-600 

-400 

-200 

0 

200 

400 

600 

800 

laser 

T
a

n
ta

lu
m

, e
=

3
 m

m
 

g=700 µm 

1
 m

m
 

Tantalum 

Tantalum 

Longitudinal position z [µm] 

T
ra

n
s
v
e

rs
e

 p
o

s
it

io
n

 [
µ

m
] 

Initial position of the PET foil 

Plasma produced  

by the ASE 

-1000 -800 -600 -400 -200 0 200 400 

-800 

-600 

-400 

-200 

0 

200 

400 

600 

800 

Ps laser 

1
 m

m
 

Tantalum 

Tantalum a) 

b) 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
0
1
9
8
1
6



Fig. 5  courtois 
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Fig. 6  courtois 
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Fig. 7  courtois 
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Fig. 8  courtois 
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Fig. 9 courtois 
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Fig. 10 courtois 
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Fig. 11 courtois 
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Fig. 12 courtois 
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Fig. 13 courtois 
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