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A Hybrid Adaptive Inverse for Uncertain SISO Linear Plants
with Full Relative Degree∗

Matteo Cocetti1, Matteo Ragni2, Sophie Tarbouriech1, Luca Zaccarian1

Abstract— We propose a hybrid adaptive feed-forward reg-
ulator for single-input single-output linear plants with full
relative degree. The scheme includes an adaptive law that
estimates the inverse of the plant and provides a feed-forward
control calculated on the basis of the desired output and
its derivatives. The adaptation is performed during discrete
time events, called jumps, while the feed-forward action is
continuous. This combination leads to a full hybrid system.
The advantage of this framework is a conceptual separation
between the adaptation dynamics, which is discrete, and the
plant dynamics, which is continuous. Under an assumption of
a persistence of excitation, we show through examples that the
output asymptotically tracks the desired reference and that the
estimate of the parameters of the inverse converges.

I. INTRODUCTION

From an abstract point of view, a dynamical system can
be thought as an operator mapping an initial condition and
an input function into an output. Usually, inputs and outputs
are restricted to belong to some functional spaces a priori
defined. Given the desired output (i.e. an element of the
output space), the possibility of actually achieving it depends
on the existence of its pre-image in the input space. Then,
it appears quite natural to try to invert the operator and use
the inverse to find the input that is mapped to the desired
output.

This setting has been proposed for the first time by Roger
Brockett in [1], where the concept of reproducibility has been
introduced to denote the possibility for a dynamical system
output to follow the desired trajectory.

A constructive solution for linear time invariant scalar
systems has been developed by Brockett himself in [2], [3],
employing the idea of inverse system. Intuitively the inverse
of a dynamical system H is again a dynamical system H−1,
but with swapped role of inputs and outputs. The inverse
system H−1 uses the desired output for H, and a certain
number of derivatives, as inputs and produces as outputs the
state and input trajectories for H.

If the dynamical system H is known and admits a stable
inverse, H−1 can be regarded as a generator of a feed-
forward control. This idea of inverse system and feed-
forward control has already been successfully applied in

∗Work supported by grant PowerLyap funded by CaRiTRo and by Dana
Rexroth Transmission Systems S.r.l.

1Matteo Cocetti, Sophie Tarbouriech, and Luca Zaccarian are
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various technological applications, such as nano-positioning
control [4] and aerospace systems [5], [6], [7], [8]

From a theoretical perspective, inversion has then been
further developed by Youla and Dorato [9], and by Silverman
and Sain [10], [11], who provided a complete character-
ization of system invertibility in terms of controlled and
conditioned invariant sub-spaces, and provided a constructive
algorithm to compute an internally stable inverse.

The robustness aspect has been tackled by Wonham and
Francis [12], [13], who realized that, restricting the class
of possible reference signals for the plant, the problem of
robust output regulation can be solved including a copy of
the reference model in the loop, the so-called internal model.
A decade later the internal model has been extended to the
nonlinear setting by Isidori and Byrnes [14], who developed
the so called Byrnes-Isidori equations, a set of algebraic
partial differential equations that are necessary and sufficient
for robust output regulation of nonlinear systems.

The concept of the inverse system gained some popularity
also in the subsequent years, and many authors focused
on obtaining internally stable inverses for non-minimum
phase plants [15], [16], [17], [18], and for generic non-
linear systems [19], [20]. Also high-gain observers can be
thought, up to a certain extent, as an approximate feedback
linearization of the system [21], [22], and for this reason are
usually combined with with state feedback control schemes
to achieve output regulation.

More recently, the problem of obtaining stable inverse for
uncertain systems, has been investigated using the notion
of output to input stability (OIS), see [23]. This definition
does not rely on any special normal form nor an explicit
form of the zero dynamics, but captures the intuitive idea
that for an invertible system, the internal state and the input
are bounded by a suitable function of the output and its
derivatives (modulo a decaying term depending on initial
conditions). This notion is more suitable for robustness
analysis, because does not involve changes of coordinates,
and admits a Lyapunov characterization.

In this paper, we investigate the possibility to obtain an
exact inverse model for a single-input single-output uncertain
linear system. Uncertainties are compensated through an
adaptive mechanism triggered at discrete-time instants called
jumps. The continuous nature of the inverse model, and the
discrete nature of the adaptation dynamics are combined us-
ing the hybrid system formalism. Solutions for more general
classes of systems are available in the literature, but the
novelty of this paper is in the hybrid adaptive law. This
idea of using an inverse system to provide the correct feed-



forward control and the possibility of discretely adapt the
inverse to compensate for uncertainties has been inspired by
[24], [25], where the authors use an adaptive feed-forward
control in combination with a First Order Reset Element
(FORE) [26] to control the output of a first order linear
uncertain plant. Compared to [24], [25] in this paper we
generalize the class of plants under consideration and we
link this technique with inversion based control. Finally we
propose a novel update law for the estimation of the inverse
system.

Notation and preliminaries: We employ hybrid dynam-
ical system of the form

H :=

{
z ∈ C, ż ∈ F (z)

z ∈ D, z+ ∈ G(z),
(1)

where z ∈ C ∪ D is the state, F,G : Rn ⇒ Rn are
outer semicontinuous set-valued maps, locally convex and
bounded, (named respectively flow map and jump map) and
C,D are closed subsets of Rn (named flow set and jump
set). In general C ∩ D 6= ∅, allowing multiple solutions.
Closeness of C, D and outer-semicontinuity of F , G ensure
existence of solutions for (1), see [27, Assumption 6.5, Chap.
6]. Solutions are defined over a subset E ⊂ R≥0 ×N called
hybrid time domain. A hybrid time domain is the union of
finitely or infinitely many intervals [tj , tj+1] × {j}, where
0 = t0 ≤ t1 ≤ t2 ≤ . . . , with the last interval possibly
of the form [tj , tj+1) or [tj ,∞). The instants tj are called
jump times. A hybrid arc is a function φ : domφ → Rn,
where the domain domφ of φ is a hybrid time domain and,
if Ij(φ) := {t : (t, j) ∈ domφ} has nonempty interior,
then t 7→ φ(t, j) is locally absolutely continuous on Ij . A
hybrid arc φ is a solution to (1) if φ(0, 0) ∈ C ∪ D, and,
if Ij(φ) has nonempty interior intIj(φ), then φ(t, j) ∈ C
for all t ∈ intIj(φ) and d

dtφ(t, j) ∈ F (φ(t, j)) for almost
all t ∈ Ij(φ). If (t, j) ∈ domφ and (t, j + 1) ∈ domφ
then φ(t, j) ∈ D and φ(t, j + 1) ∈ G(φ(t, j)). We say
that a solution φ : domφ → Rn is maximal if it cannot be
extended, and complete if domφ is unbounded. Let A ⊂ Rn
be closed. The set A is Uniformly Globally Stable (UGS) if
there exists a class K∞ function α such that any solution φ to
H satisfies |φ(t, j)|A ≤ α(|φ(0, 0)|A) for all (t, j) ∈ domφ;
where |φ|A := infa∈A(|φ − a|). Moreover, the set A is
Uniformly Globally Asymptotically Stable (UGAS), if there
exists a class KL function β such that any solution φ to H
satisfies |φ(t, j)|A ≤ β(|φ(0, 0)|A, t) for all (t, j) ∈ domφ.
The set A is Globally Exponentially Stable (GES) for H, if
it is UGAS and β is of the form β(x, t) = k exp(−λt)x for
some positive constants k, λ > 0.

II. CONSTRUCTION OF THE INVERSE

In this section, we recall a few results to invert a single-
input single-output linear system. We start by considering a
plant described by a set of differential equations of the form{

ẋ = Ax+Bu

y = Cx,
(2)

where x ∈ Rn is the state, u ∈ R is the input and y ∈ R is the
output. We stress that the matrices A, B, C are not known,
but we assume that they satisfy the following assumption.

Assumption 1: The triple (C,A,B) is minimal, internally
stable and with full relative degree.
The full relative degree ensures that the inverse system of (2)
has no zero dynamics (and is minimum phase). Moreover the
desired feed-forward input can be obtained by taking linear
combinations of the desired output and its derivatives. The
full relative degree assumption implies the following:

CB = CAB = · · · = CAn−2B = 0,

CAn−1B 6= 0.
(3)

To derive the inverse system, let us consider a copy of (2)
of the following form:{

ẋd = Axd +Bud

yd = Cxd.
(4)

Here xd ∈ Rn is the desired state trajectory, while ud ∈ R
and yd ∈ R are the corresponding input and output functions.
The goal is to isolate xd and ud as functions of the output yd
and its derivatives. Differentiating the output of (4) until the
input ud appears explicitly, we obtain the following chain of
equalities 

y
(0)
d = Cxd

...

y
(n)
d = CAnxd + CAn−1Bud

(5)

where we used (3) and we defined y(i)
d := di

dti yd.
Remark 1: According to Assumption 1 we need to differ-

entiate n times before the input ud appears explicitly.
From the last equality in (5) we can easily obtain ud as a
function of xd and yd, that results

ud =
y

(n)
d

CAn−1B
− CAnxd

CAn−1B
. (6)

Plugging (6) into (4) and collecting a few terms we obtain
the so-called inverse system of (4),

ẋd =

(
A− BCAn

CAn−1B

)
xd +

B

CAn−1B
y

(n)
d

ud = − CAn

CAn−1B
xd +

1

CAn−1B
y

(n)
d .

(7)

The inverse system (7) receives as input the n-th derivative
of the desired output yd and provides the corresponding feed-
forward control action ud to achieve it. Because the matrices
A, B, C are not known, also the inverse system (7) is in gen-
eral not known. Moreover, the representation (7) is not con-
venient because the unknown matrices appear everywhere in
the dynamics. A more convenient parametrization for (7) can
be obtained considering the change of coordinates defined by
the observability matrix O := (C>, . . . , (An−1)>C>)> ∈
Rn×n. The change of coordinates is well defined because
by Assumption 1 the plant is minimal and square. Using the
matrix O we realize that the desired state xd has a one to



one correspondence with yd and its derivatives up to order
n− 1 as follows,(

y
(0)
d , . . . , y

(n−1)
d

)
= Oxd. (8)

Using (8) and plugging it into (6), we obtain the desired
feed-forward input ud as a linear combination of yd and its
derivatives,

ud =
[
−CA

nO−1

CAn−1B | 1
CAn−1B

]

y

(0)
d
...

y
(n−1)
d

y
(n)
d

 := θ>Yd. (9)

It is worth to notice that now all the uncertainties are concen-
trated in the parameters vector θ ∈ Rn+1. For convenience
of notation we defined the vector Yd ∈ Rn+1 collecting yd
and its derivatives up to order n.

Assumption 2: The function Yd : R→ Rn+1 is available,
globally bounded by a constant M > 0, and smooth.

If θ was available, the feed-forward input (9) would force
limt→∞ yd(t) − y(t) = 0, achieving asymptotic tracking.
Because the vector θ is not available, we propose an adaptive
feed-forward of the following form

u = θ̂>Yd, (10)

where θ̂ ∈ Rn+1 is an estimate of θ. In the next section
we propose a discrete mechanism that estimates θ̂. This
algorithm, together with (10) and the plant (2), results into
a Uniformly Globally Stable (UGS) origin in proper error
coordinates. Moreover, in case of sufficiently rich references,
we believe that UGS can be strengthened to Uniform Global
Asymptotic Stability (UGAS), which implies asymptotic
output tracking.

III. ADAPTATION: A SIMPLIFIED SETUP

We start by considering a simplified setup where the output
of the plant y and all its derivative are available for feedback.
Let us consider the following system{

ẋ = Ax+Bu

Y = CY x+DY u,
(11)

where Y :=
(
y(0), . . . , y(n)

)
∈ Rn+1 and the matrices CY ∈

R(n+1)×n, DY ∈ R(n+1)×1 are defined below

[
CY DY

]
=


C 0
CA 0

...
...

CAn−1 0
CAn CAn−1B

 .
For (11) we choose a feed-forward input of the form (10),
where θ̂ ∈ Rn+1 is the vector containing the n+1 parameter
defining the inverse of (11). For θ̂ we propose a discrete
update law of the following form

θ̂+ = θ̂ − γ Y (Y − Yd)>

max{Y >Y, ε2}
θ̂, (12)

where γ ∈ (0, 2) is a positive scalar gain, tuning the
adaptation speed, and ε ∈ R a small quantity preventing
the denominator from approaching zero. Continuous and
discrete-time parameters estimation is a well-studied subject
in the literature and many solutions are available, see for
example [28] for an overview. However, the setup that we
consider in this paper is different, because it combines
a continuous-time plant and feed-forward control with a
discrete-time estimator, leading to a full hybrid system. This
setup can be better linked with the recent works of output
regulation with external models and hybrid identifiers, see
for example [29], [30] and [31].

Remark 2: The max term in (12) avoids divisions by zero
when Y >Y = 0. Moreover, it has the beneficial effect of
slowing down the adaptation when Y >Y is not sufficiently
large.
The update law (12) is triggered by a timer τ ∈ R≥0,
which enforces a direct and a reverse dwell-time condition.
Combining (11), (10), (12) and the timer τ we obtain a
hybrid system reported belowxθ̂

τ

 ∈
 Rn

Rn+1

[0, τmax]

 ,

ẋ = Ax+Bθ̂>Yd

˙̂
θ = 0

τ̇ = 1xθ̂
τ

 ∈
 Rn

Rn+1

[τmin, τmax]

 ,

x+ = x

θ̂+ = θ̂ − γ Y (Y − Yd)>

max{Y >Y, ε2}
θ̂

τ+ = 0
(13)

together with the output equation Y = CY x+DY θ̂
>Yd.

The timer τ is designed as in [32], and works as a trigger
for the jumps, in such a way that between two consecutive
jumps there is always a minimum flow of ordinary time
τmin ∈ R>0 and a maximum flow of τmax ∈ R>0.

Formally, denoting by tj the jump instants (j ∈ N≥0),
the following holds τmin ≤ |tj+1 − tj | ≤ τmax, ∀j ∈ N≥0.
Sequences of jumps that satisfy the above condition are
rather general, and comprises virtually any possible sequence
that is relevant from a practical viewpoint. For the stability
analysis, let us consider the following change of coordinates,
which highlights the error dynamics{

x̃ = x− xd

θ̃ = θ̂ − θ.
(14)

Plugging (14) into (13) we obtain the following expression
for the error

˙̃x ∈ F (x̃, θ̃)

˙̃
θ = 0

τ̇ = 1


x̃+ = x̃

θ̃+ ∈ G(x̃, θ̃)

τ+ = 0

, (15)

together with the output equation Y = Yd +CY x̃+DY θ̃
>Yd.

For compactness of notation, we omitted the flow and
the jump sets that are anyway unaffected by (14). The
multivalued maps F : R2n+1 ⇒ Rn and G : R2n+1 ⇒ Rn+1



are defined as follows

F (x̃, θ̃) :=
⋃

|Yd|≤M

Ax̃+Bθ̃>Yd,

G(x̃, θ̃) :=
⋃

|Yd|≤M

(
I − γ Y Y >

max{Y >Y, ε2}

)
θ̃,

(16)

in this way (15) is autonomous, and Lyapunov theory applies.

Remark 3: The error system (15) posses a remarkable
structure; during flow θ̃ remains constant and x̃ changes,
while during jumps x̃ remains constant and θ̃ is updated.
From the expression of the update law (12) we recognize
that, if Y is sufficiently rich (this idea will be formalized
better in Definition 1), then Y Y > spans all directions of
Rn+1, and |θ̃| converges to zero.
However, even when Y Y > has no special properties, we can
still prove that the set A := {0}×{0}×[0, τmax] is uniformly
globally stable (UGS) for (15).

Proposition 1: Under Assumptions 1, 2, and for any γ ∈
(0, 2) the attractor A is UGS for (15).

Proof: Let us start by focusing on the θ̃ dynamics.
Consider the Lyapunov function Vθ(θ̃) := γ−1θ̃>θ̃. The
variation along the flow results 〈∇Vθ, ˙̃

θ〉 = 0, while during
jumps yields

Vθ(θ̃
+)− Vθ(θ̃) ≤ −(2− γ)θ̃>

Y Y >

max{Y >Y, ε2}
θ̃ ≤ 0.

We conclude that for any γ ∈ (0, 2) the Lyapunov function
Vθ does not increase and the origin for the θ̃ dynamics
is UGS, moreover it satisfies |θ̃(t, j)| ≤ |θ̃(0, 0)| for all
(t, j). Because Yd and θ̃ are globally bounded and the
matrix A is Hurwitz by Assumption 1, there are positive
constants c1, c2 > 0, such that the following holds |x̃(t, j)| ≤
c1e−λ1t|x̃(0, 0)|+c2|Yd||θ̃(0, 0)|, for all (t, j). We are finally
in the position of showing that A is uniformly globally
stable for (15). Applying the definition of UGS we derive
the following K∞ bound∣∣∣∣∣∣
x̃(t, j)

θ̃(t, j)
τ(t, j)

∣∣∣∣∣∣
2

A

=

∣∣∣∣[x̃(t, j)

θ̃(t, j)

]∣∣∣∣2 ≤ (c1e−λ1t|x̃(0, 0)|+

c2|Yd||θ̃(0, 0)|)2 + |θ̃(0, 0)|2

≤ 2c21|x̃(0, 0)|2 + (2c22|Yd|2 + 1)|θ̃(0, 0)|2

≤ max{2c21, 2c22M2 + 1}

∣∣∣∣∣∣
x̃(0, 0)

θ̃(0, 0)
τ(0, 0)

∣∣∣∣∣∣
2

A

,

(17)
where we used the fact that |Yd| ≤M , see Assumption 2.

Remark 4: Uniform global stability of A is not sufficient
to conclude robustness. To enforce the missing uniform
attractivity property we need additional properties for the
signal Y .

Definition 1 (PE): A hybrid signal Y is said to be persis-
tently exciting at jumps tj if for the sequence {Y (tj , j)}∞j=0

there exist positive constants α1, α2 > 0 and N ∈ N≥1 such
that

0 < α1I ≤
j+N∑
i=j

Y (t, i)Y (t, i)>

Y (t, i)>Y (t, i)
≤ α2I, ∀j ∈ N≥0.

Persistence of excitation might be the missing ingredient to
prove Uniform Global Asymptotic Stability (UGAS). This
aspect is not discussed here, and will be explored in greater
depth in future works. We proceed instead by presenting
a more realistic scenario, where only the plant output y is
measured and used for control/adaptation.

IV. ADAPTATION: FULL SETUP

In this section, we consider a more realistic scenario where
the only measured quantity is the plant output y. As in
classical adaptive control, we use a filtered version of the
input-output behavior of the plant to identify its inverse. For
this purpose, we consider two identical filters of order n+1,
defined by the pair (Λ,Φ), that for simplicity we assume
satisfies the following:

Assumption 3: The pair (Λ,Φ) is internally stable and in
controllable canonical form.
For the filters we introduce two additional states σ ∈ Rn+1

and η ∈ Rn+1, representing respectively a filtered version
of the plant output y and plant input u. The two filters obey
the following continuous/discrete dynamics{

σ̇ = Λσ + ΦCx

η̇ = Λη + Φθ̂>Yd

{
σ+ = σ

η+ = η
(18)

and the adaptive law (12) is modified accordingly as follows,

θ̂+ = θ̂ − γ σ

max{σ>σ, ε2}

(
σ>θ̂ − e>1 η

)
, (19)

where e>1 = (1, 0, . . . , 0) ∈ Rn+1 is the first element of the
natural basis, and γ ∈ (0, 2). The modified law (19) does
not require anymore the knowledge of the output y and its
derivatives, but a filtered version of the input output behavior
is sufficient. Combining the update law (19) together with the
filters (18), the plant (2) and the feed-forward control (10) we
obtain a hybrid system similar to (13). Then combining the
previous change of coordinates (14) and the one reported be-
low for the filters σ̃(t, j) = σ(t, j)−

∫ t
0

eΛ(t−ξ)ΦCx(ξ, j) dξ,
and η̃(t, j) = η(t, j) −

∫ t
0

eΛ(t−ξ)Φθ̂>(ξ, j)Yd(ξ, j) dξ, we
obtain the following representation for the closed-loop sys-
tem in the error coordinates



˙̃x ∈ F (x̃, θ̃)

˙̃σ = Λσ̃

˙̃η = Λη̃

˙̃
θ = 0

τ̇ = 1



x̃+ = x̃

σ̃+ = σ̃

η̃+ = η̃

θ̃+ =

(
I − γ σσ>

max{σ>σ, ε2}

)
θ̃

− γ
σ
(
σ̃>θ − e>1 η̃

)
max{σ>σ, ε2}

τ+ = 0

(20)

Remark 5: In (20) to keep the notation more compact, we
did not fully substitute σ with σ̃ and θ with θ̃.



Remark 6: The structure of (20) is similar to (15), except
for the presence of two stable autonomous dynamics repre-
senting the contribution due to non-zero initial conditions of
the filters (18). As we can see from (20) the σ̃, η̃ dynamics
provide an exponentially decaying perturbation on the θ̃
dynamics, but despite this, the main idea of the scheme is
preserved, and a result similar to Proposition 1 holds.

Proposition 2: Under Assumptions 1, 2, 3 and for any
γ ∈ (0, 2) the attractor A := {0}×{0}×{0}×{0}×[0, τmax]
is UGS for (20).

Proof: We follow the same line of the proof of Propo-
sition 1. The difference with respect to the aforementioned
proof is the presence of exponentially decaying perturbations
on the θ̃ dynamics. For this reason we start by showing that
|θ̃(t, j)| is globally bounded by a K∞ function depending
on |θ̃(0, 0)|, |σ̃(0, 0)|, and |η̃(0, 0)| for all (t, j) ∈ dom θ̃.
According to Assumption 3, the following exponential bound
holds ∣∣∣∣[σ̃(t, j)

η̃(t, j)

]∣∣∣∣ ≤ c3e−λ2t,

∣∣∣∣[σ̃(0, 0)
η̃(0, 0)

]∣∣∣∣ , (21)

where c3 and λ2 are positive constants. Evaluating (21) at
(tj , j) and (tj−1, j − 1), and recalling that tj − tj−1 ≥ τmin

(the dwell time condition imposed by the timer τ ), we derive
the following recursion∣∣∣∣[σ̃(tj , j)

η̃(tj , j)

]∣∣∣∣ ≤ e−λ2τmin

∣∣∣∣[σ̃(tj−1, j − 1)
η̃(tj−1, j − 1)

]∣∣∣∣ . (22)

Considering the sequence of hybrid times (tj , j) ∈ dom θ̃
we obtain the following upper-bound

|θ̃(tj+ , j+)| ≤
∣∣∣∣I − γ σ(tj , j)σ(tj , j)

>

max{|σ(tj , j)|2, ε2}

∣∣∣∣ |θ̃(tj , j)|
+

∣∣∣∣ γσ(tj , j)

max {|σ(tj , t)|2, ε2}

∣∣∣∣ ∣∣∣∣[ θ
−e1

]∣∣∣∣ ∣∣∣∣[σ̃(tj , j)
η̃(tj , j)

]∣∣∣∣
≤ |θ̃(tj , j)|+ c4

∣∣∣∣[σ̃(tj , j)
η̃(tj , j)

]∣∣∣∣ ,
(23)

where the quantity
∣∣γσ/max {|σ|2, ε2}

∣∣ ∣∣(θ>,−e>1 )
∣∣ is glob-

ally bounded by the positive constant c4. Applying recur-
sively (22) into (23) we obtain the following

|θ̃(tj+ , j+)| ≤ |θ̃(0, 0)|+ c4

j∑
k=0

e−kλ2τmin

∣∣∣∣[σ̃(0, 0)
η̃(0, 0)

]∣∣∣∣
≤ |θ̃(0, 0)|+ c5

∣∣∣∣[σ̃(0, 0)
η̃(0, 0)

]∣∣∣∣ ,
(24)

which is the desired K∞ bound. The constant c5 is defined
as c5 := c4

eλ2τmin

eλ2τmin−1
≥ c4

∑j
k=0 e−kλ2τmin . From this point,

the proof follows the same steps reported in the proof of
Proposition 1, see (17).

V. SIMULATIONS

In this section we present an academic example of a sec-
ond order single-input single-output plant with full relative
degree.1 The plant is in the form reported in (2), and is

1The example, implemented in Simulink, is available at:
github.com/MatteoRagni/adaptive.right.inverse

Fig. 1. Top: plant output and reference signal. Bottom: tracking error.

characterized by the following unknown matrices[
A B
C

]
=

 0 1 0
−ω2

n −2ζωn 1
k 0

 ,
where k = 3, ωn = 3 and ζ = 0.2. Our objective
is to asymptotically track the reference signal yd(t) =
5 cos (t\5) + cos (t+ π\3) + sin (2t\5). The pair (Λ,Φ) is
in controllable canonical form and Λ has been designed to
ensure a large enough bandwidth to the filters. The roots
of the characteristic polynomial of Λ are reported next,
spec(Λ) = {−50,−75,−100}. The timer and adaptation
parameters have been selected as follows τmin = 0.5, τmax =
3, γ = 0.5 and ε = 1 × 10−6. For the simulations reported
in Figure 1, 2 the following initial conditions have been
selected x(0, 0) = (3, 4)>, σ(0, 0) = (0, 0, 0)>, η(0, 0) =
(0, 0, 0)>. The initial condition for the parameters of the
inverse system have been set to θ̂(0, 0) = (1, 0.2, 0.1)>,
while the true value θ = (3, 0.4, 1/3)>. The response of the
plant output and the desired reference to track are reported
in Figure 1. We can observe that after roughly 30 seconds
the parameters adaptation is complete, and the tracking error
y− yd asymptotically vanishes. Figure 2 shows the θ, θ̂ and
τ dynamics. We can observe that the update law (19) is
triggered in a non periodic fashion, but despite this fact, θ̂
converges to the true value θ. The proof of this property will
be the subject of future investigations.

VI. CONCLUSIONS

We presented a new adaptive feed-forward control scheme
that uses a novel hybrid adaptation mechanism. The scheme
uses a parametric inverse of the plant to generate a feed-
forward control action in continuous time. Because in prac-
tice the plant, and so the inverse, are usually not well known,
we rely on a hybrid adaptation mechanism that estimates the

github.com/MatteoRagni/adaptive.right.inverse


Fig. 2. Above the adaptation of θ̂ is plotted with solid lines, while the true
value θ is plotted with dashed lines. Below we can observe one possible
evolution of the timer τ . Notice that the reset τ+ = 0 occurs randomly for
τ ∈ [τmin, τmax].

inverse parameters. The adaptation is performed at discrete-
time instants so that combined with the continuous time
nature of the inverse, the resulting scheme is a full hybrid
system. Under mild assumptions, we proved Uniform Global
Stability (UGS) for a properly chosen attractor, and we
believe that this result can be strengthened to Uniform
Global Asymptotic Stability (UGAS) for reference signals
that satisfy a persistence of excitation property. Finally, we
presented an academic example showing the potential of the
proposed approach.
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