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ABSTRACT Most automatic expression analysis systems attempt to recognize a conventional set of
expressions such as happiness, sadness, anger, surprise and fear, etc. Although this set of expressions is the
most typical of the face, it is not the most representative/relevant for what the body expressions tell us. This
paper presents a novel and generic approach for the recognition of body expressions using human postures.
Our method is based on the notion of neutral motion generated from a given expressive one. In a second
time, we estimate a residue function, as the difference between the two associated motions, namely the
expressive and the neutral motion. More precisely, this function that is inspired by studies from psychology
domain, gives a ‘‘neutrality’’ score of a motion. Using this ‘‘neutrality score’’, we propose a cost function
which enables to synthesis the neutral motion from any input expressive motion. The synthesis of neutral
motion process is based on two nested Principal Component Analysis providing a space where moving and
selecting realistic human animations become possible. Proposed approach is evaluated on four databases
with heterogeneous movements and body expressions and it achieved recognition results for body expression
recognition that exceed state of the art.

INDEX TERMS Computer vision, body expression, automatic recognition, 3D skeleton, classification.

I. INTRODUCTION
Emotion is a complex phenomenon difficult to formalize.
Interpretation of an emotion is subjective as two different
people can perceive and interpret the same emotion differ-
ently [1]. Likewise, perception of emotion creates expres-
sions which change from one culture to another [2], [3].
Furthermore, the complexity of an expression increases even
more as humans express it through different channels such
as facial expressions, speech, postures and movement [4].
Several studies from various domains have shown that body
expressions are as powerful as facial expressions [5]. Nev-
ertheless, if facial expression recognition was widely studied
[6], [7], body expression recognition is still an emerging area.
Furthermore, with the growth and easy access of devices
that track 3-dimensional body, like the Kinect [8], [9] or
accelerometer [10] based motion capture system, different
applications will emerge based on body expression recogni-
tion. Our assumption is that many applications would bene-
fit from the ability to understand human emotional state in

The associate editor coordinating the review of this manuscript and

approving it for publication was Kathiravan Srinivasan .

order to provide more natural interaction, e.g. video games,
video surveillance, human-computer interaction, artistic
creation, etc.

This article presents method to detect and classify body
expressions through sequence of 3D skeleton-based poses.
The challenge is to propose a body expression recognition
method invariant to bodymovement. For example, expression
of happiness could be shown while the action is running,
jumping, kicking, etc. The movement is composed by the
action enhanced by the expression. Whereas, the state of
the art approaches aim at recognizing body expression using
motion-dependent features.

Our goal in this research work is to propose a generic
approach for body expression recognition as illustrated
in Figure 1 by separating expression from the action. Inspired
by the field of animation synthesis, we propose to auto-
matically create a neutral motion in order to extract body
expression from any kind of input motion. This method
allows to separate motion from expression, making proposed
expression recognition method invariant to motion. Thus,
main challenge we have tackled in this research work is
to produce automatically neutral motion. We have derived
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FIGURE 1. Our method automatically recognizes the expression of a human 3D skeleton animation. In the databases used to
evaluate our method, the skeletal movement was captured by Kinect or any other motion capture systems that are now more and
more accessible.

and aggregated different features from the state of the art
in motion analysis, from psychology and computer vision
domains in order to precisely characterize neutral motion.

Following the same paradigm as our previous work [11],
the body expression is obtained by providing to a classifier
the difference between the expressive motion and the corre-
sponding neutral motion in the frequency domain using the
Fast Fourier Transform [12]. As improvement to our previ-
ous work, the synthesis of neutral motion is automatically
computed by a newmethod providing more realistic motions,
and more efficient for the classification task. To the best of
our knowledge, state-of-the-art approaches focus mostly on
databases containing similar movements. We extended the
evaluation phase by testing four different databases contain-
ing heterogeneous motions and expressions.

This article is organized as follows. Section II presents the
state of the art on emotion analysis. Section III describes
databases that are used to evaluate proposed algorithm.
Section IV presents proposed novel method. Proposed
method extracts body expression based on the residue formed
by the difference between the original motion and a syn-
thesized neutral motion. The synthesis of neutral motion is
based on two nested Principal Component Analysis provid-
ing a space where transforming realistic human animations
become possible. Results obtained on different challenging
databases are discussed and compared with state-of-the-art
methods in SectionV. Finally, SectionVI concludes the paper
and presents future work.

II. RELATED WORK
Extensive research has been conducted to develop and eval-
uate methods for automatic expression recognition, mostly
facial expression recognition. Generally, abundant literature
exists, analyzing different input modalities such as speech,
text, physiological signals, images, video, etc. The recogni-
tion techniques come from multiple research domains, such
as signal processing, machine learning, computer vision,
speech processing, etc. The goal of these techniques is to
predict labels/class that would match the label a human

would have perceived in the same situation. Even if verbal
expression recognition [13] provides an important support
of expression recognition, it is now widely accepted that
nonverbal behavior constitutes an important medium of com-
munication in addition to speech. Moreover, images of a
person are as easy to record as their speech, since a camera
record both image and soundwhereas physiological measures
are clearly less convenient to be recorded. The accuracy of
expression recognition is usually improved when it combines
the analysis of human expressions from multi-modal forms
all together [14]. However, considering only a sub-part of
channels such as only the face of a person or the posture stays
an important way to improve knowledge of the whole domain
since multi-modal approaches generally combine specific
approaches dedicated to a single channel [15]. Moreover,
the representations and descriptors designed for recognition
may be extended to propose approaches for generating virtual
agents with various perceived emotions [16].

For many years, expression recognition in computer vision
mainly focused on automatic facial expression recognition
[6], [17], [18]. Nevertheless the field of psychology has
shown that body expression is as powerful as facial expres-
sions in expressing emotions [19]. At the same time, with
the increasing proliferation and popularity of human skeletal
capture devices i.e. Kinect [9], accelerometers-based [10],
webcam-based [20], etc., researchers have also focused on
the problem of recognition of actions based on skeleton anal-
ysis [21], [22]. And more recently, research community has
shown interest in the recognition of expression based on body
movements [23].

Skeleton-based action recognition and expression recog-
nition share the common point of analyzing a body human
movement [24]. Both problems share the challenge of hav-
ing to deal with high dimensional space, with many corre-
lated degrees of freedom of a motion. Nevertheless, actions
recognition approaches can not be used directly for rec-
ognizing body expressions. An expression can be seen as
an enrichment of an action/gesture. In body expressions
recognition, the actions and the expressions are overlapping.
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Expression recognition is an orthogonal problem to action
recognition, since the expression changes the gesture in a
subtle and barely perceptible way. Even if separating the
action and the expression seems non trivial, it is intuitively an
interesting challenge to tackle. To the best of our knowledge,
there was no literature available except our previous approach
[11] that tried above stated approach.

In the areas of action recognition and facial expression
recognition, very recent advances are mostly based on deep
learning approaches [18]. Nevertheless, for body expression
recognition, there is a lack of large datasets, which are
required for deep learning. Secondly, actions and expressions
are blended and most of the current literature is specialized in
one specific type of motion. Lastly, model-based approaches
that propose efficient analysis on the skeleton motion are
still preferred [23], in comparison to brute force approaches
letting a network explores a very large movement dataset.
Thus, many articles focus on the most common motions such
as walking [25]–[30], action of knocking [31], [32], talking
persons [33], or artistic performance [34]. These methods are
adapted on specific motions, but they fail when the challenge
is to recognize body expressions from different scenarios.

Few articles tackled challenge of analysis of heteroge-
neous bodymovement. Kleinsmith et al. [2] proposedUCLIC
database featuring 13 participants from different cultural
regions, portraying four emotions (anger, fear, happiness
and sadness). Wang et al. [35] proposed a real-time sys-
tem that recognizes emotions from body movements. They
used a combination of 3D postural features, kinematic and
geometrical features. Truong et al. [36] proposed a new
set of 3D gesture descriptors based on a generalization of
the Laban descriptor model proposed by Rudolf Laban for
gestures expressiveness. They evaluated their classification
approach on their own database which contains 882 gestures.
Dewan et al. [37] extended the Laban movement analysis by
combining it with a temporal window, which can be seen as
a more conceptually elaborate formulation of Laban theory.
They evaluated their algorithm on the UCLIC database [2].
These approaches succeed in tackling the difficult problem
of expression recognition of heterogeneous movements, but
they all have the disadvantage of having to deal with expres-
sion mixed with action.

Our study aims to separate the expression from the action
by modeling an expression as an enhancement of a gesture.
Expression is what differs between two gestures performing
the same action but with a different mood or style. We argue
that separating the gesture from the expression is an important
aspect for the analysis of body expression. This idea has been
developed and proposed, with limited scope, in our previous
work [11]. In this work, we combine knowledge from the field
of psychology and animation synthesis in order to propose a
new formalization of a neutral motion.

III. MATERIALS
The proposed approach is evaluated on four databases that
are listed in Table 1. A brief description of the databases

TABLE 1. Description of the databases used for the evaluation of
proposed method.

is presented below. The first three databases are real actors
recorded by motion capture, while SIGGRAPH database
(referred with same title in the remainder of this work) con-
sists of synthetic animations generated by human animator
extended by the method of Xia et al. [38]. Brief description
of these four databases is given below.

1) Emilya Database [39]: this recorded database contains
10001 motions of 7 actions: walking, sitting down,
knocking at a door, lifting and throwing an object
with one hand and moving objects with two hands.
It includes 8 expressions (joy, anger, panic fear, anxi-
ety, sadness, shame, pride and neutral). The expressive
motions are performed by 11 actors (6 females and
5 males) with an average age of 26 years.

2) UCLIC Affective Body Posture and Motion [2]: this
database consists of 183 real motions with 4 expres-
sions (fear, sad, happy, angry). The movements are
carried out by 13 individuals from different cultural
backgrounds. The subjects were asked to perform the
emotion postures in their own way. The movements are
acquired by a motion capture system which delivers a
set of 32 body joints (3D positions).

3) MPI Emotional Body Expressions Database for Narra-
tive Scenarios [33]: this database gathers 1447motions.
The scenarios were performed by 8 actors, 4 females
and 4 males with an average age of 25 years. Actors
were asked to imagine that they were narrating several
stories to children. It contains 11 expressions (amuse-
ment, anger, disgust, fear, joy, neutral, pride, relief,
sadness, shame, surprise). Database is recorded using
motion capture system, which collects 3D postures
leading to a set of 22 joints. Unfortunately, it is impor-
tant to highlight that this database is highly imbalanced
in terms of expressions. Joy is the most represented
expression with 227 instances while shame is the less
represented one with only 58 instances.

4) SIGGRAPH database [38]: this database contains syn-
thetic sequences. It contains 572 animations with
8 body expressions or style (angry, childlike, depressed,
neutral, old, proud, sexy, strutting). The motivation
of using the SIGGRAPH database is that it includes
a large range of movements: jump, run, kick, walk,
punching and transitions between these motions.

IV. PROPOSED METHOD
We propose a method able to recognize body expressions
from any input human motion represented as a skele-
ton motion as illustrated in Figure 1. The proposed novel
approach is based on the principle of recognition of
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FIGURE 2. Overview of the proposed method. From the expressive input motion, a neutral motion is automatically synthesized using the
formalism proposed in this paper. The residue between the synthesized neutral motion and the input motion is computed in the
frequency domain. From this residue, a classifier learns on a sub-part of dataset of expressive motions how to recognize the expression.
To evaluate the quality of our approach, the classifier is tested on the second part of the dataset. All this learning phase is repeated
several times by mixing the dataset.

expressions by modeling the separation between the input
movement and its neutral movement. This neutral motion is
automatically computed using technique of a neutral motion
synthesis, introduced in this paper. Compared to our previous
work [11], the neutral synthesis step is more elaborated and
generates neutral animations that greatly improves the recog-
nition rate as illustrated in the result section V.

The overview of our approach is shown in Figure 2.
We propose a novel way to synthesize neutral motion based
on the optimization of a cost function. This cost function
includes three terms. The main term is computed by a func-
tion, entitled the neutral function, that characterizes a neutral
motion to evaluate the neutrality of the motion synthesized.
Intuitively, this function returns a high value for a neutral
movement and a near-zero value for a movement with a
very strong expression, such as exaggerated ones existing in
cartoons. In the Russell Circumplex Model (RCM) with the
two axis of arousal and valence, a neutral animation would
be placed near the center. This function is based on the
formalization of several features from the field of psychol-
ogy and is described in greater detail in the Section IV-A3.

The second term of the cost function is a data attachment
term in order to respect the original motion. The third term
is the constraints term which ensures different constraints on
the synthesized motion in order to generate realistic human
motion. As illustrated on the Figure 2, a succession of two
Principal Component Analysis (PCA) steps [40] are proposed
to represent a motion in a low dimensional space and makes
the optimization step tractable.

A. NEUTRAL MOTION SYNTHESIS
The principle of using a neutral motion synthesis for expres-
sion recognition has been validated in our previous work [11].
Even if our first method produced robotic and non-realistic
neutral motion, it was sufficiently encouraging to achieve
promising results. We argue that the quality of the gen-
erated neutral motion influences body expression recog-
nition rates. Since the more realistic and convincing the
neutral motion is, the better the separation between body
expression and motion will be. In this work, we propose
a novel way to synthesize the neutral motion. This section
presents proposed new cost function used in an optimization
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FIGURE 3. Process to reduce the dimension of one motion.

process to generate a neutral motion from the input expressive
one.

1) OPTIMIZATION OF THE OVERALL COST FUNCTION
For the synthesis of the neutral motion, a cost function given
in the Equation 1 with three weighted terms is introduced.

Cost(Motion) = λNeutral(Motion)+ γData(Motion)

+βPenalty(Motion) (1)

The first term namedNeutral is the neutral score, explained
in Section IV-A3. It evaluates the neutrality of a givenmotion.
The second term named Data evaluates the distance between
the generated neutral motion and the expressive input motion.
This term of attachment to the data is used to avoid generating
an animation too far from the original, where the action
would be different than the original one. The last term is a
regularization term, named Penalty, it adds penalties when
the motion does not respect several constraints that would
cause unrealistic movement. This term guarantees that the
distances between joints will remain mostly constant and
that the feet will not slip on the floor once in contact. We
have designed the function in such a way that it returns
high values for expressive motion, and value near zero for
‘‘neutral’’ animation, meaning animation including only an
action without expressiveness. Although this is subjective,
we have tried to formalize this with equations. The cost func-
tion minimization process aims to find the best parameters in
the motion space build by the two steps of Principal Compo-
nent Analysis (PCA), presented further in the Section IV-A2.
Indeed, the number of degree of freedoms of human motion
is too large to have a fast and accurate optimization process.

We optimize this cost function using the optimiza-
tion algorithm called Covariance Matrix Adaptation Evo-
lution Strategy (CMA-ES) [41] on a subpart of the whole
datasets to avoid overfitting as explained in the Section V
and in Figure 5. CMA-ES presents the advantage to
be derivative-free methods for numerical optimization of
non-linear or non-convex continuous optimization problems,
which is our case as well. CMA-ES is mainly used in
animation with great success. We have carried out experi-
ments/simulations with different values of λ, γ , β and we
have empirically found that λ = 0.8, γ = 0.6 and β = 0.5
provides good default setting for all databases.

2) REPRESENTATION OF A MOTION IN A LOW
DIMENSIONAL SPACE
This section explains how motion in a low dimensional space
is represented with few optimization parameters. Optimizing
every angle of every joint of every posture of an animation

is too large to be reasonably tractable. Motion is then repre-
sented in low dimensional space using two steps, each one
based on PCA:

1) the first PCA works on the posture, and
2) the second works on the temporal sequence.
Figure 3 shows the pipeline of this process. By applying

two PCAs on input motion, we obtained projection space that
represents the motion.

In addition to reduction of dimensions, PCA allows to
define a space where a movement is relatively realistic and
not really different from the original data. Comparing to a
deep-learning-based approach, it has the advantage that it can
be computed even with a limited amount of animation data.

For these two PCAs and the weight optimization presented
in Section IV-A1, we isolated a subset of all animations of
the databases in order to limit the risk of overfitting. The first
PCA is computed on all the postures of this subset. We have
re-targeted different skeletons topologies of the databases in
one skeleton in a similar way as proposed by Holden et al.
[42]. The unified skeleton is composed of 30 joints. Before
the PCA, using 3D position for joints, a posture is described
by 90 float values. By applying PCA to all the postures of
the different databases, we evaluated that for our purpose a
posture can be represented by 7 values, the 7 first components
of the PCA. These 7 values preserve 95% of the original
variance. We have tried to keep more components of the
PCAwithout significant improvement in the recognition rates
whereas less values decrease the rate. From this representa-
tion, we can represent a full motion with a temporal sequence
by vector of 7 components. Then, we projected each posture
of the motion on the first learned PCA, thus, reducing the
dimension of a motion from 90 × n frames to 7 × n frames
where n is the number of frames of the motion.
In a second step, another PCA is applied on the motion rep-

resentation described above. This second PCA is applied in
order to reduce the 7× n dimension. By applying this second
PCA on all animations of the subset of the databases, we have
evaluated that a motion can be represented by only 13 compo-
nents while preserving 95% of the original variance. As for
the posture, we have tested multiple values and found that
13 provides the best accuracy on the results.

Figure 4 shows the projection of the PCA applied on all
the postures of the SIGGRAPH database. To illustrate the
PCA in 2D, we have represented two main components of the
PCA. Even with this 2D projection, we can see the different
motions in the database. Each point represents a posture and
one can see a motion by following a set of postures in a
curve. The color represents different body expressions of the
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FIGURE 4. Projection on two axis of the PCA calculated on all the postures of the SIGGRAPH database. Each
curve is a motion. The color represents different body expressions. Objectively the posture is well clustered
in motions.

SIGGRAPH database. This figure shows that the posture is
well clustered in motions.

3) MOTION NEUTRALITY QUANTIZATION
To produce a neutral motion from an expressive one, the input
motion is first represented in the low dimensional space
previously presented in Section IV-A2. The optimization step
changes the representation parameters in order to minimize
the cost function presented in Section IV-A1. This section
focuses on the term ‘‘Neutral’’ of this cost function. In order
to appreciate neutrality of a motion, we formalize several
qualitative features from the domain of the psychology [43].
These features describe qualitatively the expression of a
motion. We use them to quantify the neutrality of a motion,
separating them into two clusters: the posture features and the
temporal features.

Here we will explain how we designed the function that
characterize the neutrality of a motion based on the for-
malization of features previously described. The neutrality
function is defined as a weighted arithmetic mean given in
the equation 2.

Neutral(Motion) =

∑n
j=1 αjfj∑n
j=1 αj

(2)

where αj corresponds to the weight of the jth feature fj and
n is the number of features. Weights αj are computed by an
optimization on a set of animations. To avoid overfitting it is
necessary to extract a subset of animations from the different
databases described in Section V. The same optimal weights
are then used for all experiment on the rest of animations.
This optimization seeks to produce a score that tends towards
zero for all neutral animations extracted from the datasets. All
posture and temporal features fj formalized in this study are
described below.

• Posture features
1) The Body openness fbodyOpenness measures whether

arms are far from the body and/or feets are farm
from each other.

2) The Sagittal body leaning fbodyLeaning measures
forward/backward leaning.

3) The Body straightness fbodyStraightness measures the
bending of the head/trunk/knees.

• Temporal features
1) Movement power fmvtPower represents the amount

of force involved in the movement.
2) Movement fluidity fmvtFluidity represents the

continuity of the movement.
3) Movement speed fmvtSpeed measures the speed with

which the movement is performed.
4) Quantity of arms movement fquantityArmsMvt

measures the amount of arms movement.
5) Regularity of arms movement fregularityArmsMvt

represents the variation in motion pattern.
After extraction of posture features on each frame, mean

and standard deviation for each feature are computed.
Temporal features are calculated in frequency domain using
Fast Fourier Transform (FFT) [12]. FFT is a classical tech-
nique to extract power and regularity of temporal sequence.
Proposed method uses Discrete Fourier Transforms (DFT)
to extract temporal features as DFT is extremely useful in
revealing periodicities in discrete input data.

Let xn be a discrete time domain signal of one of the
degrees of freedom (DOF) of a human motion data. The
Discrete Fourier Transform Xk of xn is given by:

Xk =
N−1∑
n=0

xn · e−i2πkn/N (3)
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where N is the length of the signal and i2 = −1. The
single-sided spectrum Xω is given by:

Xω =
2
N
Xk k = 0, . . . ,N/2 (4)

where xs is the sampling frequency of the original time
domain signal xn, ω = (xs/N )k is the frequency transformed
from the samples k in the spectral space. Only single-sided
spectrum in the positive frequency range (ω = 0 : xs/2) is
used in proposed method.

From this spectral representation, magnitude and phase of
the spectra are calculated. The magnitude defines existence
and intensity of motion, whereas phase describes the relative
timing. DFT is calculated on the movement of the joints,
i.e. on the rotation signal of each joint.

Movement power is defined as the sum of magnitude
spectrum of each body joints rotation signal.

fmvtPower =
θ∑
j=1

4∑
q=1

N/2∑
k=1

R[j, q, ωk ] (5)

where θ is the number of joints in a skeleton, the term q
iterates on the 4 values of quaternion representing the rota-
tion of the joint, ωk is the kth frequency, R[j, q, ωk ] is the
magnitude for the joint j, the qth term of the quaternion, at the
frequencyωk . Indeed, we represent rotation of each joint with
quaternion, so with 4 values q1, q2, q3, q4 and the quaternion
is given by q1 + q2i+ q3j+ q4k .

The frequency of the Fourier transform provides an indica-
tion on the regularity of the armsmovement. This regularity
feature is the sum of the differences between the magnitude
spectrum of each arm (shoulder, elbow and hand).
fregularityArmsMvt

=

θarms∑
j

4∑
q=1

N/2∑
k=1

|R[jleft , q, ωk ]− R[jright , q, ωk ]| (6)

with θarms is {shoulder, elbow, hand} the three joints of an
arm. The notation jright (resp. jleft ) provides the joint number
of the three joints for the right arm (resp. left arm).

Third temporal feature is the movement speed, which
measures the speed with which the movement is performed.
It is given by the sum of the average speed of each joint.

fmvtSpeed =
θ∑
j=1

1
N

N∑
t=1

dPj(t)
dt

(7)

where Pj(t) is the world position of the joint j at the time
t . Speed, the first derivative of the position, is computed by
finite difference.

The quantity of armsmovement is defined by themean of
the cumulative distance covered by every joint in both arms.

fquantityArmsMvt =
θarms∑
j=1

N∑
t=1

Pj(t) (8)

Last temporal feature is movement fluidity. It is com-
puted by calculating mean of the acceleration for both

hands and both feet.

fmvtFluidity =
θendEffectors∑

j=1

1
N

N∑
t=1

d2Pj(t)
dt2

(9)

with θendEffectors is {left_hand, right_hand, left_foot,
right_foot} .

B. NEUTRAL VS EXPRESSIVE MOTION: RESIDUE
EXTRACTION
Section IV-A explained how neutral motion corresponding
to the original input motion is computed. Proposed frame-
work for body expression recognition theorizes that body
expression is present in the residue formed by the difference
between the neutral and the expressive motion and that a
spectral representation of a motion is well adapted to separate
the expression from the gesture. This theory/assumption is
supported by the work of Crenn et al. [11] and Yumer and
Mitra [44] that managed to extract expression of a motion
with this formalism.

The residue between the neutral animation and the expres-
sive animation is an array of values computed for each degree
of freedom (DOF) of each joint in the skeleton independently
from the others. It consists in a subtraction between the
neutral spectral magnitude and the expressive spectral mag-
nitude. In a formal manner, it is described by the Equation 10.

Residue = array[. . . , |Ro[j, q, ωk ]− Rs[j, q, ωk ]|, . . .]

j ∈ θ

l ∈ DOF (the 4 quaternion values)

k ∈ 1..N/2 where N is the signal length (10)

where Rs(j, q, ωk ) (resp. Ro(j, q, ωk )) is spectral magnitude
for the joint j and for the DOF q at the frequency ωk during
an action computed on the synthesized neutral movement
(resp. on the original movement). The magnitude contains
the information about the motion and the expression of an
animation. The residue forms the feature vector, which is used
as input data to the classifiers in order to get body expression
class.

V. EXPERIMENTS AND RESULTS
To evaluate proposed approach, several experiments were
carried out on several databases presented in Section III.
To generate neutral animations, our algorithm optimizes a
neutral function computed by a weighted average of different
terms as explained in the Section IV. This optimization is
done in a space reduced by two steps of PCA. The weights
are the results of a preliminary optimization. To compute
the PCA and to determine the adapted weights reducing
overfitting as much as possible, 25% of animations are ran-
domly extracted from all databases by keeping the same ratio
of each expressions as in the whole datasets as illustrated
in Figure 5. These 25% of animations are used only for
the weights computation and the PCA, they are not used
in the recognition process. Table 2 presents recognition rate
achieved by proposed approach and compares performance
of proposed method with different classifiers in Figure 6 :
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FIGURE 5. 25% of all animations are randomly extracted from all
databases for computing the PCA and the weights of the neutral function.
For computing recognition rate, the cross validation process is repeated
10 times with training the classifier on a random selection of 80% of the
subset and tested on the remaining 20%.

TABLE 2. Recognition accuracy: comparison of proposed method with
state-of-the-art methods. Our approach uses SVM classifier with a k-fold
of 10.

FIGURE 6. Evolution of the classification rate on the Emilya Database
with the increasing number of folds for the k-fold cross validation
method, with three different classifier algorithms. This approach involves
randomly dividing the set of observations into k groups, or folds,
of approximately equal size. The first fold is treated as a validation set,
and the method is trained on the remaining k-1 folds.

• Support Vector Machine (SVM) with χ2 kernel;
• Random Forest with 100 trees;
• 2-Nearest neighbor based on Euclidean distance.

It compares with the state-of-the-art methods giving
recognition accuracy and Kappa index.

Figure 6 shows the influence of the size of the training set
on the performance of the three classifiers used in evaluation,
precisely achieved on Emilya database.

Table 3 shows confusion matrix of the different emotions
and motions from the Emilya database. This table illustrates
that proposed feature vector correctly discriminates different
expressions across heterogeneous motions. Moreover, it can
be observed that neutral expression is the best recognized
emotion from the Emilya database. This result validates pro-
posed approach that theorizes to synthesize neutral motion
from the expressive motion. ‘‘Sad’’ expression achieves the
lowest recognition rate. This could be explained as expression
of ‘‘Sad’’ is not well represented in the Emilya database.

TABLE 3. Confusion Matrix for the Emilya database. Abbreviations are N
for Neutral and PF for Panic Fear. Results are obtained with SVM classifier
with a k-fold of 10, giving best results in previous Figure 6.

TABLE 4. Confusion Matrix for the Emilya database with a resampling
filter in order to have a balanced database. An oversampling method is
used and results are obtained with SVM classifier with a k-fold of 10.
Abbreviations are N for Neutral and PF for Panic Fear.

To explore this influence of unbalanced database between
emotions, Table 4 gives the confusion matrix of the different
emotions and motions from the Emilya database when a
common resampling filter is applied to the input data in order
to balance the dataset. An oversampling method is used, bal-
ancing the dataset by increasing the size of rare samples. New
rare samples are generated by using repetition on data. From
this table, it can be observed that the recognition rate is better
for ‘‘Sad’’ expression as the dataset is now balanced. Above
presented results prove ability and robustness of proposed
method in recognizing body expressions.

In summary, the main conclusions that can be drawn from
these experiences are:

1) Table 2 shows the comparison of the recognition rate of
proposed framework with the state-of-the-art methods.
It is noticeable that proposed method achieves body
expression recognition accuracy that globally exceeds
results obtained by state-of-the-art methods. Moreover,
it is important to highlight the fact that we are compar-
ing proposed method with specific methods developed
for one specific database containing often only one type
ofmovement.Whereas, proposedmethod is generic but
still outperforms state-of-the-art results on SIGGRAPH
database, MPI database and Emilya database.

2) Proposed method obtained recognition rate of 78.6%
forMPI databasewhich outperforms the state-of-the-art.
The state-of-the-art on this database was our previ-
ous work [11] with a non-optimal synthesized neu-
tral motion, i.e. robotic and with different artifacts.
With this result, the idea that the more realistic the
neutral motion is, the better the recognition rate is, is
verified.

3) To the best of our knowledge, no method in the liter-
ature on body expression recognition has tested com-
plete Emilya database. Proposedmethod achieved body
expression recognition rate of 82% on it. This is an
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encouraging result as Emilya database is relatively
large and contains lot of different motions and expres-
sions. This database presents a challenging problem
as variety and number of motions in this database are
heterogeneous.

4) Finally, for the UCLIC database, we compared pro-
posed genericmethod to a specific approach [37] which
uses a more conceptually elaborate formulation of the
Laban theory combined with a temporal window. [37]
achieved good results for UCLIC database 87.30%
compared to our result 74%. This could be explained
as [37] is well specifically suited for UCLIC database
but with no genericity by nature.

We evaluated proposed method on different publicly avail-
able databases and outperformed state-of-the-art methods.
Proposed approach is generic by nature and not tailor
made for one type of motions, input data type or applica-
tion. Achieved results on different databases prove that this
approach is better than the features based methods for a body
recognition expression in the wild. Features based methods
are not generic and only suitable in a context of input a priori
known motions.

VI. DISCUSSIONS AND CONCLUSION
In this paper a novel approach for automatic generic recog-
nition of body expressions through 3D skeleton provided
by motion capture data is presented. A novel method for
synthesizing realistic neutral motion is introduced, which
is used to detect body expression from an expressive input
motion. Quantization of neutrality in a motion is formalized
by a function. Novel cost function is proposed which is
optimized for synthesizing the neutral motion from a given
expressive motion. This cost function allows to extract the
body expression by computing the difference, in the spectral
domain, from the input motion and the synthesized neutral
motion.

The results obtained by proposed method show its
robustness as the evaluation is done on heterogeneous
databases with different motions and expressions. Proposed
generic method achieves better recognition rate for body
expression on three databases compared to state-of-the-art
methods which focused on one specific database. This perfor-
mance highlights that proposed novel approach is invariant
to the input motion as it is based on computing difference
between the input motion and the neutral motion produced
by proposed method. A slightly more precise analysis shows
good recognition rate for positive expressions, these with
high valence, whereas negative expressions are sometime
confused.

In a more general objective of expression recognition,
future work would be to use our approach as a brick in
a multi-modal scheme. Body expression recognition could
be used in conjunction with facial expression recognition,
by synthesizing neutral facial expression as well. Mixing
body and face approaches must clearly be more investi-
gated by researchers [45], and moreover, approaches of data

fusion with speech and physiological signals [14] could allow
to formalize a more adapted framework for in the wild
applications.
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