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ABSTRACT 

Hysteresis models allow the prediction of iron losses in materials under complex magnetic excitation, with 
accuracy depending on their principle and identification procedure. Commonly, to achieve high accuracy, a model 
may require a broad set of experimental input data, which is in some cases, not easy to obtain. We propose, in this 
study, a static model focusing on simplicity while still striving for accuracy. Its principle is to represent the 
variation of the field deviation between reversal curves and a near saturation hysteresis loop. In terms of input 
data, this model requires the experimental first magnetization curve and a few quasi-static centered hysteresis 
loops of the material. Following the principle description, the identification procedure, the model validation, as 
well as a sensitivity study are presented in detail. 

1. INTRODUCTION 

Electrical machines are the dominant type of load in industry, so improving their efficiency can help to reduce 
overall energy consumption and so on climate change. For this reason, stricter international standards have been 
approved and imposed in the European Union, the United States, and other markets [1]. Machine efficiency can 
be enhanced through a thorough understanding of the problems associated with power losses, one of the most 
important being iron losses. Therefore, we should apply from the design phase accurate iron loss models. Given 
the widespread use of switched-mode power supplies, magnetic excitation becomes considerably more 
complicated, and conventional loss separation approaches [2]–[4] have inadequate performance. Better results can 
be obtained using empirical coefficients or approaches, as in [5]–[12], whose application is often limited. Another 
solution is to implement hysteresis models that have greater accuracy. These models can reconstruct the hysteresis 
loop of any excitation waveform and then deduce the iron loss by the enclosed area of this loop. Each model has 
its advantages, namely accuracy, identification complexity, implementation complexity, and calculation time. In 
this study, an exhaustive review of the existing models is not our concern; an overview and comparison can be 
found in [13]. 

The accuracy of a model [14]–[24] depends on assumptions taken into account to simplify what really happened 
physically, as well as the quantity and complexity of experimental data used for the identification stage. It appears 
that some models, particularly purely mathematical ones [15], [19], require larger and more complex set of data 
than the others. Given the fact that in most engineering research and development centers, magnetic data of 
materials such as specific hysteresis loops and reversal curves are not always available, the implementation 
capability of some models can be limited. For this reason, we have developed the Loss Surface model over the 
past twenty years to provide a simple but effective solution to predict iron losses [25]–[29]. The model is valid for 
any induction waveforms, even the most deformed ones generally found in electrical machines. It separates the 
hysteresis behavior of materials into static and dynamic parts. The dynamic behavior is identified by a single 
surface 𝑆 =  𝐻  (𝐵, 𝑑𝐵/𝑑𝑡) and the static one can be described by any existing static model. Initially, we have 

used a similar Preisach model for this work [26]; however, it does not meet the simplicity criteria, and a new 
replacement is then proposed and presented in this paper. This static model is based on a few experimental data, 
such as the experimental first magnetization curve, essential for any FEM simulation, a high induction centered 
hysteresis loop, and a few centered-loops at lower levels. The first part of the paper is devoted to a detailed 
description of the theoretical basis to give an overview of different notions and concepts. Among them, the unit 
differential reversal curve (uRDC) is a completely new concept, which plays a prominent role in our modelling 
approach. Then, the reliability and robustness of the model are demonstrated by a sensitivity study and 
comparisons between simulation results and measurements performed on the standardized Epstein frame and ring 
specimens. 

2. PRINCIPLE DESCRIPTION 
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In [16], Jiles decomposed the total magnetization into two contributions, the reversible and the irreversible. The 
reversible component refers to the domain wall bending, which occurs depending on the domain wall surface 
energy, the strength of the pinning sites (intrinsic factors) and the difference between the prevailing magnetization 
and the anhysteretic magnetization at the same field (extrinsic factor). On the other hand, the irreversible part is 
explained by the pinning process during the domain wall displacement. This theory has been the subject of a broad 
consensus and also criticism [30] in successive studies, always on its physical basis. Despite its questionable 
physical explanation, and inadequate performance in the case of minor hysteresis loops, this model is extensively 
applied due to its relatively simple implementation. In this paper, the proposed model is also constructed on the 
basis of the decomposition principle, which is done on the total static magnetic field 𝐻  (1), contrary to Jiles’ 
approach on the total magnetization 𝑀. The input of our model is the time variation of the bulk flux density 𝐵, the 
output is the static field 𝐻 , which is composed of two contributions, 𝐻  and 𝐻 . 

𝐻  =  𝐻 +  𝐻                (1) 

The contribution 𝐻  represents the anhysteretic field (described by the thermodynamic equilibrium state), 

which requires prior knowledge of the anhysteretic curve. This curve, instead of being determined by the field 
cycling method or the thermal demagnetization [31], is approximately specified by the median curve (red curve 
in Fig. 1a) of a near saturation hysteresis loop or the major loop (black curve in Fig. 1a). In the case of our model, 
𝐻  is assumed to be history independent which means that at any magnetization state, it is deduced from a 

look-up table 𝐻 − 𝐵, or through an arbitrary function, which fits experimental anhysteretic curve, such as 

the modified Langevin expression in Jiles’ model [16]. The history dependence or the mechanism of memory 
formation of the magnetic hysteresis is exposed through the 𝐻  component (comp as complementary), which 

represents the magnetic field caused by both the bending and displacement of the domain wall. As a consequence, 
the main issue now is the modelling approach of 𝐻 . It can be described directly by a mathematic function or 

divided into components that can be described mathematically in a simpler way. 

From (1), 𝐻  curve of any hysteresis loop can be obtained by subtracting the anhysteretic field 𝐻  from 

the static field of the hysteresis loop.  For instance, in Fig. 1a, there are two hysteresis loops, the major and an 
intermediate, the 𝐻  of these loops are represented in Fig. 1b respectively by the blue and the yellow curves. 

The blue one includes two symmetrical parts: a positive bound associated to the increasing B and a negative one 
associated to the decreasing B. It is particularly named 𝐻  representing the complementary component of the 
major envelope. A particular transformation of (1) leads to a clearer definition of 𝐻  in (2).  

𝐻 = 𝐻 − 𝐻  (2) 

Another worth noted quantity is Δ𝐻, which is the difference between the static field of any hysteresis loop and the 
major envelope. We have: 

Δ𝐻 = 𝐻 − 𝐻 =  (𝐻 − 𝐻 ) − 𝐻 − 𝐻 = 𝐻 − 𝐻  (3) 

The quantities 𝐻 , 𝐻  and Δ𝐻 are geometrically interpreted by colored arrows in Fig. 1. In fact, 𝐻  of 
the small hysteresis loop is difficult to be modelled because of its complex variation. However, as can be observed, 
the quantity Δ𝐻(𝐵) varies quite monotonously. It is canceled out gradually from the initial value Δ𝐻  to the final 
value Δ𝐻  in both Fig. 1a and b. Thereby, we have the possibility to model the Δ𝐻 curve thanks to its visibly 
monotonous variation. 

     

(a) (b) 

Fig. 1  (a) Demonstration of main notions based on the major and an intermediate hysteresis loop; (b) 𝐻  and 𝐻  after 
eliminating 𝐻  
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2.1 Unit differential reversal curve (uDRC) – a model basis 

In Fig. 2, more illustrative demonstration of Δ𝐻 is presented, where the field difference between many 
intermediate hysteresis loops and the major loop is represented in absolute Δ𝐻(𝐴/𝑚) (Fig. 2a) and relative 
𝛿ℎ(𝑝. 𝑢) (Fig. 2b) scales. The plotted data is referred to the thin-gauge non-oriented SiFe NO20 (thickness of 0.2 
mm). In the absolute scale, Δ𝐻  is brought to zero, and hence the Δ𝐻 value of each curve is subtracted by the 

corresponding Δ𝐻  value. In the relative scale, 𝛿ℎ and 𝛿𝑏 are calculated as follows. 

𝛿ℎ =
Δ𝐻 − Δ𝐻

Δ𝐻 − Δ𝐻
 ;  𝛿𝑏 =

𝐵 − 𝐵

𝐵 − 𝐵
 (4) 

As can be seen in Fig. 2, there is visibly a rule of change, particularly in Fig. 2b. As the induction amplitude of 
the hysteresis loop increases, 𝛿ℎ curve varies more quickly at the beginning and rapidly approaches its minimum 
value. If we compare the relative 𝛿ℎ of different curves at the same level of the relative 𝛿𝑏, the higher the induction 
amplitude, the less the 𝛿ℎ we have. 

 

(a) (b) 
Fig. 2 (a) Absolute 𝛥𝐻 as a function of the induction of hysteresis loops at different level of induction amplitude (NO20 

sample); (b) Normalized 𝛿ℎ as a function of normalized 𝛿𝑏 of the same loops. 

The progressive cancelation of 𝛿ℎ is not only observed in the case of centered hysteresis loops but also in the case 
of reversal curves of any order (minor loops) as illustrated in Fig. 3. In the figure, three reversal curves of a 
hysteresis loop composing minor loops are analyzed. These curves have different value of 𝐵 , 𝐵  but their 

Δ𝐻 and 𝛿ℎ curves all have the same kind of variation. 

 

a) b) c) 

Fig. 3 Tested material: NO20; a) The major loop with Bmax = 1.75T and a hysteresis loop composing minor loops; b) 𝛥𝐻 of 
three reversal curves; c) 𝛿ℎ (uDRC) of three reversal curves 

For this reason, by developing a model of the relative field difference 𝛿ℎ, now called the unit differential reversal 
curve (uDRC), we can identify 𝐻  of any reversal curves through the following relationship. 

𝐻 = Δ𝐻 + 𝐻 = Δ𝐻 − Δ𝐻  ∙ 𝛿ℎ + 𝐻  ;  𝑤ℎ𝑒𝑟𝑒 𝛿ℎ = 𝑓(Δ𝐵 , 𝛿𝑏) (5) 

with (𝐵 , Δ𝐻 ) and (𝐵 , Δ𝐻 ) are respectively the flux density and the field difference Δ𝐻 at the initial 

and the final magnetization states of a reversal curve. In the case of a centered hysteresis loop, Δ𝐵 = (𝐵 −

𝐵 )/2 representing the flux density amplitude. 

2.3 uDRC model 
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In Equation (5), 𝑓(Δ𝐵 , 𝛿𝑏) can be any arbitrary function that increases monotonically following the increase of 
𝛿𝑏 and fits experimental curves. Function coefficients are identified by applying curve fitting techniques to a set 
of input reversal curves. To ensure the simplicity of the model, we assume that centered hysteresis loops (zero-
order and no-offset reversal curves) are sufficiently good approximations for higher-order reversal curves in the 
identification procedure. It implies that the function coefficients are identified based on centered minor loops that 
have Δ𝐵  equal to the peak value of 𝐵 and have no offset (𝐵 + 𝐵 = 0). These coefficients are assumed 

applicable to the case of other reversal curves of any order, with or without offset.  

We start to model each uDRC separately, then correlate model coefficients with Δ𝐵 . It is natural to try firstly 
an exponential type function for such variation in Fig. 2b. A unit exponential function is chosen as follows, the 
variation speed of 𝛿ℎ is adjusted by coefficient 𝑘 . The higher the Δ𝐵 , the bigger 𝑘  we need. 

𝑓 (𝛿𝑏) =
𝑒

1 − 𝑒
𝑒 − 1  𝑤𝑖𝑡ℎ 𝑘 > 0, 𝑓(0) = 0 𝑎𝑛𝑑 𝑓(1) = 1 (6) 

A simple curve fitting technique allows us to identify 𝑘 . The obtained results show that there is an underestimation 
at the low level of 𝛿𝑏, and an overestimation at the other level. An example can be found in Fig. 4, where the 
simulated curve resulted from 𝑓  (blue curve) does not match the measured curve (black dotted curve). To 
overcome this problem, we apply a weighted multiplier 𝑓 (𝛿𝑏). This multiplier must have considerably big value 
at low 𝛿𝑏 and low value at high 𝛿𝑏. It must have a unit value (one) at 𝛿𝑏 = 1 to ensure that the final function 
varies between zero and one. 𝑓  is chosen as follow. 

𝑓 (𝛿𝑏) = 1 + 𝑘 𝑒  𝑒 ( ) − 1  𝑤𝑖𝑡ℎ 𝑘 , 𝑘 > 0 , 𝑎𝑛𝑑 𝑓 (1) = 1 (7) 

And so on,  

𝑓(𝛿𝑏) = 𝑓 ∙ 𝑓 = 1 + 𝑘 𝑒 𝑒 ( ) − 1 ∙
𝑒

1 − 𝑒
𝑒 − 1  

with 𝑘 (Δ𝐵 ), 𝑘 (Δ𝐵 ), 𝑘 (Δ𝐵 ) > 0 , 𝑓(0) = 0, 𝑎𝑛𝑑 𝑓(1) = 1 

(8) 

 

Fig. 4 Measured curve and two simulated curves of uDRC at 0.8 T (NO20 sample). 

With the addition of 𝑓 , the resulted function fits the experimental data far better than before (the red curve in Fig. 
4). Before proceeding to the last choice of 𝑓 , we have tested different functions and also various approaches. 
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always maintaining the identification quality. A sensitivity analysis is presented in the next section. 
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The main advantage of this function type is its adjustable growth rate, which changes dramatically in the case of 
𝑘 , ,  as shown in Fig. 5a. Finally, for an entire system of uDRC, we must identify a set of nine parameters 

𝛼 , , , 𝛾 , ,  and 𝜆 , , . The global identification procedure of the above parameters is programed in MATLAB. 

We employ the 𝑓𝑔𝑜𝑎𝑙𝑎𝑡𝑡𝑎𝑖𝑛 function to minimize the difference between the model and experimental data. 
Simulated results with high accuracy for a thin gauge SiFe sample NO20 are demonstrated in Fig. 5b. 

  

(a) (b) 
Fig. 5 (a) Variation of coefficients of 𝑓  as a function of 𝛥𝐵  (NO20 sample); (b) Measured and simulated uDRC at 

different induction levels (NO20 sample). 

2.3 General procedure of the model 

For the reconstruction of a hysteresis loop, at any magnetization state of the material, we proceed the following 
steps to determine the magnetic field 𝐻  value. 

1) Update the initial (𝐵 , 𝐻 ) and the final (𝐵 , 𝐻 ) reversal magnetization states using the history 

management strategy and then derive Δ𝐵 , Δ𝐻  and Δ𝐻 , 

2) Interpolate the value of 𝐻  and 𝐻  at the actual magnetization state, 

3) Normalize the induction value using Equation (4) and derive 𝛿ℎ from the model of uDRC, 
4) Derive 𝐻  using Equation (5), and finally update 𝐻 = 𝐻 + 𝐻 . 

 

Fig. 6 𝐻  reconstruction of three intermediate hysteresis loops with different amplitudes. 

Fig. 6 illustrates examples of 𝐻  reconstruction. In this figure, we can observe all the base curves, namely the 

reduced anhysteretic curve (horizontal axis), two envelopes 𝐻  (blue solid curves), and the first magnetization 
envelope (amber solid curve with unfilled square symbol). The latter is defined by the difference between the first 
magnetization curve (𝐻 ) and the anhysteretic curve (𝐻 ). 

𝐻 = 𝐻 − 𝐻  (10) 

The first magnetization envelope is important for the magnetic history management. Because, initially, we do not 
have any information of the previous magnetic state of the material, an initialization phase is thus necessary. It is 
convenient to consider that the starting state is always the fully demagnetized state (𝐻 = 0, 𝐵 = 0). 𝐵(𝐻) path at 
the beginning follows the first magnetization curve. When the first reversal point (𝐵 , 𝐻 ) appears, 𝐵(𝐻) 
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leaves the latter path and follows a new branch with 𝐵 = −𝐵 . This approach ensures that a hysteresis 
loop whose input varies between equal positive and negative global extrema will have a symmetrical shape. It can 
be seen clearly in Fig. 6 the existence of the initial phase, the reversal points are attached to the first magnetization 
envelop 𝐻  and two branches of 𝐻  of the three illustrated loops are always symmetrical. 

2.4 Mechanism of memory formation 

In the existing literature, the essence of hysteresis is constituted of history dependent branching. Back and forth 
variations between two consecutive extrema produce systematically descending and ascending branches of a 
hysteresis loop. Thereby, a hysteresis model has always a mechanism of memory formation, which detects local 
extrema, accumulates them, erases them and chooses the appropriate ones to produce the reversal hysteresis 
branches. 

In our model, an extremum is detected progressively and numerically when there is a switch between back and 
forth variation, and vice versa. All the recognized extrema are stored into two stacks which follow the LIFO rule 
(last in, first out). A minimum stack stocks up with back-to-forth extrema and a maximum stack with forth-to-back 
extrema. Initially, both of stacks are empty, we initialize the reconstruction of hysteresis loop by following the 
first magnetization curve until an extremum (a reversal point) appears. After that, at each magnetization state, we 
update the stacks with one of the following operations. 

- Accumulating: if an extremum is recognized as a minimum greater than the minima stored or a maximum 
smaller than the maxima stored, it is accumulated at the top of the related stack. In the case of the first 
recognized extremum 𝐵 , its symmetrical point 𝐵 = −𝐵  is also accumulated to ensure the 
symmetry of the major envelope. 

- Erasing: if the input is raising and it is greater than one or several previously stored maxima at the same 
time, the latter maxima and also the same number of top minima must be wiped out. In contrast, if the 
input is decreasing and it is smaller than one or several previously stored minima at the same time, the 
latter minima and also the same number of top maxima must be wiped out. If the input is a new extremum, 
it must be accumulated at the top of the related stack. In general, only dominant input extrema are stored 
by the model. 

- or nothing changes because the input keeps moving forward or backward, it is neither a new extremum, 
nor a violation of the erasing condition. 

Next, the extremum on the top of both stacks is taken into account as 𝐵  and 𝐵 . If the reversal curve is an 

ascending branch (+), 𝐵  is a minimum and 𝐵  is a maximum. On the other hand, for a descending branch 

(−), 𝐵  is a maximum and 𝐵  is a minimum. The uDRC is then identified based on Δ𝐵 = (𝐵 −

𝐵 )/2. 𝛿ℎ, Δ𝐻 and 𝐻  of the corresponding magnetization state are finally systematically derived. In 
contrast to the classical Preisach model, our model does not have the congruency property. Minor hysteresis loops 
corresponding to back-and-forth variations of inputs between the same two consecutive extremum values, having 
the same Δ𝐵 , are not congruent even they certainly have the same uDRC. Because the uDRC is always scaled 
up with (Δ𝐻 − Δ𝐻 ) which varies according to the accumulated magnetic memory. 

 

Fig. 7 Example of the mechanism of memory formation: (a) Variation of B(t); (b) Variation of 𝐻 . 

Fig. 7 and Table I represent an example of memory formation. The B-waveform is divided into 8 segments. 

- Segment 1: initialization phase, 𝐻  follows the 𝐻  curve till 𝐵 , 
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- Segment 2: 𝐵  and −𝐵  are respectively accumulated to the max and min stacks, a descending curve 
of 𝐻  is produced which passes through (𝐵 , −𝐵 ), 

- Segment 3: because 𝐵 > −𝐵 , it is accumulated to the min stack, an ascending curve of 𝐻  is 

produced which passes through (𝐵 , 𝐵 ), 
- Segment 4: because 𝐵 < 𝐵 , it is accumulated to the max stack, a descending curve of 𝐻  is 

produced which passes through (𝐵 , 𝐵 ), 
- Segment 5: because 𝐵 > 𝐵 , it is accumulated to the min stack, an ascending curve of 𝐻  is 

produced which passes through (𝐵 , 𝐵 ), 
- Segment 6: when the input induction B is greater than 𝐵 , the program erases 𝐵  of the max stack and 

𝐵  of the min stack, an ascending curve of 𝐻  is produced which passes through (𝐵 , 𝐵 ), 

- Segment 7: when the input induction B is greater than 𝐵 , the program erases 𝐵  of the max stack, 
𝐵  and −𝐵  of the min stack, the −𝐵  is also erased to ensure the major envelope always has the 
same shape regardless the existence of minor loops. An ascending curve of 𝐻  is produced following 

the 𝐻  curve as in the initialization phase, 

- Segment 8: a descending curve of 𝐻  is produced which passes through (𝐵 , −𝐵 ).  

Table I Minimum and maximum stacks at the begining of each segment of the induction wavefrom presented in Fig. 7 

Segment 1 
(+) 

Segment 2 
(-) 

Segment 3 
(+) 

Segment 4 
(-) 

Segment 5 
(+) 

Segment 6 
(+) 

Segment 7 
(+) 

Segment 8 
(-) 

Min Max Min Max Min Max Min Max Min Max Min Max Min Max Min Max 
n/a n/a -Brev1 Brev1 Brev2 Brev1 Brev2 Brev3 Brev4 Brev3 Brev2 Brev1 n/a n/a Brev5 -Brev5 

    -Brev1  -Brev1 Brev1 Brev2 Brev1 -Brev1      
        -Brev1        

2.5 Model extrapolation 

Beyond the limit of the experimental input data, hysteresis loops are constructed considering several hypotheses. 
The anhysteretic curve is firstly extrapolated by the expression of Frolich-Kennely [32] to extend the reversible 
range. Next, when the first magnetization curve and two hysteresis branches reach a level above the amplitude 
𝐵  of the major loop, they are assumed to be merged with the anhysteretic curve. Therefore, beyond this level, 
magnetic behavior is considered reversible. We can improve this deficiency by increasing 𝐵 . Thanks to an 
advanced magnetic characterization system described in [33], 𝐵  can attain 95% of the saturation polarization 
of any ferromagnetic materials. On the other hand, an extrapolation of envelop curves 𝐻  can further enhance 
the accuracy of our model in this minor region. This improvement will shortly be realized. 

An example of how the anhysteretic curve is extrapolated is presented in Fig. 8. 

 

Fig. 8 Example of anhysteretic curve extrpolation. 

3. RESULTS 

3.1 Centered hysteresis loops 

The model has been built in MATLAB comprising two distinct tools, one for the automatic identification of the 
model and the other for the construction of hysteresis loops and subsequent interpretation. The new LS static model 
has been applied for most of ferromagnetic material families, such as SiFe, CoFe, NiFe and amorphous alloys. 
Thereafter, the performance of this model will be verified through a series of measurement performed with a thin-
gauge (0.2 mm) non-oriented SiFe alloy, NO20, which is currently used extensively in various low-loss 
applications. 

For the identification of the model, quasi-static measurements have been realized under the following conditions: 

- Frequency: 5 Hz, 
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- Induction waveform: controlled-triangular waveform, 
- Induction amplitude of the major loop: 1.75 T (corresponding to a magnetic field of 11 000 A/m), 
- Induction amplitude of intermediate loops: 0.1 T to 1.7 T with a step of 0.1 T, 17 loops in total. 

It is worth noting that the saturation polarization of NO20 is approximately 1.9 T. Three entry sets, detailed below, 
with different amounts of data are assigned to identify the model, allowing to analyze the model sensitivity to 
input. 

- SET1 comprises the whole 17 measured loops, 
- SET2 with 9 loops having the following amplitudes {0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7} 𝑇, 
- SET3 with 5 loops having the following amplitudes {0.1, 0.5, 0.9, 1.3, 1.7} 𝑇. 

The resulted parameters 𝛼, 𝛾, 𝜆 are presented in Table II. The relative iron loss deviation of each hysteresis loop in 

comparison with the experiment ( ∗ 100%) is also calculated and detailed in Table III. As 

can be seen, the variation of the model parameters and relative iron loss deviation of each data set are very small, 
confirming that the function 𝑓(Δ𝐵 , 𝛿𝑏) is a consistent representation of uDRC. In addition, after each execution 
of the identification procedure, the obtained combination of coefficients is unique. The predictive capacity of the 
model is partly demonstrated by exact centered hysteresis loops, especially those that are not part of SET2 and 
SET3. In Fig. 9a, a comparison between simulated and measured loops at 0.8 T is presented, with loops identified 
based on SET2 and SET3 shifted deliberately to the left and the right respectively to increase the visibility of the 
comparison. Without this treatment, all simulated and measured loops coincide for the most part. In Fig. 9b, several 
simulated and measured symmetrical loops are introduced. 

Table II Model parameters identified with three input data sets (values are presented in p.u system where the coefficients of 
the SET1 are defined as the base unit) 

 𝜶𝟏 (p.u) 𝜸𝟏 (p.u) 𝝀𝟏 (p.u) 𝜶𝟐 (p.u) 𝜸𝟐 (p.u) 𝝀𝟐 (p.u) 𝜶𝟑 (p.u) 𝜸𝟑 (p.u) 𝝀𝟑 (p.u) 
SET1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
SET2 1.05 1.03 0.96 1.07 1.00 0.94 1.39 1.12 0.90 
SET3 1.04 1.06 0.96 1.00 1.04 0.95 1.19 1.08 0.94 

Table III Relative iron loss deviation of all intermediate cyles calcultated by models identified by three sets of data 

Amplitude 
(T) 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 

SET1 (%) -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.7 -0.6 -0.1 -0.1 -0.1 -0.1 -2.5 -1.5 -0.1 -1.0 -2.1 
SET2 (%) 0.9 0.6 -0.1 -0.3 -0.4 -0.3 -0.7 -0.3 0.5 0.5 0.3 -0.1 -2.9 -2.0 -0.5 -1.3 -2.4 
SET3 (%) 0.8 -0.1 0.1 0.7 0.9 0.5 -1.2 2.5 3.0 -2.9 -2.0 -1.2 -3.2 -1.9 -0.3 -1.1 -2.1 

In addition to the result of the NO20 sample, we also summary some notable results obtained with other materials, 
namely CoFe, NiFe and classical SiFe M800-50A. In Table IV, the new LS static model of each material is 
identified using three sets of data (two in the case of M800-50A). The number of loops in each set is respectively 
20, 10, 7 for the CoFe sample, 16, 8, 6 for the NiFe sample and 10, 5 for the M800-50A sample. For each sample, 
all the loops of SET1 are reconstructed using the three models. The comparison procedure as in the case of the 
NO20 sample is reproduced. In the Table IV, we present the average relative iron loss deviation of all loops (sum 
of all deviation values divided by the number of loops) and also the relative iron loss deviation of the worst 
simulated hysteresis loop. 

 

Fig. 9 (a) Hysteresis loops resulted from three sets of data (NO20 sample); (b) Comparison between simulation and 
experiment in the case of several intermediate loops (NO20 samples). 
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The average deviation of all data sets is consistently low, which means that most loops are reconstructed with high 
accuracy. Besides, the worst result achieved so far is a deviation of 5.1%, which is highly acceptable. Therefore, 
we can conclude that SET3 (five to seven input hysteresis loops) have already enough input data for identifying 
coefficients of the model of any lamination. The presented fitting function is shown to be sufficiently robust to 
represent uDRC curves with a small amount of input data. Regarding the model identification, to have a same 
accuracy, the being studied model requires much less data than the Preisach model. 

Table IV Notable results found for different materials 

Material 𝑱𝑺 (𝑻) 𝑩𝒎𝒂𝒙 (𝑻) 
The average relative deviation (%) The worst relative deviation (%) 

SET1 (%) 
SET2 
(%) 

SET3 
(%) 

SET1 
(%) 

SET2 
(%) 

SET3 
(%) 

NO20 1.9 1.75 0.6 0.8 1.4 2.5 2.9 3.2 
CoFe 2.4 2.1 0.5 0.6 0.7 1.1 1.6 1.9 
NiFe 1.6 1.55 0.6 0.7 1.5 3.3 3.1 4.9 

M800-50A 2.0 1.8 ~ 1.0 1.1 ~ 2.6 5.1 

3.2 Hysteresis loops containing minor loops 

The prediction capability of the model is validated using hysteresis loops containing minor loops. These loops are 
measured by imposing an induction waveform that includes harmonics up to rank 11. Each element of this 
validation set is abbreviated as 𝐻𝑋 − 𝑌 − 𝑍. This means that the induction signal 𝐵(𝑡) is a sinusoidal signal 
comprising a harmonic of rank 𝑋, having an amplitude 𝑌% of the fundamental and a phase shift of 𝑍 degree. For 
example, the signal designated by H3-50-60 corresponds to a fundamental to which we add 50% of a 60°-shifted 
3rd harmonic. Results of a combination of four induction waveforms and three levels of amplitude are reported in 
Table V. It is apparent that iron loss prediction is consistently good, and the worst discrepancy is −5.0% which is 
highly acceptable. This underestimated deviation may be explained by the dynamic effect of the material. Although 
the fundamental frequency is 5 Hz, its 11th order harmonics is already 55 Hz which significantly increases the 
importance of the dynamic effect. In Fig. 11, three simulated loops are compared with their experimental loops. 
As can be seen, despite over- and underestimation, the deviation is insignificant and reversal curves are well-
represented. Another notable result is presented in Fig. 11d, where the simulated demagnetization hysteresis curve 
coincides with the experiment in most part. The induction waveform in this case is imposed to have an initial 
amplitude of 1.7 T, which reduces progressively to the demagnetized state after 17 back and forth variations (Fig. 
10). 

Table V Relative iron losses in the case of harmonic-added signals for the NO20 sample 

Signal type H3-50-60 H5-50-60 H5-25-180 H11-25-60 

Amplitude (T) 0.5 1 1.5 0.5 1 1.5 0.5 1 1.5 0.5 1 1.5 

SET1 (%) 0.5 2.0 3.8 -2.0 -0.2 -0.1 -2.2 -0.6 3.2 -3.9 -2.1 -4.6 

SET2 (%) 0.1 2.5 3.4 -2.2 0.2 -0.4 -2.6 -0.1 2.8 -4.2 -1.7 -5.0 

SET3 (%) 1.3 -0.7 3.5 -1.2 -2.7 -0.4 -1.4 -3.4 3.0 -3.2 -4.7 -5.0 

4. CONCLUSIONS 

A new static LS model has been developed and presented in this paper. Its principle has been described in detail, 
following by the complete validation procedure. All these steps proved the simplicity of both the idea and the 
implementation, as well as the accuracy of the model. The model is expected to be extremely useful for the 
representation of the material static behavior whatever the magnetization conditions based on very few 
experimental data (the experimental first magnetization curve and five to seven intermediate hysteresis loops). 
Currently, this new version is being implemented in the Altair FLUX FEM simulation software to replace the older 
version, which is less accurate. With the upcoming release of an improved version of the dynamic part, the Loss 
Surface model promises to represent the behavior of ferromagnetic materials in a very reliable way. 
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Fig. 10 Induction waveform of a demagnetization hysteresis loop with a wavelength of 1 second. 

 
Fig. 11 Comparison between simulation and experiment (NO20 sample): (a) H3-50-60, 0.5 T; (b) H11-25-60, 1.0 T; (c) H5-

60-180, 1.5 T; (d) demagnetization signal. 
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