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Abstract
This article aims to contribute to better understand what trust in information technology (IT) means.
Past Management Information Systems (MIS) research has conceptualized trust in IT in a relatively
homogeneous way as trust in IT-enabled and IT-mediated products and phenomena, neglecting trust
in  IT itself,  and only  marginally  differentiate  among the different  sources  of  trust.  All  this  make
difficult to generalize findings and develop a well structured scientific corpus of knowledge about
trust in IT. We re-conceptualize trust in IT and propose an integrative framework of Trust in IT Itself
(TITI) to overcome the previous shortcomings. The framework is built  on two axes. The first  axis
refers to the sources of the expectations about the IT, opposing the calculative-based trust and the not
calculative-based ones. The second axis is about the attributes of the IT valued by the trustor and
includes the trust in functionality of the IT and the trust in the reliability of the IT. The combination of
the two axes  create  the  conceptual  space for  a new definition of  trust  in  IT itself.  An empirical
application of the framework is in progress. First data analysis show evidences in line with the new
theoretical framework. Further research is planned to consolidate the validity of the framework.

Keywords: Trust in IT, cognitive attributes, calculative attributes, functionality, reliability.
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1 Introduction
This article aims to contribute to better understand what trust in information technology (IT) means.
Previous literature exposes that trust is important for complex and uncertain technologies (Lee and
See, 2004). Today we face technologies, in general,  and IT, in particular, that are more and more
complex and ubiquitous (Yoo et al., 2010), which make trust in technology a corner stone of our social
constructions and daily lives (Giddens, 1990).

However, past Management Information Systems (MIS) research has conceptualized trust in IT in a
relatively homogeneous way as trust in IT-enabled and IT-mediated products and phenomena (Komiak
and  Benbasat,  2006),  while  neglecting  trust  in  IT  itself,  beyond  any  specific  IT-enabled  or  IT-
mediated entity or phenomenon (Mcknight et al., 2011). Moreover, past MIS research has only little
differentiated  among  the  different  types  of  trust  (Komiak  and  Benbasat,  2006),  which  are
conceptualized and mobilized outside the MIS field (Luhmann, 1979; Mayer et al., 1995). This leads
to confusion and a lack of understanding of both the antecedents and consequences of trust. In fact,
there are different types of trust and each type is driven by different antecedents, is built on different
grounds,  and  leads  to  different  consequences.  In  synthesis,  trust  in  IT has  been  apprehended,  in
different traditions, in inconsistent ways.

These differences and inconsistencies around the conceptualizations of trust in IT make difficult to
generalize findings and develop a well structured scientific corpus of knowledge about what trust in IT
is. A lack of good understanding of what trust in IT means restrains the understanding of what the
antecedents and consequences of trust in IT are, like IT adoption and use (Thatcher et al., 2011). As
far as the IT is ubiquitous in our society, trust in IT could influence all our daily behaviors. Said
otherwise, a weak understanding of trust in IT could lead to the misunderstanding of many behaviors.
Indeed,  the  changes that  IT have  made in  different  sectors  require  building trust  in  new people,
artefacts and institutions. For example, the adoption and use of IT in healthcare to improve patients’
care  requires  building trust  in  these technologies,  based  on  clear  evidence (Duggal  et  al.,  2018).
Hence, trust is at core of the development of e-health and telemedicine (Tuckson et al., 2017).

The purpose of this paper is to re-conceptualize trust in IT to propose an integrative framework of
Trust in IT Itself (TITI) where all the different and inconsistent previous conceptualizations of trust in
IT find their appropriate place in our new integrative framework. Our study will, firstly, expose the
diversity of the existing conceptualizations of trust in IT. Then it proposes a theoretical framework to
integrate the existing disparate conceptualizations of trust in IT and finally, this research empirically
shows the application of the framework.

2 Theoretical framework
Our novel theoretical framework is ground on a systematic literature review (Paré et al., 2015). The
senior  scholars’  basket  of  eight  journals  in  Information Systems and the 50 Journals  used in  the
Financial Times Research Rank for MBA rankings have been our starting set of publication outlets.
First, we searched for all articles including the word “Trust” in the title. The EBSCO Business Source
Complete database and search engine returned 876 records. To target only articles related to IT, we
discarded all the articles without the word “technolog” or “system” in their abstracts. The remaining
153 articles  were inspected in full  for  a thorough analysis.  We complemented these 153 articles,
borrowing theories (Gkeredakis and Constantinides, 2019) outside MIS and management fields, such
as social psycology, for a total of 197 publications. The results of this literature review follow.

2.1 Trust in IT-enabled entities and phenomena

A large portion of MIS scholars have investigated trust in IT-enabled and IT-mediated products and
phenomena: like virtual teams (Jarvenpaa et al., 2004; Piccoli and Ives, 2003), e-commerce (Kim et
al., 2016), digital markets (Du and Mao, 2018), online recommendation agents (Benbasat and Wang,
2005),  knowledge management systems (Thatcher et  al.,  2011),  online environments (Riedl  et  al.,

Twenty-Eigth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 2



Ologeanu-Taddei et al. /Filling gaps and re-conceptualizing trust

2010), online vendors and online customers (Fang et al., 2014) or e-government (Venkatesh et al.,
2016),  among  others.  They  integrated  the  concept  of  trust  in  various  behavioural  models  and
mobilized trust as an antecedent of behaviour, confirming its strong effect on intention to use and
adopt IT-enabled and IT-mediated entities and phenomena.

2.2 Trust in IT itself

While there are numerous studies in MIS using this concept of trust for IT-enabled and IT-mediated
entities and phenomena, literature in the MIS field provides paradoxically very little research on trust
in IT itself. There are only three papers whose abstracts include “trust in technology” (Lankton et al.,
2015; Teo et al., 2008; Wang and Benbasat, 2008) and one paper whose abstract includes “trust in
information  technology”  (Vance  et  al.,  2008),  in  senior  scholars'  basket  of  eight  journals  in
Information Systems. The IT, required for the existence of the IT-enabled or IT-mediated entities and
phenomena, is not investigated separately from the entities and phenomena which support. Hence, the
actual measured trust aggregates both aspects: the IT and the supported entity or phenomenon, without
distinction. These operationalizations limit the possibilities to understand how and to what extent trust
in IT itself is important for the trust in the IT-enabled and IT-mediated entities and phenomena.

2.3 The two axes of trust in IT itself

By extensively reviewing the literature, two main axes emerge to describe trust in IT itself. The first
axis is about the sources of the expectations toward the IT. The sources can be calculative and not
calculative. The second axis is about the valued attributes of the IT. The valued attributes can be
related to functionality of the IT and to reliability of the IT.

2.3.1 First Axis on the sources of the expectations toward the IT

The first axis about the sources of the expectations about the IT includes the calculative-based kinds of
trust and the not calculative-based kinds of trust. Several authors have tried to disentangle between
two  kinds  aspects  of  trust.  Calculative  and  analytic  decision  making  to  trust,  by  one  hand,  and
confidence or faith (Luhmann, 1979; Pratt et al., 2019) aspects on the other.

Calculative-based kinds of trust: Generally, authors, i.e. Benbasat et al. (2005), take for granted that
trust is a rational belief related to calculus of cost and benefits, which is distinguished form attitude
considered  as  an  evaluative  reaction  to  a  phenomenon.  This  epistemic  script  (Avgerou,  2013;
Boxenbaum  and  Rouleau,  2011)  seems  to  be  related  to  the  use  of  the  concept  of  trust  in  the
Technology Acceptance Model and derived models, which consider trust as an antecedent of intention
to  use.  For  instance,  Pavlou  &  Fygenson  (2006)  considered  trust  as  antecedent  to  both  attitude
(consumer’s evaluation of the desirability of using a website) and perceived behavioral control. Again,
Venkatesh et  al.  (2016) investigated the trust  in e-government considered as an antecedent  of  the
intention to adopt. Overall, the calculative approach for the IT is about the assessment of the benefits
and costs, for the IT provider, of cheating. When the benefits, for the IT provider, of cheating do not
exceed the costs, for the IT provider, of being caught cheating, the calculative-based kinds of trust in
IT emerge.

Not  calculative-based kinds  of  trust:  To  our  best  knowledge,  little  is  known in MIS about  the
distinction  between  calculative-based  and  confidence-based  aspects  of  the  concept  of  trust  in  IT
(Mcknight et al., 2011; McKnight et al., 2002; Rempel et al., 1985). Several authors in management
field highlighted that many of the assumptions of rational choice models are empirically unsustainable
(Kramer, 1999; March and Olsen, 2010). We know especially from the other disciplines (Pratt et al.,
2019) that belief may go beyond the rational paradigm which underlies the mainstream vision of the
concept  of  trust,  in  MIS  literature.  Moreover,  even  when  rational  processes  are  pursued,  human
bounded rationality (Simon, 1991) opens the door for other sources of trust, complementary, to the
rationally derived costs and benefits. Several scholars defined trust as a state of positive expectation
regarding other people’s actions and intentions (Möllering, 2001; Rousseau et al., 1998), that is, an
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attitude (Kramer, 1999; Lewis and Weigert, 1985; Robinson, 1996) more than a rational belief made
on a  calculus of  risks  and benefits.  Accordingly,  these  scholars argued in favor  of a multi-facets
concepts of trust (Lewicki and Bunker, 1996; Rousseau et al.,  1998; Zucker, 1986). Kramer et al.
(1999) for example insisted on the importance to enrich the calculative-based trust by the facet of the
relational trust, while other scholars propose to enrich trust with the concepts of faith (Rempel et al.,
1985), confidence (Luhmann, 2000), attraction (Li and Fuller, 2017) or values (Ba and Pavlou, 2002).
We consider together these different aspects under the umbrella term of not calculative-based kinds of
trust. Hence, not calculative-based kinds of trust in the IT are the expectations grounded on natural,
moral, and social orders that the IT does not disappoint and does not cheat.

2.3.2 Second Axis on the valued attributes of the IT

The second axis is about the valued attributes of the IT. Among the definitions of trust, some scholars
defined  trust  as  a  state  of  positive  expectation  regarding  other  people’s  actions  and  intentions
(Möllering, 2001; Rousseau et al., 1998). These definitions point out that trust requires a trustee and a
trustor.  Some  articles,  published  in  MIS  outlets,  developed  the  specific  concept  of  Trust  in  IT,
mirroring  the  conceptualization  of  trust  in  humans  and  considering  the  IT  as  a  peculiar  trustee
(Lankton et al., 2015; Teo et al., 2008; Vance et al., 2008; Wang and Benbasat, 2008). Two main
human attributes  seem better  explain  trust  in  other  human:  competence  and integrity.  These  two
valued attributes are translated into functionality and reliability of the IT.

Trust in the functionality of the IT: Trust in the functionality of the IT relates to the belief that the
specific IT has the capability and the features to do for one what one needs to be done (Mcknight et
al.,  2011).  This  attribute  of  the  IT  echoes  the  competence  attributed  to  humans.  Competence  is
mobilized to trust in people as far as competence is considered the belief that the trustee has the ability
to do what the trustor needs to have done (Lankton et al., 2015). This logic applied to IT refers to a
sort of technical competence of a system measured in terms of system’s ability to perform the tasks the
system is supposed to perform (Lee and Turban, 2001). Specific to IT among all the technologies, is it
capability to deliver information and the veracity attributed to this information. This specificity opens
up under-explored conceptions of trust in IT as specific kinds of beliefs. According to many analytic
philosophers,  we  can  consider  beliefs  as  “propositional  attitudes”.  Hence,  on  one  side,  as  a
proposition, a belief has a specific meaning that can be expressed in the form of a sentence. On the
other  side,  as  an  attitude,  belief  involves  a  mental  stance  on  the  validity  of  the  proposition
(Schwitzgebel, 2010). Beliefs thus involve at least two properties: (i) representational content and (ii)
assumed  veracity  (Stephens  and  Graham,  2004).  As  a  consequence,  “beliefs  typically  describe
enduring, unquestioned ontological representations of the world and comprise primary convictions
about events,  causes, agency, and objects that subjects use and accept as veridical.” (Connors and
Halligan, 2015). Belief can be defined, hence, as the mental acceptance or conviction in the truth or
actuality  of  some idea (Schwitzgebel,  2010).  For  this  reason,  trust  in  IT would include  enduring
convictions on the veracity of the propositions coming from the IT. These propositions would be the
information output of the IT, hence considered, to some extent, truthful.

Trust in the reliability of the IT: Trust in the reliability of the IT relates to the belief that the specific
IT will  consistently operate properly (Mcknight  et  al.,  2011).  This attribute of the IT mirrors the
integrity  quality  attributed  to  humans.  Integrity  is  the  belief  that  the  trustee  adheres  to  a  set  of
principles that the trustor finds acceptable (Benamati et al., 2010). The integrity attribute applied to IT
mainly refers to a system which operates continually (i.e.,  with little or  no downtime) and which
responds predictably to inputs (i.e. always printing on command) (Mcknight et al., 2011). As far as
integrity is measured on the adherence to a set of principles decided by the trustor. We advance that
benevolence could be one of this principles. While some studies propose benevolence as a valued
human attribute  at  the  same  level  of  integrity  and  competence  attributes  (Benamati  et  al.,  2010;
McKnight et al., 2002), we conjecture that benevolence is a particular principle among the different
principles of the integrity attribute, such as honesty or transparency, hence included in integrity, rather
than  aside  integrity  attribute.  The  translation  of  the  benevolence  attribute  to  IT  is  labelled  with
helpfulness of the IT (Glanville and Paxton, 2007; Mcknight et al., 2011). Helpfulness would refer to
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the users’ beliefs that the technology provides adequate, effective, and responsive help to complete a
task (McKnight, 2005).

2.4 The definition of Trust in IT Itself

The intersection of the two axes creates the conceptual space for a new definition of Trust in IT Itself
(TITI).  We advance that Trust in IT Itself (TITI) is any combination of calculative-based and not
calculative-based expectations that the IT has desirable functionality and reliability attributes. The
calculative  and  not  calculative  axes  give  the  bases  on  which  the  trustor  assesses  the  IT.  The
calculative-based trust and the non calculative-based trust form the global expectation that trustor has
of the IT itself.  To the extent that they form the global trust in IT, they require to be considered
formative measures when operationalised in some measurement instruments (Kim et al., 2010). Once
the construct is formed via calculative-based and not calculative-based processes, trust in IT would
reflect in the appreciation of the functionality and the reliability of the IT, by the trustor. Variations in
trust in the IT would cause variations in the appreciation of the functionality and reliability of the same
IT.  Hence,  functionality  and  reliability  have  to  be  considered  reflective  measures  when  Trust  is
operationalised in a measurement instrument (Coltman et al., 2008). Both sides, the formative and the
reflective ones, refers to the same concept of Trust in IT itself, but in complementary ways (Figure 1).

Figure 1: The representation of the Trust in IT itself construct

2.5 The four quadrants of Trust in It itself

The intersection of the two axes in a bi-dimensional space creates four quadrants where four different
and complementary stances of trust it IT itself emerge.

First Quadrant: calculative-based trust in the functionality of IT itself. At the cross-road of the
consideration of trust as a rational belief related to calculus of cost and benefits and the capability and
the features of the IT, the first quadrant refers to the analytic evaluations of the ability of the IT to
perform  the  tasks  the  IT  is  expected  to  perform.  As  far  as  IT  integrates  features  of  delivering
information, this quadrant includes also the rational judgments about the veracity of the information
output from the IT.

Second Quadrant: calculative-based trust in the reliability of IT itself. At the cross-road of the
consideration of trust a rational belief related to calculus of cost and benefits and the consistency of
the operations of the IT, the second quadrant refers to the analytic evaluations of the ability of the IT
to operate continually and predictably to inputs, following a set of principles decided by the trustor.
Among these principle, helpfulness of the IT is included, and hence this quadrant includes also the
analytic evaluations of the provision by the IT of adequate, effective, and responsive help to complete
a task.
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Third Quadrant: not calculative-based trust in the functionality of IT itself. At the cross-road of
the consideration of trust beyond the rational paradigm and the capability and the features of the IT,
the third quadrant refers to the natural, moral, and social evaluations of the ability of the IT to perform
the tasks the IT is expected to perform. As far as IT integrates features of delivering information, this
quadrant includes also the natural, moral, and social judgments about the veracity of the information
output from the IT.

Fourth Quadrant: not calculative-based trust in the reliability of IT itself. At the cross-road of the
consideration of trust beyond the rational paradigm and the consistency of the operations of the IT, the
fourth quadrant refers to the natural, moral, and social evaluations of the ability of the IT to operate
continually and predictably to inputs, following a set of principles decided by the trustor. Among these
principle, helpfulness of the IT is included, and hence this quadrant includes also the natural, moral,
and  social  evaluations  of  the  provision  by  the  IT  of  adequate,  effective,  and  responsive  help  to
complete a task.

3 Methodology
We develop a mixed method approach to empirically proof our conceptual framework on Trust in IT
Itself (TITI). An exploratory questionnaire and six focus groups (Klaus et al., 2010) have been already
deployed in order to apprehend the assessments and the arguments provided by respondents on TITI.
They were operationalised on the Artificial Intelligence (AI) in healthcare to allow respondents to see
themselves in a concrete situation requiring TITI. Other questionnaires, focus groups and experiments
will follow, to test our framework in different contexts, across heterogeneous technologies, to increase
confidence  that  results  are  not  related  to  any  specific  IT-enabled  or  IT-mediated  product  o
phenomenon (Davis, 1993; Venkatesh and Davis, 1996).

We detail here the already accomplished methodological steps. First, a questionnaire was designed
according to the main axes of trust in IT itself and administered in paper format in June 2019. A
convenience sample composed of 61 anonymous students in business and engineering, age 20-24,
mostly men, from the University of Montpellier. Once the questionnaire collected, in order to better
apprehend respondents’ answers, we asked them to explain their answers and debate about them via a
focus group setting. The objective was to identify, in an exploratory way, the axes of TITI (Gioia et
al., 2013).  

4 Preliminary results
Our first analysis exploits the data collected via the questionnaire and the focus groups. We classified,
according to the two axes and the four quadrants, the answers from the questionnaires and the notes
taken during the focus groups. For the questionnaire we took into specific consideration the following
open-ended question “Do you trust AI to be more competent than doctors to make a diagnosis and “Do
you think that, in the future, an AI algorithm will be more reliable than a doctor to indicate the most
appropriate treatment?” We report here quotes of its answers. For the focus groups, all the six focus
groups were analysed in whole and we report our notes.

First Quadrant: calculative-based trust in the functionality of IT itself.

The completeness of the "database" is a central theme that makes some students to consider that the
amount of data on a disease (“an almost infinite database, perfect for diagnosing a disease”) allows
AI to perform better in diagnosis than a physician; while others considered, on the contrary, that there
is  a  lack of  sufficient  data  for  AI  to  be  reliable  and precise  on  rare  diseases.  Hence  they apply
calculative cognitive processes to justify their trust in AI or in a physician:

“Yes [AI is more competent than a physician] because an algorithm can learn infinitely more cases
than a doctor.”
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 “[I trust AI less than doctors], in the detection of a disease there are many factors to consider, which
sometimes go further than the observable symptoms for example to assess the psychological state.”

“Doctors are more competent than AI, because they have expertise plus intuition and reflection: the
medical diagnosis is not a raw analysis."

Moreover, some students expressed their wish that a "fight" between the AIs can take place in order to
retain the most competent algorithm.

Second Quadrant: calculative-based trust in the reliability of IT itself. 

Students expressed concerns about the transparency of the algorithms, the diffusion of the code in
open source, as well as the indication of the probability of reliability of the results, which are for them
the conditions to trust AI. They also said that AI is made by humans, so it can have orientations and
biases  like  humans:  for  example,  as  doctors  who  may  be  influenced  by  others  such  as  the
pharmaceutical industry.

One student answers that the AI is more reliable than a physician “because the AI would be totally
objective, neutral, unruffled. Nor does it have any economic interest to see the patient again.”

One of the students stated that the only way to be sure that health data is not hacked or resold is to use
paper files. In addition, some students expressed the fear that AI will favour the big majors of Internet,
which would have the AI monopoly. 

One student expressed the idea that majors in the pharmaceutical industry might try to hack the AI to
give results that benefit their products. Four focus groups raised the risk of mutual insurers' use of AI
for profiling patients. 

In addition, the question of data confidentiality challenged with the data process involving the use of
AI contrasts with privacy which is at the core of the doctor-patient relationship. The assessment of
doctors’ and algorithms reliability leads students to trust more

 “ [I trust AI more than doctors] because the AI would be totally objective, neutral, unruffled. Nor
does it have any economic interest to see the patient again.”

“It depends on who coded the algorithm and why he did it => health = caution. Conflict of interest =
mistrust. The pharma sector is not very transparent = lobbying.”

Third Quadrant: not calculative-based trust in the functionality of IT itself.  

Most students considered that AI will progress in the future and its results will be more and more
accurate and trustful.

“An AI has a calculus power which is superior to a doctor’s one, but it does not have the distance of
the  doctor,  medicine  is  not  an  exact  science.  In  the  future  AI  will  be  more  competent  than  the
physician, the AI will make progress.”

At the same time, we find the presence of a certain degree of confidence in the AI functionalities and
in the physician's competences:

“The doctor has a more personalized approach, he combines logic and feelings, he has flair and
common sense.”

 “An AI has a calculus power which is superior to a doctor’s one, but it does not have the distance of
the  doctor,  medicine  is  not  an  exact  science.  In  the  future  AI  will  be  more  competent  than  the
physician, the AI will make progress.”

Fourth Quadrant: not calculative-based trust in the reliability of IT itself.  

Students also said they did not trust any third party to secure data that, by definition; given the use of
the Internet, carries risks. This raises the question of the reliability not so much of the algorithms as
such but of third parties (i.e. insurances, key players of Internet) involved in the relationship with the
AI. 

One of the students stated that the only way to be sure that health data is not hacked or resold is to use
paper files. In addition, some students expressed the fear that AI will favour the big majors of Internet,
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which would have the AI monopoly. Here appears the theme of the dependence of technology, which
assumes that the individual can no longer choose.

One student expressed the idea that majors in the pharmaceutical industry might try to hack the AI to
give results that benefit their products. The four groups raised the risk of mutual insurers' use of AI for
profiling  patients.  Here  appears  the  theme  of  benevolence,  which  may  be  classified  also  in  the
relational-related vision of trust.

Thus, collective guidance, reliability and benevolence are challenged for third parties involved in the
patient-physician relationship mediated by technology: software vendors and data hosts.

In addition, the question of data confidentiality challenged with the data process involving the use of
AI contrasts with secrecy which is at the core of the doctor-patient relationship. The relational trust,
i.e. trust in a trustee, in doctors seems to be more important than the relational trust in third parties
involved in this data process (i.e. insurers, pharmaceutical companies, key players of Internet).

“It depends on who coded the algorithm and why he did it => health = caution. Conflict of interest =
mistrust. The pharma sector is not very transparent = lobbying.”

“No, in the detection of a disease there are many factors to consider, which sometimes go fur-ther
than the observable symptoms for example to assess the psychological state.”

5 Expected Contributions, Future Research and 
Conclusions

Our  contribution  aims  to  better  understand what  trust  in  IT means.  We  advance  toward  a  more
comprehensive and inclusive definition of trust in IT itself. We overcome the main stream, but narrow
focused,  conceptualizations  of  trust  mainly  as  calculative-based  kind  of  trust.  The  advanced
framework for  Trust  in  IT Itself  (TITI)  would  offer  a  larger  and  more  solid  ground to build up
conceptual and empirical articles on trust in IT in all its diversity.

Directly, we plan to pursue our empirical investigations to consolidate our first preliminary results. As
far as we explore the subject of trust levering artificial intelligence as an example of an IT still rare
and in the making, the next technology would be the web search engine, a largely diffused and well
established IT. We will investigate using the same methods of questionnaires and focus groups. We
will  replicate  on  other  technologies  till  we  will  be  confident  that  the  results  are  technology
independent and hence related to IT itself and not dependent to the specific IT levered in our empirical
explorations (Davis, 1993; Venkatesh and Davis, 1996). Once this exploration phase will be over, we
will  move  to  the  confirmatory  phase,  through  experiments  operationalized  through  vignettes
presenting different scenarios in a survey. At the end, we would have tested our framework in different
contexts, across heterogeneous technologies.

This  mainly  theoretical  paper  re-conceptualized  trust  in  IT,  via  the  proposition  of  an  integrative
framework of Trust in IT Itself (TITI). The framework is built on two axes. The first axis refers to the
sources of the expectations about the IT, opposing the calculative-based trust and the not calculative-
based trust. The second axis is about the attributes of trust in IT that are valued by the trustor. They
include functionality and reliability of the IT. This framework has found its first empirical validation
in the context of artificial intelligence, but other empirical tests will follow.

References

Avgerou,  C.,  2013.  Social  mechanisms for  causal  explanation in  social  theory based IS research.
Journal of the Association for Information Systems 14, 399–419.

Ba, S., Pavlou, P.A., 2002. Evidence of the Effect of Trust Building Technology in Electronic Mar-
kets:  Price  Premiums  and  Buyer  Behavior.  MIS  Quarterly  26,  243–268.  https://doi.org/
10.2307/4132332

Twenty-Eigth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 8



Ologeanu-Taddei et al. /Filling gaps and re-conceptualizing trust

Benamati, J. “Skip,” Fuller, M.A., Serva, M.A., Baroudi, J., 2010. Clarifying the Integration of Trust
and TAM in E-Commerce Environments: Implications for Systems Design and Management.
IEEE  Transactions  on  Engineering  Management  57,  380–393.  https://doi.org/10.1109/
TEM.2009.2023111

Benbasat, I., Wang, W., 2005. Trust In and Adoption of Online Recommendation Agents. Journal of
the Association for Information Systems 6.

Boxenbaum, E., Rouleau, L., 2011. NEW KNOWLEDGE PRODUCTS AS BRICOLAGE: META-
PHORS AND SCRIPTS IN ORGANIZATIONAL THEORY. Academy of Management Re-
view 26.

Coltman, T., Devinney, T.M., Midgley, D.F., Venaik, S., 2008. Formative versus reflective measure-
ment  models:  Two applications  of  formative measurement.  Journal  of  Business  Research,
Formative  Indicators  Formative  Indicators  61,  1250–1262.  https://doi.org/10.1016/
j.jbusres.2008.01.013

Connors, M.H., Halligan, P.W., 2015. A cognitive account of belief: a tentative road map. Front Psy-
chol 5. https://doi.org/10.3389/fpsyg.2014.01588

Davis, F.D., 1993. User Acceptance of Information Technology: System Characteristics, User Percep-
tions and Behavioral Impacts. International Journal of Man-Machine Studies 38, 475–487.

Du, W. (Derek),  Mao, J.-Y.,  2018.  Developing and maintaining clients’  trust  through institutional
mechanisms in online service markets for digital entrepreneurs: A process model. The Journal
of Strategic Information Systems, Generating Business and Social Value from Digital Entre-
preneurship and Innovation 27, 296–310. https://doi.org/10.1016/j.jsis.2018.07.001

Duggal, R., Brindle, I., Bagenal, J., 2018. Digital healthcare: regulating the revolution. BMJ 360. ht-
tps://doi.org/10.1136/bmj.k6

Fang, Y., Qureshi, I., Sun, H., McCole, P., Ramsey, E., Lim, K.H., 2014. Trust, Satisfaction, and On-
line Repurchase Intention: The Moderating Role of Perceived Effectiveness of E-Commerce
Institutional Mechanisms. MISQ 38, 407–427. https://doi.org/10.25300/MISQ/2014/38.2.04

Giddens, A., 1990. The Consequences of Modernity. Stanford University Press.

Gioia, D.A., Corley, K.G., Hamilton, A.L.,  2013. Seeking Qualitative Rigor in Inductive Research
Notes on the Gioia Methodology. Organizational Research Methods 16, 15–31. https://doi.org/
10.1177/1094428112452151

Gkeredakis, M., Constantinides, P., 2019. Phenomenon-based problematization: Coordinating in the
digital  era.  Information  and  Organization  29,  100254.  https://doi.org/10.1016/
j.infoandorg.2019.100254

Glanville, J.L., Paxton, P., 2007. How do We Learn to Trust? A Confirmatory Tetrad Analysis of the
Sources  of  Generalized  Trust.  Soc  Psychol  Q  70,  230–242.  https://doi.org/
10.1177/019027250707000303

Jarvenpaa, S.L., Shaw, T.R., Staples, D.S., 2004. Toward Contextualized Theories of Trust: The Role
of Trust in Global Virtual Teams. Information Systems Research 15, 250–267. https://doi.org/
10.1287/isre.1040.0028

Kim, D.J., Yim, M.-S., Sugumaran, V., Rao, H.R., 2016. Web assurance seal services, trust and con-
sumers’ concerns: an investigation of e-commerce transaction intentions across two nations.
European Journal of Information Systems 25, 252–273. https://doi.org/10.1057/ejis.2015.16

Kim, G., Shin, B., Grover, V., 2010. Investigating Two Contradictory Views of Formative Measure-
ment in Information Systems Research. MIS Quarterly 34, 345-A5.

Twenty-Eigth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 9



Ologeanu-Taddei et al. /Filling gaps and re-conceptualizing trust

Klaus, T., Wingreen, S.C., Blanton, J.E., 2010. Resistant groups in enterprise system implementations:
a Q-methodology examination. Journal of Information Technology; Basingstoke 25, 91–106.
http://dx.doi.org/10.1057/jit.2009.7

Komiak, S.Y.X., Benbasat, I., 2006. The Effects of Personalization and Familiarity on Trust and Ad-
option  of  Recommendation  Agents.  MIS  Quarterly  30,  941–960.  https://doi.org/
10.2307/25148760

Kramer, R.M., 1999. TRUST AND DISTRUST IN ORGANIZATIONS: Emerging Perspectives, En-
during  Questions.  Annu.  Rev.  Psychol.  50,  569–598.  https://doi.org/10.1146/
annurev.psych.50.1.569

Lankton,  N.K.,  McKnight,  D.H.,  Tripp,  J.,  2015.  Technology,  Humanness,  and  Trust:  Rethinking
Trust in Technology. Journal of the Association for Information Systems 16, 880–918.

Lee, J.D., See, K.A., 2004. Trust in automation: Designing for appropriate reliance. Human factors 46,
50–80.

Lee, M.K.O., Turban, E., 2001. A Trust Model for Consumer Internet Shopping. International Journal
of Electronic Commerce 6, 75–91. https://doi.org/10.1080/10864415.2001.11044227

Lewicki, R.J., Bunker, B.B., 1996. Developing and maintaining trust in work relationships. Trust in
organizations: Frontiers of theory and research 114, 139.

Li, Y., Fuller, B., 2017. “I’m Lovin’ IT”: Toward a Technophilia Model of User Adaptation to ICT.
AMCIS 2017 Proceedings.

Luhmann, N.,  2000.  Familiarity,  Confidence,  Trust:   Problems and Alternatives,  in:  Gambetta,  D.
(Ed.), Trust: Making and Breaking Cooperative Relations. Oxford, UK, pp. 94–107.

Luhmann, N., 1979. Luhmann *Trust* and Power. Wiley.

March, J.G., Olsen, J.P., 2010. Rediscovering institutions. Simon and Schuster.

Mayer,  R.C.,  Davis,  J.H.,  Schoorman, F.D.,  1995.  An Integrative Model  Of  Organizational  Trust.
AMR 20, 709–734. https://doi.org/10.5465/amr.1995.9508080335

McKnight, D.H., 2005. Trust in Information Technology, in: Davis, G.B. (Ed.), The Blackwell Encyc-
lopedia of Management. Vol. 7 Management Information Systems. Blackwell, Malden, MA,
pp. 329–331.

Mcknight, D.H., Carter, M., Thatcher, J.B., Clay, P.F., 2011. Trust in a Specific Technology: An In-
vestigation of Its Components and Measures. ACM Trans. Manage. Inf. Syst. 2, 12:1–12:25.
https://doi.org/10.1145/1985347.1985353

McKnight, D.H., Choudhury, V., Kacmar, C., 2002. Developing and Validating Trust Measures for e-
Commerce:  An Integrative Typology.  Information Systems Research 13,  334–359.  https://
doi.org/10.1287/isre.13.3.334.81

Möllering, G., 2001. The Nature of Trust: From Georg Simmel to a Theory of Expectation, Interpreta-
tion and Suspension. Sociology 35, 403–420. https://doi.org/10.1017/S0038038501000190

Paré, G., Trudel, M.-C., Jaana, M., Kitsiou, S., 2015. Synthesizing information systems knowledge: A
typology  of  literature  reviews.  Information  &  Management  52,  183–199.  https://doi.org/
10.1016/j.im.2014.08.008

Pavlou, P.A., Fygenson, M., 2006. Understanding and Predicting Electronic Commerce Adoption: An
Extension of the Theory of Planned Behavior. MIS Quarterly 30, 115–143. https://doi.org/
10.2307/25148720

Piccoli, G., Ives, B., 2003. Trust and the Unintended Effects of Behavior Control in Virtual Teams.
MIS Quarterly 27, 365–395. https://doi.org/10.2307/30036538

Twenty-Eigth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 10



Ologeanu-Taddei et al. /Filling gaps and re-conceptualizing trust

Pratt,  M.G., Lepisto, D.A., Dane, E.,  2019.  The Hidden Side of Trust:  Supporting and Sustaining
Leaps of Faith among Firefighters.  Administrative Science Quarterly 64,  398–434.  https://
doi.org/10.1177/0001839218769252

Rempel, J., Holmes, J., Zanna, M., 1985. Trust in Close Relationships. Journal of Personality and So-
cial Psychology 49, 95–112.

Riedl, R., Hubert, M., Kenning, P., 2010. Are There Neural Gender Differences in Online Trust? An
Fmri Study on the Perceived Trustworthiness of Ebay Offers. MIS Quarterly 34, 397–428. ht-
tps://doi.org/10.2307/20721434

Rousseau, D.M., Sitkin, S.B., Burt, R.S., Camerer, C., 1998. Not So Different After All: A Cross-Dis-
cipline View Of Trust. AMR 23, 393–404. https://doi.org/10.5465/amr.1998.926617

Schwitzgebel,  E.,  2010.  Acting Contrary to Our Professed Beliefs or the Gulf  Between Occurrent
Judgment  and  Dispositional  Belief.  Pacific  Philosophical  Quarterly  91,  531–553.  https://
doi.org/10.1111/j.1468-0114.2010.01381.x

Stephens,  G.L.,  Graham, G.,  2004. Reconceiving delusion.  International  Review of Psychiatry 16,
236–241. https://doi.org/10.1080/09540260400003982

Teo, T.S.H., Srivastava, S.C., Jiang, L., 2008. Trust and Electronic Government Success: An Empir-
ical Study. Journal of Management Information Systems 25, 99–131.

Thatcher, J.B., McKnight, D.H., Baker, E.W., Arsal, R.E., Roberts, N.H., 2011. The Role of Trust in
Postadoption IT Exploration: An Empirical Examination of Knowledge Management Systems.
IEEE  Transactions  on  Engineering  Management  58,  56–70.  https://doi.org/10.1109/
TEM.2009.2028320

Tuckson, R.V., Edmunds, M., Hodgkins, M.L., 2017. Telehealth. New England Journal of Medicine
377, 1585–1592. https://doi.org/10.1056/NEJMsr1503323

Vance, A., Elie-Dit-Cosaque, C., Straub, D.W., 2008. Examining Trust in Information Technology Ar-
tifacts: The Effects of System Quality and Culture. Journal of Management Information Sys-
tems 24, 73–100. https://doi.org/10.2753/MIS0742-1222240403

Venkatesh, V., Davis, F.D., 1996. A Model of the Antecedents of Perceived Ease of Use: Develop-
ment and Test. Decision Sciences 27, 451–481.

Venkatesh, V., Thong, J.Y.L., Chan, F.K.Y., Hu, P.J.H., 2016. Managing Citizens’ Uncertainty in E-
Government Services: The Mediating and Moderating Roles of Transparency and Trust. In-
formation Systems Research 27, 87–111. https://doi.org/10.1287/isre.2015.0612

Wang, W., Benbasat, I., 2008. Attributions of Trust in Decision Support Technologies: A Study of Re-
commendation Agents  for  E-Commerce.  Journal  of  Management  Information Systems 24,
249–273.

Yoo, Y., Henfridsson, O., Lyytinen, K., 2010. Research Commentary—The New Organizing Logic of
Digital Innovation: An Agenda for Information Systems Research. Information Systems Re-
search 21, 724–735. https://doi.org/10.1287/isre.1100.0322

Zucker, L.G., 1986. Production of trust: Institutional sources of economic structure, 1840-1920., in:
Staw, B.M., Cummings, L.L. (Eds.), Research in Organizational Behavior. JAI Press, Green-
wich: CT, pp. 53–111.

Twenty-Eigth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 11


	1 Introduction
	2 Theoretical framework
	2.1 Trust in IT-enabled entities and phenomena
	2.2 Trust in IT itself
	2.3 The two axes of trust in IT itself
	2.3.1 First Axis on the sources of the expectations toward the IT
	2.3.2 Second Axis on the valued attributes of the IT

	2.4 The definition of Trust in IT Itself
	2.5 The four quadrants of Trust in It itself

	3 Methodology
	4 Preliminary results
	5 Expected Contributions, Future Research and Conclusions

