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Abstract. Historical documents pose a challenge for character recog-
nition due to various reasons such as font disparities across different
materials, lack of orthographic standards where same words are spelled
differently, material quality and unavailability of lexicons of known his-
torical spelling variants. As a result, optical character recognition (OCR)
of those documents often yield unsatisfactory OCR accuracy and render
digital material only partially discoverable and the data they hold dif-
ficult to process. In this paper, we explore the impact of OCR errors
on the identification of topics from a corpus comprising text from his-
torical OCRed documents. Based on experiments performed on OCR
text corpora, we observe that OCR noise negatively impacts the stabil-
ity and coherence of topics generated by topic modeling algorithms and
we quantify the strength of this impact.
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1 Introduction

Recently, there has been rapid increase in digitization of historical documents
such as books and newspapers. The digitization aims at preserving the docu-
ments in a digital form that can enhance access, allow full text search and sup-
port efficient sophisticated processing using natural language processing (NLP)
techniques. An important step in the digitization process is the application of
optical character recognition (OCR) techniques, which involve translating the
documents into machine processable text.

OCR produces its best results from well-printed, modern documents. How-
ever, historical documents still pose a challenge for character recognition and
therefore OCR of such documents still does not yield satisfying results. Some of
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the reasons why historical documents still pose a challenge include font variation
across different materials, same words spelled differently, material quality where
some documents can have deformations and unavailability of a lexicon of known
historical spelling variants [1]. These factors reduce the accuracy of recognition
which affects the processing of the documents and, overall, the use of digital
libraries.

Among the NLP tasks that can be performed on digitized data is the extrac-
tion of topics, a process known as topic modeling. Topic modeling has become
a common topic analysis tool for text exploration. The approach attempts to
obtain thematic patterns from large unstructured collections of text by grouping
documents into coherent topics. Among the common topic modeling techniques
are the Latent Dirichlet Allocation (LDA) [3] and the Non-negative Matrix fac-
torization (NMF) [11]. The basic idea of LDA is that the documents are rep-
resented as random mixtures over latent topics, where a topic is characterized
by a distribution over words [30]. The standard implementation of both the
LDA and NMF rely on stochastic elements in their initialization phase which
can potentially lead to instability of the topics generated and the terms that
describe those topics [14]. This phenomena where different runs of the same
algorithm on the same data produce different outcomes manifests itself in two
aspects. First, when examining the top terms representing each topic (i.e. topic
descriptors) over multiple runs, certain terms may appear or disappear com-
pletely between runs. Secondly, instability can be observed when examining the
degree to which documents have been associated with topics across different runs
of the same algorithm on the same corpus. In both cases, such inconsistencies
can potentially affect the performance of topic models. Measuring the stability
and coherence of topics generated over the different runs is critical to ascertain
the model’s performance, as any individual run cannot decisively determine the
underlying topics in a given text corpus [14].

This study examines the effect of noise on unsupervised topic modeling algo-
rithms, through comparison of performance of both the LDA and NMF topic
models in the presence of OCR errors. Using a dataset comprising corpus of
OCRed documents described in Sect. 4, both the topic stability and coherence
scores are obtained and comparison of models’ performance on noisy and the
corrected OCR text is conducted. To the best of our knowledge, no other study
has attempted to evaluate both the stability and coherence of the two models
on noisy OCR text corpora.

The remainder of the paper is structured as follows. In Sect. 2 we discuss
related work on topic modeling on OCR data. In Sect. 3 we describe the met-
rics for evaluating the performance of topic models, namely topic stability and
coherence, before evaluating LDA and NMF topic models in the presence of
noisy OCR in Sect. 4. We discuss the experiment results and conclusion of the
paper with ideas for future work in Sects. 5 and 6, respectively.
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2 Related Work

2.1 OCR Errors and Topic Modeling

Optical Character Recognition (OCR) enables translation of scanned graphical
text into editable computer text. This can substantially improve the usabil-
ity of the digitized documents allowing for efficient searching and other NLP
applications. OCR produces its best results from well-printed, modern docu-
ments. Historical documents, however pose a challenge for character recognition
and their character recognition does not yield satisfying results. Common OCR
errors include punctuation errors, case sensitivity, character format, word mean-
ing and segmentation error where spacings in different line, word or character
lead to mis-recognitions of white-spaces [22]. OCR errors may also stem from
other sources such as font variation across different materials, historical spelling
variations, material quality or language specific to different media texts [1].

While OCR errors remain part of a wider problem of dealing with “noise” in
text mining [23], their impact varies depending on the task performed [24]. NLP
tasks such as machine translation, sentence boundary detection, tokenization,
and part-of-speech tagging on text among others can all be compromised by OCR
errors [25]. Studies have evaluated effect of OCR errors on supervised document
classification [28,29], information retrieval [26,27], and a more general set of
natural language processing tasks [25]. The effect of OCR errors on document
clustering and topic modeling has also been studied [9]. The results indicated
that the errors had little impact on performance for the clustering task, but had
a greater impact on performance for the topic modeling task. Another study
explored supervised topic models in the presence of OCR errors and revealed
that OCR errors had insignificant impact [31].

While results suggest that OCR errors have small impact on performance
of supervised NLP tasks, the errors should be considered thoroughly for the
case of unsupervised topic modeling as the models are known to degrade in the
presence of OCR errors [9,31]. We thus focus in this work on OCR impacts for
unsupervised topics models and in particular on their coherence and stability,
and our studies are conducted on large document collection.

2.2 Topic Modeling Algorithms

Topic models aim to discover the underlying semantic structure within large
corpus of documents. Several methods such as probabilistic topic models and
techniques based on matrix factorization have been proposed in the literature.
Much of the prior research on topic modeling has focused on the use of prob-
abilistic methods, where a topic is viewed as a probability distribution over
words, with documents being mixtures of topics [2]. One of the most commonly
used probabilistic algorithms for topic modeling is the Latent Dirichlet Alloca-
tion (LDA) [3]. This is due to its simplicity and capability to uncover hidden
thematic patterns in text with little human supervision. LDA represents top-
ics by word probabilities, where words with highest probabilities in each topic
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determine the topic. Each latent topic in the LDA model is also represented
as a probabilistic distribution over words and the word distributions of topics
share a common Dirichlet prior. The generative process of LDA is illustrated as
follows [3]:

(i) Choose a multinomial topic distribution θ for the document (according to a
Dirichlet distribution Dir(α) over a fixed set of k topics)?

(ii) Choose a multinomial term distribution ϕ for the topic (according to a
Dirichlet distribution Dir(β) over a fixed set of N terms)

(iii) For each word position
(a) Choose a topic Z according to multinomial topic distribution θ.
(b) Choose a word W according to multinomial term distribution ϕ.

Various studies have applied probabilistic latent semantic analysis (pLSA) model
[4] and LDA model [5] on newspaper corpora to discover topics and trends over
time. Similarly, LDA has been used to find research topic trends on a dataset
comprising abstracts of scientific papers [2]. Both pLSA and LDA models are
probabilistic models that look at each document as a mixture of topics [6]. The
models decompose the document collection into groups of words representing
the main topics. Several topic models were compared, including LDA, correlated
topic model (CTM), and probabilistic latent semantic indexing (pLSI), and it
has been found that LDA generally worked comparably well or better than the
other two at predicting topics that match topics picked by human annotators [7].
MAchine Learning for LanguagE Toolkit (MALLET) [8] was used to test the
effects of noisy optical character recognition (OCR) data using LDA [9]. The
toolkit has also been used to mine topics from the Civil War era newspaper
dispatch [5], and in another study to examine general topics and to identify
emotional moments from Martha Ballards diary [10].

Non-negative Matrix Factorization (NMF) [11] has also been effective in dis-
covering topics in text corpora [12,13]. NMF factors high-dimensional vectors
into a low-dimensionality representation. The goal of NMF is to approximate a
document-term matrix A as the product of two non-negative factors W and H,
each with k dimensions that can be interpreted as k topics. Like LDA, the num-
ber of topics k to generate is chosen beforehand. The values of H and W provide
term weights which can be used to generate topic descriptions and topic mem-
berships for documents respectively. The rows of the factor H can be interpreted
as k topics, defined by non-negative weights for each [14].

3 Topic Model Stability

The output of topic modeling procedures is often presented in the form of lists
of top-ranked terms suitable for human interpretation. A general way to repre-
sent the output of a topic modeling algorithm is in the form of a ranking set
containing k ranked lists, denoted S = R1, ..., Rk. The ith topic produced by
the algorithm is represented by the list Ri, containing the top t terms which are
most characteristic of that topic according to some criterion [15].
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The stability of a clustering algorithm refers to its ability to consistently
produce similar results on data originating from the same source [16]. Standard
implementations of topic modeling approaches, such as LDA and NMF, com-
monly employ stochastic initialization prior to optimization. As a result, the
algorithms can achieve different results on the same data or data drawn from
the same source, between different runs [14]. The variation manifests itself either
in relation to term-topic associations or document-topic associations. In the for-
mer, the ranking of the top terms that describe a topic can change significantly
between runs. In the latter, documents may be strongly associated with a given
topic in one run, but may be more closely associated with an alternative topic
in another run [14].

To quantify the level of stability or instability present in a collection of topic
models {M1, ...,Mr} generated over r runs on the same corpus, the Average Term
Stability (ATS) and Pairwise Normalized Mutual Information (PNMI) measures
have been proposed [14].

We begin by determining the Term Stability (TS) score, which involves com-
parison of the similarity between two topic models based on a pairwise matching
process. The measuring of the similarity between a pair of individual topics
represented by their top t terms is based on the Jaccard Index:

Jac(Ri, Rj) =
|Ri ∩ Rj |
|Ri ∪ Rj | (1)

where Ri denotes the top t ranked terms for the i-th topic (topic descriptor). We
can use Eq. 1 to build a measure of the agreement between two complete topic
models (i.e., Term Stability):

TS(Mi,Mj) =
1
k

k∑

x=1

Jac(Rix, π(Rix)) (2)

where π(Rix) denotes the topic in model Mj matched to Rix in model Mi by
the permutation π. Values for TS take the range [0, 1], where similarity between
two topic models will result in a score of 1 if identical.

For a collection of topic models Mr, we can calculate the Average Term
Stability (ATS):

ATS =
1

r × (r − 1)

r∑

i,j:i�=j

TS(Mi,Mj) (3)

where a score of 1 indicates that all pairs of topic descriptors matched together
across the r runs contain the same top t terms [14].

Topic model stability can also be established from document-topic associa-
tions. PNMI determines the extent to which the dominant topic for each doc-
ument varies between multiple runs. The overall level of agreement between a
set of partitions generated by r runs of an algorithm on the same corpus can be
computed as the mean Pairwise Normalized Mutual Information (PNMI) for all
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pairs:

PNMI =
1

r × (r − 1)

r∑

i,j:i�=j

NMI(Pi, Pj) (4)

where Pi is the partition produced from the document-topic associations in
model Mi. If the partitions across all models are identical, PNMI will yield
a value of 1.

3.1 Quality of Topics

While topic model stability is important, it is unlikely to be useful without mean-
ingful and coherent topics [14]. Measuring topic coherence is critical in assessing
the performance of topic modeling approaches in extracting comprehensible and
coherent topics from corpora [17]. The intuition behind measuring coherence
is that more coherent topics will have their top terms co-occurring more often
together across the corpus. A number of approaches for evaluating coherence
exist, although many of these are specific to LDA. A more general approach is
the Topic Coherence via Word2Vec (TC-W2V), which evaluates the relatedness
of a set of top terms describing a topic [18]. TC-W2V uses the increasingly pop-
ular word2vec tool [21] to compute a set of vector representations for all of the
terms in a large corpus. The extent to which the two corresponding terms share
a common meaning or context (e.g. are related to the same topic) is assessed
by measuring the similarity between pairs of term vectors. Topics with descrip-
tors consisting of highly-similar terms, as defined by the similarity between their
vectors, should be more semantically coherent [19].

TC-W2V operates as follows. The coherence of a single topic th represented
by its t top ranked terms is given by the mean pairwise cosine similarity between
the t corresponding term vectors generated by the word2vec model [18].

coh(th) =
1(
t
2

)
t∑

j=2

j−1∑

i=1

cosine(wvi, wvj) (5)

An overall score for the coherence of a topic model T consisting of k topics is
given by the mean of the individual topic coherence scores:

coh(T ) =
1
k

k∑

h=1

coh(th) (6)

In the next section, we use the theory described in this section to determine
the stability and coherence scores of topics generated by LDA and NMF topic
models, from the data described in Sect. 4.1.

4 Experiments

In this section, we seek to apply topic modeling techniques, LDA and NMF, on
the OCR text corpus described below, in an attempt to answer the following
two questions:
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(i) To what extent do OCR errors affect the stability of topic models?
(ii) How do the topic models compare in terms of topic coherence, in the presence

of OCR errors?

4.1 Data Source

A large corpus of historical documents [20], comprising twelve million OCRed
characters along with the corresponding Gold Standard (GS) was used to model
topics. This dataset comprising monographs and periodical has an equal share
of English- and French-written documents ranging over four centuries. The doc-
uments are sourced from different digital collections available, among others,
at the National Library of France (BnF) and the British Library (BL). The
corresponding GS comes both from BnF’s internal projects and external ini-
tiatives such as Europeana Newspapers, IMPACT, Project Gutenberg, Perseus,
Wikisource and Bank of Wisdom [20].

4.2 Experimental Setup

The experiment process involved applying LDA and NMF topic models to the
noisy OCRed toInput, aligned OCRed and Gold Standard (GS) text data. Only
the english language documents from the dataset was considered in the experi-
ment. The OCRed toInput is the raw OCRed text while the aligned OCR and GS
represent the corrected version of the text corpus provided for training and test-
ing purposes. The alignment was made at the character level using “@” symbols
with “#” symbols corresponding to the absence of GS either related to alignment
uncertainties or related to unreadable characters in the source document [20].

The three categories of text were extracted from the corpus, separately pre-
processed and the models were applied on each one of them to obtain topics. Fifty
topic models (M50) for each value of k, where k is the number of topics ranging
from 2 to 8, were generated for both the NMF and LDA. The selection of this
number of topic k was based on a previous study which proposed an approach
for choosing this parameter using a term-centric stability analysis strategy [15].
The LDA algorithm was implemented using the popular Mallet implementation
with Gibbs sampling [8].

The stability measures for the two topic modeling techniques were obtained
and evaluated to determine their performance on the noisy and corrected OCR
text. A high level of agreement between the term rankings generated over mul-
tiple runs of the same model is an indication of high topic stability [15]. The
assumption in this study was that noisy OCRed text would register a lower topic
stability value compared to the corrected text, an indication that OCR errors
have a negative impact on topic models.

4.3 Evaluation of Stability

To assess the stability of topics generated by each model, the term-based measure
(ATS) for each topic’s top 10 terms and the document-level (PNMI) measure
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were computed using Eqs. 3 and 4, respectively. The results of the average topic
stability and the average partition stability are shown in Tables 1 and 2, respec-
tively. Figure 1 provides a graphical representation of LDA and NMF stability
scores on the different dataset categories.

Table 1. Average topic stability.

Model Dataset Mean stability

LDA GS aligned 0.265*

LDA OCR aligned 0.256

LDA OCR toInput 0.252*

NMF GS aligned 0.414*

NMF OCR aligned 0.384

NMF OCR toInput 0.383*

Asterisk (*) indicates p-value was less
than 0.05 for independent samples t-test

Both models recorded higher average topic stability on the aligned text com-
pared to the raw OCR text. The mean stability on the Gold Standard text was
0.265 and 0.414 while for the noisy OCR text was 0.252 and 0.383 for LDA and
NMF topic models, respectively.

Table 2. Average partition stability.

Model Dataset Mean stability

LDA GS aligned 0.115

LDA OCR aligned 0.115

LDA OCR toInput 0.114

NMF GS aligned 0.117*

NMF OCR aligned 0.115

NMF OCR toInput 0.114*

Asterisk (*) indicates p-value was less
than 0.05 for independent samples t-test

The average partition stability for LDA remained unchanged for both aligned
and raw OCR text. However, NMF recorded a mean partition stability score of
0.117 and 0.114 for the Gold Standard and raw OCR text, respectively.

4.4 Topic Coherence Evaluation

The quality of the topics generated by the models was evaluated by computing
the coherence of the topic descriptors using the approach described in Sect. 3.1.
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Fig. 1. Model stability on noisy and corrected OCR texts.

The results of the average coherence score for LDA and NMF algorithms, on the
noisy and corrected data are presented in Table 3.

Table 3. Mean topic coherence.

Model Dataset Mean coherence

LDA GS aligned 0.3622

LDA OCR aligned 0.3585

LDA OCR toInput 0.3529

NMF GS aligned 0.4748

NMF OCR aligned 0.4737

NMF OCR toInput 0.4720

The mean coherence score on the aligned OCR text was 0.4737 and 0.3585 for
NMF and LDA algorithms respectively. On the other hand, the mean coherence
using the raw OCR text was marginally lower recording 0.4720 for NMF and
0.3529 for LDA topic model.

5 Discussions

Topic modeling algorithms have been evaluated based on model quality and
stability criteria. The quality and stability of the algorithms was determined
by examining topic coherence and term and document stability respectively.
Overall, the aligned corpus text had higher stability score compared to the noisy
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OCR input text for both the LDA and NMF topic modeling techniques. The
NMF algorithm yielded the most stable results both at the term and document-
level, as shown in Fig. 1.

On the other hand, the evaluation of topic coherence showed topics from
the corrected corpus were more coherent compared to the original noisy text for
both the LDA and NMF models. As expected, LDA had a lower coherence score
than NMF, which may reflect the tendency of LDA to produce more generic and
less semantically-coherent terms [18]. The difference in average coherence score
between the models was relatively small for the aligned OCR and noisy OCR
text corpus.

6 Conclusions

It is evident from this study that OCR errors can have a negative impact on
topic modeling, therefore affecting the quality of the topics discovered from text
datasets. Overall, this can impede the exploration and exploitation of valuable
historical documents which require use of OCR techniques to enable their digi-
tization. Advanced OCR post correction techniques are required to address the
impact of OCR errors on topic models.

Future research can explore the impact of OCR errors on the accuracy of
other text mining tasks such sentiment analysis, document summarization and
named entity extraction. In addition, multi-modal text mining approaches that
put into consideration textual and visual elements can be explored to determine
their suitability in processing and mining of historical texts. Evaluating the
stability and coherence for different number of topic models can also be examined
further.
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