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Featured Application: High resolution electrical characterization of organic semiconducting
materials and structures—Microwave probing techniques for the description of mesoscopic
mechanisms governing charge transport in organic semiconductors.

Abstract: Standing at the meeting between solid state physics and optical spectroscopy, microwave
characterization methods are efficient methods to probe electronic mechanisms and mesoscopic transport
in semiconducting polymers. Scanning microwave microscopy, augmented with a Mach-Zehnder
interferometer detection unit to allow for the probing of high impedance structures was applied on
poly(3-hexylthiophene-2,5-diy) and exhibited high sensitivity while operating at the nanoscale. Provided
a well-defined experiment protocol, S11 phase and amplitude signals are shown to lead simultaneously
yet independently to probing the variations of the dielectric properties in the materials, i.e., conductive
and capacitive properties, respectively, upon applied DC gate bias. Adjusting the operating microwave
frequency can also serve to probe carrier trapping mechanisms.

Keywords: scanning microwave microscopy; organic photovoltaics; charge transport; Mach-Zehnder
interferometer detection unit

1. Introduction

The increasing demand for sustainable and renewable energy to cope with incoming crucial
environmental challenges has been promoting alternative photovoltaic technologies since the turn of the
century. Today, the most promising ones are standing on the brink of industrial development. Additionally,
despite pending issues such as durability, photovoltaic technologies exhibiting specification such as low
fabrication cost, lightweight, mechanical flexibility, low environmental impact and short energy payback
time can now be foreseen in a near future with specific cases of use. These technologies are very diverse
and based on many different types of materials and combinations with continuous development towards
higher performing devices. Among them, hybrid perovskite and bulk heterojunction organic photovoltaic
(OPV) technologies count among the most promising, considering the achieved performances and the huge
scientific forces at work to conceive materials and unravel their complex properties [1–4]. This therefore
requires high-resolution characterization techniques among which microwave-based methods were
recently proven efficient for probing conductive properties of semiconducting materials [5–9] in addition
the initial craze involving macroscale techniques since the beginning of the century [10–13]. As these
techniques are sensitive to the loss of reflected transmitted microwaves in a (semi-)conducting medium
and can be carried out without mechanical contacts, remote measurements can be considered on
structures capped with encapsulating layers, as required in these devices to ensure sufficient stability.
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This also makes them suitable techniques for future implementation in industrial environments as
in-line feedback tools in process evaluation. Scanning microwave microscopy (SMM) consists of a
microwave-based probing method integrated in a scanning probe microscope [14–20], thus allowing
for two-dimensional mapping of electronic properties at the nanoscale. It can be used to investigate
dielectric [21–23] and conductivity [24–26] properties. On organic-inorganic trihalides perovskites, Kelvin
Force Microscopy (KFM) was also proposed to correlate the material’s (photo)conductivity with its
structural and morphological properties as they are well known to strongly affect the performances of the
corresponding photovoltaic devices [27]. Meanwhile, the ability of dielectric resonators to electrically
characterize organic conductors was demonstrated to operate at 9 GHz on a benzothiophene derivative [13].
Similar quantitative studies at the nanoscale are, however, lacking. In this work, SMM is applied on
poly(3-hexylthiophene-2,5-diy) (P3HT) [1]. P3HT remains a reference hole transporting a semiconducting
polymer in OPV, as the combination of the relative stability, the nanostructural tunability [28] and the
decreasing production costs of the material with the sufficient photovoltaic performances of the devices,
make it a pertinent case-study for material validations later to be extended to more specific structures
as foreseen in different industrial applications. As the sensitivity of SMM to the variations of electrical
properties in P3HT is observed, the choice of experimental parameters and the mechanisms ruling the
different S11 signals recorded by the Keysight Power Network Analyzer (PNA) must be elucidated to reach
meaningful properties of the materials under study. Different key parameters including the microwave
frequency and the operating setpoint compared to the adjacent frequency are explored. SMM capability
to probe simultaneously and independently GHz dielectric properties, i.e., microwave conductive and
capacitive mechanisms is evidenced. These mechanisms include depth probing, mesoscopic transport
and trapping mechanisms, thus demonstrating versatile capability for the study of OPV thin films both in
scientific and industrial operating environment.

2. Experiment

Regioregular P3HT (average Mw 50,000–100,000) was purchased from Sigma-Aldrich/Merck and
dissolved in anhydrous chlorobenzene, CP3HT~20 mg mL−1. The solution was stirred and heated at
70 ◦C overnight prior to spincoating at 700 rpm on a glass/ITO/MoO3 substrates. 10 min annealing on
a hot plate (Präzitherm) at 110 ◦C ensures complete evaporation of the solvent and crystallization of
the film. The resulting film thickness is about 200 nm. The glass substrates with patterned Indium Tin
Oxide (ITO) were purchased from Naranjo B.V. (ref. NS1463, tITO ~95 nm, ~20 Ω.�). A 10 nm MoO3

layer was deposited by sublimation in a high vacuum evaporating chamber (Spectros, Kurt J. Lesker)
at ~10−6 mBar, prior to spincoating the P3HT. A 10 nm thick and dense Al2O3 encapsulation grown at
~70 ◦C in primary vacuum (~1 mBar) by atomic layer deposition (Savannah 100, Cambridge Nanotech)
completes the structure. Prior to SMM measurements the samples were pasted onto a conducting
chuck to which the ITO layer was wired by means of Ag epoxy (RS). Apart from steps in vacuum,
the preparation procedure was carried out in inert atmosphere (N2) in a glovebox with less than 10
ppm of residual O2 and H2O, to prevent any exposure to air, and possibly alteration of the materials
properties prior to measurements.

Microwave electrical characterization was carried out using a scanning microwave microscope from
Keysight, equipped with a performance network analyzer (PNA). The detection unit was augmented
with a home-made Mach-Zehnder interferometer to allow for 50 Ω free detection system [14], operating
over a 2 to 18 GHz bandwidth and suitable for the study of such high impedance materials as
P3HT. Full platinum-iridium tip probes (Ref. 12Pt400A) from Rocky Mountain Nanotechnology
specifically designed for Keysight’s SMM were used. A schematic of the SMM experimental set-up
is presented in Figure 1a. Prior to any adjustment of the interferometer, the tip is put in contact
with the sample. The deflection setpoint is adjusted to keep contact in the nN range and prevent
any damage of the sample and deformation of the tip apex. The Atomic Force Microscope (AFM) is
used in spectroscopy mode with no scanning to keep the probe still to perform the measurements.
The impinging microwave (Power: 0 dBm) is first split in two waves and coupled back after reflection
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of one of them at the tip sample contact as shown in Figure 1a and leading to the typical interferometric
PNA amplitude and phase profile displayed in Figure 1b. A variable attenuator set in the pathway
of the other wave serves to adjust the interferometric profile to lower the S11 parameter (down to
−70 dB typically) as much as possible at the interferometric frequencies. This is required to achieve
significant sensitivity. Because of the very low signal coming out of the interferometer, a 2–18 GHz
band amplifier (Microsemi AML218L2502, 30 dB gain, 3 dB noise figure and 14 dBm output power
at 1 dB gain compression) is added. The interferometric frequencies are detected at minimum PNA
amplitude where a 180◦ phase shift is observed as explained below. The one at 10.46925 GHz is
further highlighted in Figure 1c in semilog scale, and in linear scale in the inset. Practically, near an
interference frequency f0, the S11 parameter measured by the VNA can be approximately modeled
by S11 � AΓ0i sin[π( f − f0)(t2 − t1)]e−iπ( f− f0)(t1+t2), where A contains average gain and phase shift
throughout the circuit, t1 and t2 are the times needed for the microwave signal to travel the two branches
of the interferometer and Γ0 is the reflection coefficient of the device that allows the interferometer signal
to be cancelled (see S6 on interferometer modeling). Curve fitting allows estimating t1 − t2 � 10.9 ns
and t1 + t2 � 28.4 ns indicating a periodicity for the amplitude of about 100 MHz and for the phase of
about 35 MHz. Therefore, for a few tens of kHz around f0, the linear variations of the PNA amplitude
validates the approximation sin x � x in the above equation in this narrow spectral range, confirming
f0 and the minimum amplitude. Additionally, when the frequency is swept around f0, S11 vanishes at
f = f0 and changes of sign, which translates into a 180◦ phase shift. The logarithmic and linear displays
of the PNA amplitude are correlated by the relation: PNA amp linear = 10ˆ(PNA amp in dB/20). For the
sake of simplicity, all PNA amplitude interferometric and time profiles will be displayed in logarithmic
scale, with units in dB. The operating frequency fOP is chosen in the vicinity (max ±10 kHz) of f0,
close enough to ensure maximum sensitivity variations of both phase and amplitude with material
perturbations and far enough to prevent contrast reversal during measurements as f0 slightly drifts
and takes over fOP in the measurement set (i.e., the frequency of operation is chosen to ensure that the
measurement remains on one side of the interferometric frequency). This small drift yet detrimental
artifact, typically between 1 to 100 Hz s−1, is minimized by mounting the probes at least the day before
the measurements. The drift is also evaluated prior to and/or during the measurements, to be removed
upon the compilation of the results. The perturbation is a negative DC bias applied to the probe
keeping the chuck and connected ITO electrode grounded. As P3HT is a p-type organic semiconductor,
holes are the majority carriers and can be injected upon a negative DC tip bias (i.e., the gate bias).
Hence, locally, the AFM tip/Al2O3/P3HT configuration forms a local Metal/Insulator/Semiconductor
(MIS) junction. A periodic step variation of this DC gate bias between 0 V and the setting value is
applied with a frequency of 100 mHz to ensure that space charge equilibrium is reached in the material
between carrier injection and extraction.
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Figure 1. (a) Schematic of the Keysight SMM set-up augmented with the Mach-Zehnder 
interferometer for 50 Ω free detection system. The sample Metal/Insulator/Semiconductor (MIS) 
architecture is also depicted along of the chemical structure of the reference material studied (P3HT). 
(b,c) Typical interferometric performance network analyzer (PNA) Amplitude and Phase profiles 
recorded across the samples described in (a) in broad and narrow bandwidth at the interferometric 
frequency, respectively. f0 and fOP stand for the interferometric minimum amplitude and operating 
frequencies, respectively. The profiles in (c) are shown in semi-Log scale, and in linear scale in the 
inset. 

3. Results and Discussion 

3.1. Measurement Artifacts 

Figure 2a shows the PNA phase (pale red) and amplitude (grey) interferometric profiles 
recorded prior to bias variations, while Figure 2b shows the variations for a fixed frequency of 
operation of both the PNA Amplitude and Phase signals upon DC step bias between 0 V and −2.5 V 
applied at the tip at a frequency of 100 mHz (10 s period) and in a time frame of 100 s (10 cycles). The 
interferometric frequency f0 was initially measured at 10.469247 GHz (the light grey profile at t0), 
while the operating one fOP was set to 10.469249 GHz, i.e., 2 kHz higher (the right side of the 
interferometric profile). A low drift, estimated in this case to be around 23 Hz s−1 and inherent to the 
interferometric detection unit, induced a slow and continuous increase in f0 with time. The time 
profiles displayed in Figure 2b were captured sufficiently later to be in the situation f0 > fOP (between 
t1 and t1 + ∆t, with ∆t = 100 s, and t1 − t0 = 442 s). Hence the phase values between 170° and 180° and 
both the PNA phase and amplitude signals increasing with time as the drift further shifts the 
interferometric towards higher frequencies. Figure 2a displays in black and dark gray the 
reconstructed amplitude, and in red and paler red the reconstructed phase interferometric profiles at 
the beginning (t1) and the end of the time profile (t1 + ∆t) assuming the sole drift as disturbing artifacts. 
At fOP, now on the left side of the interferometric profile, the two profiles barely differ in phase while 
the bias average PNA amplitude increases within a 2 dB range as observed in Figure 2b. Along with 
the frequency shift, additional minor distortions of the interferometric profiles are also observed. 
These distortions are exemplified in Figure S1 (S stands for supplementary). This figure shows the 
superimposition of the PNA amplitude interferometric profile of Figure 2a (t0) with the 
corresponding one recorded after the capture of the time profiles (t0 + 711 s > t1 + ∆t). The drift is 
compensated to stress that the perturbations are limited in the close vicinity of f0 (grey zone in Figure S1, 

Figure 1. (a) Schematic of the Keysight SMM set-up augmented with the Mach-Zehnder interferometer
for 50 Ω free detection system. The sample Metal/Insulator/Semiconductor (MIS) architecture is
also depicted along of the chemical structure of the reference material studied (P3HT). (b,c) Typical
interferometric performance network analyzer (PNA) Amplitude and Phase profiles recorded across the
samples described in (a) in broad and narrow bandwidth at the interferometric frequency, respectively.
f0 and fOP stand for the interferometric minimum amplitude and operating frequencies, respectively.
The profiles in (c) are shown in semi-Log scale, and in linear scale in the inset.

3. Results and Discussion

3.1. Measurement Artifacts

Figure 2a shows the PNA phase (pale red) and amplitude (grey) interferometric profiles recorded
prior to bias variations, while Figure 2b shows the variations for a fixed frequency of operation of both
the PNA Amplitude and Phase signals upon DC step bias between 0 V and −2.5 V applied at the tip
at a frequency of 100 mHz (10 s period) and in a time frame of 100 s (10 cycles). The interferometric
frequency f0 was initially measured at 10.469247 GHz (the light grey profile at t0), while the operating
one fOP was set to 10.469249 GHz, i.e., 2 kHz higher (the right side of the interferometric profile). A low
drift, estimated in this case to be around 23 Hz s−1 and inherent to the interferometric detection unit,
induced a slow and continuous increase in f0 with time. The time profiles displayed in Figure 2b
were captured sufficiently later to be in the situation f0 > fOP (between t1 and t1 + ∆t, with ∆t = 100 s,
and t1 − t0 = 442 s). Hence the phase values between 170◦ and 180◦ and both the PNA phase and
amplitude signals increasing with time as the drift further shifts the interferometric towards higher
frequencies. Figure 2a displays in black and dark gray the reconstructed amplitude, and in red and
paler red the reconstructed phase interferometric profiles at the beginning (t1) and the end of the time
profile (t1 + ∆t) assuming the sole drift as disturbing artifacts. At fOP, now on the left side of the
interferometric profile, the two profiles barely differ in phase while the bias average PNA amplitude
increases within a 2 dB range as observed in Figure 2b. Along with the frequency shift, additional
minor distortions of the interferometric profiles are also observed. These distortions are exemplified in
Figure S1 (S stands for supplementary). This figure shows the superimposition of the PNA amplitude
interferometric profile of Figure 2a (t0) with the corresponding one recorded after the capture of the
time profiles (t0 + 711 s > t1 + ∆t). The drift is compensated to stress that the perturbations are limited
in the close vicinity of f0 (grey zone in Figure S1, i.e., in a spectral range ±5 kHz around f0 thus lying
away of the fOP ranges. These perturbations can therefore be disregarded in the following analysis.
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profiles observed before, unless fOP is properly chosen, so that frequency shift and fringe amplitude 
variations more specifically impact the PNA amplitude and phase, respectively. 
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Figure 2. (a) PNA Amplitude and Phase spectra captured at t0. The spectra at t1 and t1 + ∆t corresponding
to the interferometric response prior to and after the capture of time profiles displayed in (b) are
reconstructed from the spectra at t0 taking only into account the drift of f0 evaluated ~1.7 Hz s−1 (b)
Variations of PNA Amplitude and Phase upon DC gate bias for fOP~10.4925 GHz. The applied DC tip bias
is also shown associated with a vertical blue scale.

3.2. Variations of PNA Signals with Bias

As a negative tip bias is applied, both PNA amplitude and phase signals exhibit variations.
In Figure 2b, a −2.5 V DC tip bias leads to a decrease (increase) in the amplitude (phase) signal.
This suggests a sensitivity of SMM and the ability of S11 to detect variations of electrical properties
of P3HT as negative DC tip bias favors hole injection in the P3HT from the bottom electrode.
Comparative measurements displayed in Figure S2 but with fOP > f0 exhibit reversed amplitude and
phase variations with −3 V DC bias. It is worth noting that in addition to fOP > f0, the 180◦ shift at the
interferometric frequency is also opposite that in Figure 2a. In other words, because the amplitude
and phase profiles are both decreasing functions with frequency when fOP < f0 like in Figure 2a, if the
biasing was inducing only a frequency shift of f0, one should observe this frequency shift with in
phase amplitude and phase variations (i.e., increasing or decreasing together). A similar reasoning
can be made in Figure S2 where the amplitude and phase profiles are both increasing around fOP > f0.
Therefore, a frequency shift upon bias cannot be the only signature of the bias on the PNA signals.

To further investigate the origin of the amplitude and phase variations at fOP < f0 upon biasing,
Figure 3a,b evidence the impact of the bias onto the PNA amplitude and phase interferometric
profiles, respectively. At the inset of both figures, a broad range display of the PNA signal is shown,
highlighting in green the narrower spectral range in which fOP is usually set and which corresponds
to the main display. Several interferometric profiles were successively captured varying the bias
progressively from 0 V to −6 V. A last record at 0 V allows for a determination of the inherent drift
towards higher frequencies as mentioned before and confirmed in Figure 3a between the black and grey
profile. Despite the drift, one can clearly observe the significant decrease (increase) in the amplitude
(phase) signal with the bias consistent with what observed in Figure 2a in similar fOP < f0 operating
conditions. The inset in Figure 3a also shows an increase in the interferometric fringe at −6 V that
could be responsible for the decrease in the amplitude signal. Meanwhile, the apparent decrease in the
amplitude signal at −6 V is more pronounced for fOP < f0 compared to fOP > f0 operating conditions.
This indicates that DC bias induces both a frequency shift and variations in the fringe amplitude of the
interferometric profiles. These mechanisms are likely to be cross linked in the time profiles observed
before, unless fOP is properly chosen, so that frequency shift and fringe amplitude variations more
specifically impact the PNA amplitude and phase, respectively.
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of the microwave, decreases with both the operating frequency and the conductivity of the probed 
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Figure 3. Interferometric PNA amplitude (a) and phase (b) profiles highlighting their respective
sensitivity to negative DC tip bias in operating conditions fOP < f0. The bias induces in (a) a
displacement of the interferometric fringe towards lower frequencies and, in this case, a deepening
of the interferometric amplitude fringe, while in (b) a steepening of the phase profiles is observed.
Hence, upon bias a decrease in the amplitude and an increase in the phase signals are observed at fOP,
respectively. In insets, the different amplitude and phase spectra across a wider range including f0.
For each profile at t > t0 the frequency shift (~+7 Hz s−1) was artificially compensated to allow better
observation of the variations of both PNA signals with negative DC tip bias. The highlighted spectral
range of the profiles corresponds to the green area in their respective insets.

Figure S3 shows interferometric and associated time profiles of PNA phase and amplitude
captured upon the time at the same fringe around 10.46944 GHz. Once the probe came into contact
with the sample, a first interferometric profile was captured (top black and red curves in Figure S3a, t0),
followed by two time profiles with a step bias of −1 V and f0 > fOP (Figure S3b). Without lifting up the
probe, but tuning the interferometer, the protocol of capture of interferometric was repeated (bottom
black and red curve in Figure S3a, t0 + 829 s) followed by time profiles with step bias of −1 V, −2 V and
−3 V and fOP > f0 (black/pink, grey/red and pale grey/pale red amplitude/phase profiles in Figure S3c).
In Figure S3b,c, at −1 V, negligible echo of the step bias could be observed in the amplitude time profiles,
but only in the phase ones. This suggests that several mechanisms can be probed upon bias variations,
being more sensitively detected by the amplitude or the phase signals. In Figure S3c, however, at −3 V,
an artefact occurring at ~20 s in the time profiles is simultaneously detected by both amplitude and
phase signals, also indicating possible crosstalk between the signals. In Figure S3b,c, profiles differ
from fOP and their relative value compared to f0 and the fringe amplitude of the interferometric profiles.
Very high fringe amplitude (Figure S3c) is likely to exhibit high variations upon small perturbations
like that of DC bias. Both phase and amplitude signals are then expected to significantly vary in
the very narrow spectral range with fOP ≈ f0, thus leading to as observed cross-talking between
the signals. Conversely, lower fringe amplitude even fOP ≈ f0 will limit the impact of its variations
with bias to the only PNA phase, thus allowing other mechanisms to be detected upon bias in PNA
amplitude. Interestingly, consistent amplitude variations between Figure 2b and Figure S2b and other
profiles (not shown) can be explained by a frequency shift towards lower frequency upon negative
DC tip bias. Meanwhile, consistency between Figure 2b, Figures S2b and S3b could also be observed
between phase signals, considering variations towards a −π phase shift at f0. The results reported by
Seki et al. on benzothiophene derivative exposed to 9 GHz in a dielectric resonator also discriminated
between a frequency shift and Q-factor variations of the S11 upon bias at the resonance frequency of
the cavity, and attributing them to variations of the complex permittivity of the material under test,
i.e., the dielectric constant and the loss (thus the conductivity), respectively [13]. Here, the variations of
the 180◦ phase shift at f0 upon bias can be correlated to a more pronounced imbalance between the two
branches of the interferometer initially set to compensate the pathway probing with the reference one.
In general, the effect of electrical perturbations on interferences and resonances cannot be so easily
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correlated. Resonances result from multiple interferences. They can be modeled by an equivalent
RLC circuit. Therefore, their frequency shift can be related to a variation in capacitance or inductance
and the Q-factor is related to the resistance or more generally to energy loss phenomena. In contrast,
interferences represent the sum of two phase-shifted monochromatic signals with similar amplitudes.
Although the amplitude in log scale near the minimum may look as a resonance, in linear scale, it looks
like a sinus function (Figure 1c, inset) with a minimum that will actually reach the residual thermal noise
signal if the amplitudes of the two shifted signals are exactly the same. The perturbation of the signal on
one branch by the change of the impedance-induced wave reflection unbalances the interference which
results in a variation of the amplitude and phase of the measured signal. However, qualitatively, this
mechanism presents some analogy with the Q-factor variations observed by Seki et al. in their resonator
and attributed to specific bias induced loss, hence conductivity variations. Their observed frequency
shift is attributed to permittivity variations induced by charge trapping. The existing analytical models
supporting SMM systems augmented with a Mach-Zehnder interferometer-based detection unit [15],
once applied to the above results displayed in Figure S3b, may attribute PNA amplitude and phase
signals to capacitance and conductivity. Quantitative evaluation of the variations of these parameters
usually lie in the order of the aF and the µS, respectively [15]. More precise determination, however,
must precisely consider the operating setpoint (fOP) regarding the interferometric profiles (f0) to fix
the sensitivity of the measurement. Figure S3b shows two sets of time profiles captured successively
applying a −1 V step bias. As the interferometric drift further moves away the operating setpoint
compared to f0, the mean PNA amplitude (phase) increased (decreased) in the second profile while the
variations of the PNA phase with bias are also less pronounced. This must also be taken into account in
interpreting Figure S3c, for which the significant increase in phase variations with bias is a combination
of the drift (opposite to that of Figure S3c since here f0 < fOP) and the injection of carriers the P3HT.

3.3. Material Properties Probing

Previous studies involving microwave probing of semiconducting polymers by means of so-called
voltage modulated microwave spectroscopy and flash-photolysis time-resolved microwave conductivity
also observed conductivity increase in the upon voltage or light excitation of the polymer [10,11].
They determined local carrier mobility, attributing their measurements to properties taking place
at the mesoscopic scale, and more precisely to polymer intrachain charge transport. The formation
of polarons upon light absorption or carrier injection with different excited states associated with
the carrier could be discriminated by the energy formation and relaxation dynamics. Strong electric
field was also shown to extend the diffusion of carriers along the chain by enhancing hopping
rates at potential barriers induced by defects in the chain, and therefore improving carrier transport.
Polarons are charge-phonon coupling and are shown to drive intramolecular transport mechanisms
in organic semiconductors [29,30]. In polymers, polaron assisted transport therefore corresponds to
intrachain carrier motion. Many different polarons can be considered with materials and structures.
Descriptive formalism is acknowledged [31] and polaron lifetime usually ranges from fs to ns [32,33],
allowing spectroscopic characterization from THz down to GHz. Existing measurements report higher
carrier mobility compared to conventional low frequency bulk probing methods, typically three to four
orders of magnitude ~100 cm2 V−1 s−1. As conjugation drives the carrier motion, intrachain transport
is simpler compared to interchain [34,35]. Here, existing analytical modelling tools, as proposed in SI,
allow for local variations of conductivity ~µS to be determined. These could be coarsely explained
from G = e.p.µ.S/d, with G the measured conductance, e the elementary charge, p the carrier density in
accumulated P3HT ~1018 cm−3 [28], µ the intrachain mobility ~100 cm2 V−1 s−1 [10], S the contact area
~50 × 50 nm2 and d the penetration depth d ~25 nm, much lower than the film thickness (~150 nm),
consistently with the chosen frequency ~10.5 GHz sufficiently high to limit the microwave penetration
depth to a fraction of the semiconductor thickness (See Figure S4a,b).

In their dielectric resonator configuration, Seki et al. attributed the observed frequency shift of
microwave power spectrum to variations of dielectric constant induced by the contribution of trapped
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carriers in the measurements [13]. In SMM, as illustrated in Figure S4, the penetration depth of the
microwave, decreases with both the operating frequency and the conductivity of the probed volume.
Upon negative bias, carrier accumulation increases the loss and reduces the penetration depth of the
microwave in the P3HT. This indirectly increases the corresponding capacitance between the tip contact
and the conductivity plan at the maximum penetration depth of the microwave (See Figure S4a,b).
Consequently, negative biasing would have combined impact of both the frequency shift and the
sharpness of the interferometric fringes as shown in Figures 2 and 3 and Figure S2. Especially, a decrease
(increase) in the penetration depth (capacitance) upon negative bias corresponds to a frequency shift
towards lower values. The analytical model proposed in S6 estimated the capacitance variations of a
few aF. With the proposed dimensions above, and δC = − ε0εr

d2 .S.δd with ε0εr the dielectric permittivity
of the material, δC~1 aF variations of capacitance correspond to δd~10 nm.

As PNA signal variations with bias are expected to be the signature of polarons with high mobility,
the above analysis is also consistent with identical sharp transient response in amplitude and phase
time profiles (see Figure 2b and Figure S2b).

Meanwhile, the contribution of traps could also be observed. This requires lower frequency
operation to probe a deeper volume and a large tip bias. The SMM probing depth and the variations
of the material electrical properties upon bias are depicted in Figure S5c,d. Associated experimental
results are displayed in Figure S5. Figure S5a shows the interferometric response across a fringe with
minimum frequency f0 chosen around 3.5709 GHz with an operating set up fOP > f0 to minimize drift
induced perturbations during measurement. Figure S5b displays the corresponding PNA amplitude
and phase time profiles and their variations with bias. The phase signal decreases with bias consistently,
with variations of the interferometric profile towards a +π shift of the signal at f0. Like previous phase
profiles, sharp transient variations are also observed with bias. This suggests again a charge increase in
P3HT upon bias forming polaron in the probed volume and whose fast dynamics cannot be resolved
by the VNA controller. On the contrary, transient mechanisms can clearly be observed in the PNA
amplitude time profile. These transient discrepancies between phase and amplitude profiles confirm
that different mechanisms can be probed simultaneously with SMM and be discriminated between the
two signals. The amplitude decreases with more negative bias, indicating now a frequency shift towards
higher values. Therefore, the origin of the drift can no longer attributed to contractions of the probed
volume upon conductivity increase. The observed transient with characteristic time around 10 s upon
bias variations would rather be attributed to carrier trapping/detrapping mechanisms. As illustrated
in Figure S4c,d, the low frequency operating microwave is now probing the whole semiconducting
film. Upon the bias, no variations of the penetration depth can occur. However, the large electric field
across the field is likely to empty hole deep traps in the P3HT at the back contact. This can explain
the shift towards higher frequencies of the PNA amplitude, corresponding to a decrease in probed
capacitance, while the slow transient characteristics describe their peculiar dynamics.

4. Conclusions

In summary, SMM equipped with a Mach-Zehnder interferometer to allow for 50 Ω free
detection system and probing high impedance semiconducting materials was applied to electrically
characterize P3HT as a reference semiconducting polymer in a Metal-Insulator-Semiconductor structure.
The microwave probing method operating in a 2 to 20 GHz spectral range was shown to be sensitive
to variations of electrical properties in the semiconductor upon negative DC tip bias. Provided the
operating setpoint is appropriately adjusted in the vicinity of a chosen interferometric fringe to ensure
enough sensitivity (|fOP − f0| < 100 kHz) and avoid cross-talking artifacts (|fOP − f0| > 10 kHz), PNA phase
and amplitude signal variations could be simultaneously and independently correlated to the conductive
and capacitive mechanisms modifying the properties of P3HT upon bias. High frequencies occurred to
be more efficient for the study of intrachain conductive mechanisms associated with the formation
of polarons along polymer chains and generated from carrier injection upon bias, and for the
determination of locally charged transport mechanisms and associated mobilities. Low frequencies
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probing locally across the whole material appeared more suitable to explore trapping mechanisms
inherent to the morphology of organic semiconductors. This study evidenced the versatility of SMM
but also the necessary constraints for efficient experimental protocols to carry out high resolution
non-contact electrical characterization of organic semiconductors, to be useful both for the fundamental
understanding of physical mechanisms at stake in these complex materials and for the industrial
development of organic electronics.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/10/22/8234/s1,
Figure S1: Complement to interferometric profiles of Figure 2, Figure S2: Complement to interferometric and time
profiles of Figure 2, Figure S3: additional interferometric and associated time profiles at 10.46944 GHz, Figure S4:
Schematic of the variations of the tip sample interactions varying microwave frequency and probed bias, Figure
S5: interferometric and associated time profiles at 3.5709 GHz, S6: Interferometer modeling.
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