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#### Abstract

We address the problem of dynamic output feedback stabilization at an unobservable target point. The challenge lies in according the antagonistic nature of the objective and the properties of the system: the system tends to be less observable as it approaches the target. We illustrate two main ideas: well chosen perturbations of a state feedback law can yield new observability properties of the closed-loop system, and embedding systems into bilinear systems admitting observers with dissipative error systems allows to mitigate the observability issues. We apply them on a case of systems with linear dynamics and nonlinear observation map and make use of an ad hoc finite-dimensional embedding. More generally, we introduce a new strategy based on infinite-dimensional unitary embeddings. To do so, we extend the usual definition of dynamic output feedback stabilization in order to allow infinite-dimensional observers fed by the output. We show how this technique, based on representation theory, may be applied to achieve output feedback stabilization at an unobservable target.


## 1 Introduction

The problem of output feedback stabilization is one of deep interest in control theory. It consists of stabilizing the state of a dynamical system, that is only partially known, to a target point. Although a vast literature tackles this topic (see [4, and references therein), some fundamental issues remain mostly open. The case of completely uniformly observable systems has been solved in [20] and [36, 37]: a separation principle can be set up to achieve semi-global dynamic output feedback stabilization. However, as shown in [17, nonlinear systems are generically nonuniformly observable, i.e., there exist inputs that make the system unobservable. Crucially, observability singularities prevent from applying classical tried-and-tested methods. However, such difficulties occur in practical engineering systems, where original strategies need to be explored [1,2,12, 16, 18, 29, 35], leading to a renewal of interest in the issue in recent years.

General methods, based on time-varying feedback laws have been developed to deal with singular inputs. Let us mention the seminal article [13] by J.-M. Coron, in which local stabilization is achieved by means of a periodic time-varying feedback, up to a Lie null-observability condition. A "sample-and-hold" strategy was developed in [32] for the practical semi-global stabilization as well. Furthermore, perturbations of the input, such as high-frequency excitation [12, 35], stochastic noise [16], or feedback law perturbation [9, 24], appear to be a key tool
to enhance the observability properties of the system. In the later two papers, the closed-loop system remains autonomous, which is of interest for engineering applications.

Another important tool in stabilization theory is the use of weakly contractive systems, for which flows are non-expanding [10]. In [30], the authors proved that for non-uniformly observable state-affine systems, detectability at the target is a sufficient condition to set up a separation principle. In [24] a strategy of feedback perturbation is used in conjunction with the contraction property of a quantum control system to achieve stabilization at an unobservable target.

In the present paper, we coalesce the insights provided by these previous works in order to come up with solutions to attack the problem of dynamic output feedback stabilization at an unobservable target. The issue itself bears discussion, hence we first explore in Section 2.1 necessary conditions for dynamic output feedback stabilization. Furthermore, a simple example by J.-M. Coron in [13] highlights how some systems are not stabilizable by means of a finite-dimensional autonomous dynamic output feedback, even locally (Section 3.1). Similar examples, sharing the same unobservability issues, may nonetheless be stabilized, as we illustrate in Section 3.2.

In order to access the properties of contractive systems, we look into embedding techniques. In [11], the authors propose an observer design strategy based on infinite-dimensional unitary embeddings. We rely on their approach in the context of output feedback stabilization, which leads to a coupling of the finite-dimensional original system with an infinite-dimensional contractive observer system (Section 4.1). Interestingly, adding an infinite-dimensional virtual state fed by the output to the original system lifts the topological obstructions identified in [13]. We illustrate this strategy in Section 4.2 by focusing on examples with linear dynamics and nonlinear observation map, that we hope may pave the way to more general results in the future.

Notations: Denote by $\mathbb{R}$ (resp. $\mathbb{R}_{+}$) the set of real (resp. non-negative) numbers, by $\mathbb{C}$ the set of complex numbers and by $\mathbb{Z}$ (resp. $\mathbb{N}$ ) the set of integers (resp. non-negative integers). The Euclidean norm over $\mathbb{R}^{n}\left(\right.$ or $\left.\mathbb{C}^{n}\right)$ is denoted by $|\cdot|$ for any $n \in \mathbb{N}$. The real and imaginary parts of $z \in \mathbb{C}$ are denoted by $\Re z$ and $\Im z$, respectively. For any normed vector space $\left(X,\|\cdot\|_{X}\right)$, we denote by $B_{X}(x, r)$ (resp. $\left.\bar{B}_{X}(x, r)\right)$ the open (resp. closed) ball of $X$ centered at $x \in X$ of radius $r>0$ for the norm $\|\cdot\|_{X}$. The identity operator over $X$ is denoted by $\mathrm{I}_{X}$. For all $k \in \mathbb{N} \cup\{\infty\}$ and all interval $U \subset \mathbb{R}$, the set $C^{k}(U, X)$ is the set of $k$-continuously differentiable functions from $U$ to $X$.

## 2 Problem statement

Let $n, m$ and $p$ be positive integers, $f: \mathbb{R}^{n} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{n}$ and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. For all $u \in$ $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$, consider the following observation-control system:

$$
\left\{\begin{array}{l}
\dot{x}=f(x, u)  \tag{1}\\
y=h(x)
\end{array}\right.
$$

where $x$ is the state of the system, $u$ is the control (or input) and $y$ is the observation (or output). This paper deals with the problem of dynamic output feedback stabilization of (II). Without loss of generality, we assume that the target point at which we aim to stabilize $x$ is the origin $0 \in \mathbb{R}^{n}, h(0)=0$ and $f(0,0)=0$.

Suppose that $f$ is uniformly locally Lipschitz with respect to $x$ and continuous. According to the Cauchy-Lipschitz theorem, for all input $u \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, and all $x_{0} \in \mathbb{R}^{n}$, there exists
exactly one maximal solution $\varphi_{t}\left(x_{0}, u\right)$ defined for $t \in\left[0, T\left(x_{0}, u\right)\right)$ such that $\varphi_{0}\left(x_{0}, u\right)=x_{0}$ and $\frac{\partial \varphi_{t}\left(x_{0}, u\right)}{\partial t}=f\left(\varphi_{t}\left(x_{0}, u\right), u(t)\right)$ for all $t \in[0, T)$. The map $\varphi$ is called the flow of (1).

Definition 2.1 (Dynamic output feedback stabilizability). System (1) is said to be locally (resp. globally) stabilizable by means of a dynamic output feedback if and only if the following holds.

There exist two continuous map $\nu: \mathbb{R}^{q} \times \mathbb{R}^{p} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{q}$ and $\varpi: \mathbb{R}^{q} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ for some positive integer $q$ such that $(0,0) \in \mathbb{R}^{n} \times \mathbb{R}^{q}$ is a locally (resp. globally) asymptotically stabled equilibrium point of the following system:

$$
\left\{\begin{array}{l}
\dot{x}=f(x, u)  \tag{2}\\
y=h(x)
\end{array}, \quad\left\{\begin{array}{l}
\dot{w}=\nu(w, u, y) \\
u=\varpi(w, y) .
\end{array}\right.\right.
$$

Additionally, if for any compact set $\mathcal{K} \subset \mathbb{R}^{n}$, there exist two continuous map $\nu: \mathbb{R}^{q} \times \mathbb{R}^{p} \times$ $\mathbb{R}^{m} \rightarrow \mathbb{R}^{q}$ and $\varpi: \mathbb{R}^{q} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ for some positive integer $q$, and a compact set $\widehat{\mathcal{K}} \subset \mathbb{R}^{q}$ such that $(0,0) \in \mathbb{R}^{n} \times \mathbb{R}^{q}$ is an asymptotically stable equilibrium point of (22) with basin of attraction containing $\mathcal{K} \times \widehat{\mathcal{K}}$, then (11) is said to be semi-globally stabilizable by means of a dynamic output feedback.

Remark 2.2. Clearly, we have following implications about the stabilizability by means of dynamic output feedback of (1):

$$
\begin{equation*}
\text { (Global stabilizability) } \Longrightarrow \text { (Semi-global stabilizability) } \Longrightarrow \text { (Local stabilizability) } \tag{3}
\end{equation*}
$$

Remark 2.3. Since $h(0)=0$ and $f(0,0)=0$, if (2) is locally asymptotically stable at $(0,0)$, then $\varpi(0,0)=0 \in \mathbb{R}^{p}$ is the value of the control at the target point.

### 2.1 Necessary conditions

The problem of dynamic state feedback stabilization of (11) is equivalent to the dynamic output feedback stabilization in the case where $h(x)=x$. Therefore, dynamic state feedback stabilizability of (11) is a necessary condition for dynamic output feedback stabilizability. One may wonder if static state feedback stabilizability of (I) a necessary condition for dynamic output feedback stabilizability. In [4], the authors answer by the positive if a sufficiently regular selection function can be found. We recall their result below.

Definition 2.4 (State feedback stabilizability). System (1) is said to be locally (resp. globally) stabilizable by means of a (static) state feedback if and only if there exists a continuous map $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ such that $0 \in \mathbb{R}^{n}$ is a locally (resp. globally) asymptotically stable equilibrium point of

$$
\left\{\begin{array}{l}
\dot{x}=f(x, u)  \tag{4}\\
u=\phi(x) .
\end{array}\right.
$$

Additionally, if for any compact set $\mathcal{K} \subset \mathbb{R}^{n}$, there exists a continuous map $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ such that $0 \in \mathbb{R}^{n}$ is an asymptotically stable equilibrium point of (4) with basin of attraction containing $\mathcal{K}$, then (1) is said to be semi-globally stabilizable by means of a static state feedback.

Remark 2.5. Clearly, the implications (3) hold for the stabilizability by means of static state feedback of (11).

[^0]Theorem 2.6 ([4, Lemma 1, (1)]). Assume that (2) is locally asymptotically stable at (0,0) with basin of attraction ${ }^{2} \mathcal{U}_{x} \times \mathcal{U}_{w}$. Let $V$ be a $C^{\infty}\left(\mathcal{U}_{x} \times \mathcal{U}_{w}, \mathbb{R}_{+}\right)$strict proper Lyapunov function of (21). If there exists a selection map $\mathcal{U}_{x} \ni x \mapsto \phi(x) \in \operatorname{argmin}_{\mathcal{U}_{w}} V(x, \cdot)$ which is locally Hölder of order strictly larger than $\frac{1}{2}$, then (4) is locally asymptotically stable at 0 with basin of attraction containing $\mathcal{U}_{x}$.

Therefore, up to the existence of a sufficiently regular selection map, this result implies that the following local (resp. semi-global, global) condition is necessary for the local (resp. semi-global, global) stabilizability of (1) by means of a dynamic output feedback.

Condition 2.7 (State feedback stabilizability - local, semi-global, global). System (11) is locally (resp. semi-globally, globally) stabilizable by means of a static state feedback.

In [13, J.-M. Coron stated two additional conditions that he proved to be sufficient when local static state feedback stabilizability holds to ensure local dynamic output feedback stabilizability, provided that one allows the output feedback to depend on time (which we do not allow in this paper). The two following conditions are weaker versions of the ones of [13]. We prove that these two conditions are necessary to ensure dynamic output feedback stabilizability. The first one, known as 0-detectability is also used by E. Sontag in [34] in the context of abstract nonlinear regulation theory.

Condition 2.8 (0-detectability - local, global). Let $\mathcal{X}_{0}=\left\{x_{0} \in \mathbb{R}^{n}: \forall t \in\left[0, T\left(x_{0}, 0\right)\right), h\left(\varphi_{t}\left(x_{0}, 0\right)\right)=\right.$ $0\}$. Then $0 \in \mathcal{X}_{0}$ is a locally (resp. globally) asymptotically stable equilibrium point of the vector field $\mathcal{X}_{0} \ni x \mapsto f(x, 0)$.

Theorem 2.9. If (11) is locally (resp. semi-globally, globally) stabilizable by means of a dynamic output feedback, then Condition 2.8 holds locally (resp. globally, globally).

Proof. The set $\mathcal{X}_{0}$ is invariant for the vector field $x \mapsto f(x, 0)$ and $0 \in \mathcal{X}_{0}$. Let $x_{0} \in \mathcal{X}_{0}$. Assume that (11) is locally stabilizable by means of a dynamic output feedback, and that $\left(x_{0}, 0\right)$ is in the basin of attraction of $(0,0)$ for (2).

Then $t \mapsto\left(\varphi_{t}\left(x_{0}, 0\right), 0\right)$ is a trajectory of (2) with initial condition $\left(x_{0}, 0\right)$. Hence $\varphi_{t}\left(x_{0}, 0\right)$ is well-defined for all $t \geqslant 0$ and tends towards 0 as $t$ goes to infinity. Moreover, for all $R>0$, there exists $r>0$ such that, if $x_{0} \in B_{\mathbb{R}^{n}}\left(x_{0}, r\right)$, then $\varphi_{t}\left(x_{0}, 0\right) \in B_{\mathbb{R}^{n}}\left(x_{0}, R\right)$ for all $t \geqslant 0$.

If we assume that (1) is globally stabilizable by means of a dynamic output feedback, then the arguments still hold for any $x_{0}, \tilde{x}_{0} \in \mathbb{R}^{n}$. If (1) is only semi-globally stabilizable by means of a dynamic output feedback, we first define $\mathcal{K}$ as in Definition 2.1 containing $x_{0}$.

Condition 2.10 (Indistinguishability implies common stabilizability - local, global). For all $x_{0}, \tilde{x}_{0}$ in some neighborhood of $0 \in \mathbb{R}^{n}$ (resp. for all $x_{0}, \tilde{x}_{0}$ in $\mathbb{R}^{n}$ ), if for all $u \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$ such that $T\left(x_{0}, u\right)=+\infty$ it holds that $h\left(\varphi_{t}\left(x_{0}, u\right)\right)=h\left(\varphi_{t}\left(\tilde{x}_{0}, u\right)\right)$ for all $t \in\left[0, T\left(\tilde{x}_{0}, u\right)\right)$, then there exists $v \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$ such that $\varphi_{t}\left(x_{0}, v\right)$ and $\varphi_{t}\left(\tilde{x}_{0}, v\right)$ are well-defined for all $t \in \mathbb{R}_{+}$ and tend towards 0 as $t$ goes to infinity.

Theorem 2.11. If (11) is locally (resp. semi-globally, globally) stabilizable by means of a dynamic output feedback, then Condition 2.10 holds locally (resp. globally, globally).

Proof. Let $x_{0}, \tilde{x}_{0} \in \mathbb{R}^{n}$ be such that for all $u \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$ such that $T\left(x_{0}, u\right)=+\infty$ it holds that $h\left(\varphi_{t}\left(x_{0}, u\right)\right)=h\left(\varphi_{t}\left(\tilde{x}_{0}, u\right)\right)$ for all $t \in\left[0, T\left(\tilde{x}_{0}, u\right)\right)$, Assume that (1) is locally stabilizable

[^1]by means of a dynamic output feedback, and that $\left(x_{0}, 0\right),\left(\tilde{x}_{0}, 0\right)$ are in the basin of attraction of $(0,0)$ for (2).

Let $(x, w)$ be a solution of (2) starting from $\left(x_{0}, 0\right)$. Set $v=\varpi(w, h(x))$. Then $T\left(x_{0}, v\right)=$ $+\infty$ and $\varphi_{t}\left(x_{0}, v\right) \rightarrow 0$ as $t \rightarrow+\infty$. Let $\tilde{x}(t)=\varphi_{t}\left(\tilde{x}_{0}, v\right)$ for all $t \in\left[0, T\left(\tilde{x}_{0}, v\right)\right)$. Since $h\left(\varphi_{t}\left(x_{0}, v\right)\right)=h\left(\varphi_{t}\left(\tilde{x}_{0}, v\right)\right)$ for all $t \in\left[0, T\left(\tilde{x}_{0}, v\right)\right),(\tilde{x}, w)$ is a solution of (2) starting from $\left(\tilde{x}_{0}, 0\right)$. Hence $T\left(\tilde{x}_{0}, v\right)=+\infty$ and $\varphi_{t}\left(\tilde{x}_{0}, v\right) \rightarrow 0$ as $t \rightarrow+\infty$.

If we assume that (1) is globally stabilizable by means of a dynamic output feedback, then the arguments still hold for any $x_{0}, \tilde{x}_{0} \in \mathbb{R}^{n}$. If (1) is only semi-globally stabilizable by means of a dynamic output feedback, we first define $\mathcal{K}$ as in Definition [2.1] containing $x_{0}$ and $\tilde{x}_{0}$.

Remark 2.12. In [30], the authors consider the problem of dynamic output feedback stabilization of dissipative state-affine systems, that is, systems of the form

$$
\left\{\begin{array}{l}
\dot{x}=A(u) x+B(u)  \tag{5}\\
y=C x
\end{array}\right.
$$

where there exists some positive definite matrix $P \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ such that, for all inputs $u$ in some admissible set,

$$
\begin{equation*}
P A(u)+A(u)^{\prime} P \leqslant 0 \tag{6}
\end{equation*}
$$

For such systems, Conditions 2.7 (local) and 2.8 are proved to be sufficient to achieve the dynamic output feedback stabilization, which implies, by Theorem [2.11, that Condition 2.10 is also satisfied. In this paper, we therefore focus on systems that are not in the form of (5)-(6).

### 2.2 Separation principle

For linear systems, the problem of output feedback stabilization is solved by the so-called separation principle, which consists of designing "separately" a stabilizing state feedback law and a state observer. Then the coupled system, which consists of applying this feedback law to the state estimation given by the observer, provides a suitable dynamic output feedback. This strategy is known to fail in general for nonlinear systems.

In [20] and [36] 37], the authors proved under a complete uniform observability assumption that any system semi-globally stabilizable by means of a static state feedback is also semiglobally stabilizable by means of a dynamic output feedback.

Definition 2.13 (Observability). System (II) is said to be observable for some input $u \in$ $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$ in time $T>0$ if and only if, for all initial conditions $\left(x_{0}, \tilde{x}_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$, there exists $t \in[0, T]$ such that $h\left(\varphi_{t}\left(x_{0}, u\right) \neq h\left(\varphi_{t}\left(\tilde{x}_{0}, u\right)\right)\right.$.

The complete uniform observability assumption required in [36, 37] is stronger than the observability for all inputs and all times. However, as proved in [17], it is generic for nonlinear systems to be not completely uniformly observable when $m \geqslant p$. The problem of dynamic output feedback stabilization remains open when singular inputs (that are, inputs that make the system unobservable) exist. The main difficulties arise when the control input $u \equiv 0$, which is the input corresponding to the equilibrium point $(0,0)$ of (2), is singular. Indeed, a contradiction may occur between the stabilization of the state at the target point, and the fact that the observer system may fail to properly estimate the state near the target. Various techniques have been introduced to remove this inconsistency.

Most of them rely on a perturbation of the input, that helps the observer system to estimate the state even near the target point. This strategy was employed in 13] (that achieved
local stabilization by using a periodic time-dependent perturbation) and in [32] (that achieved practical stabilization by using a "sample and hold" time-dependent perturbation). Let us also mention the recent works of [12,35], that also rely on a high-frequency excitation of the input. Adopting another point of view in line with [9,24], we are interested in time-independent feedback laws. In other words, the perturbation acts directly on the feedback law instead of the control input.

In the context of output feedback stabilization of non-uniformly observable systems via a separation principle, the fact that the error between the state and the observer has contractive dynamics has proven to be a powerful tool in [24,30], because it guarantees that the error is non-increasing, no matter the observability properties of the system. Therefore, embedding the original nonlinear system into a bilinear system and design an observer with dissipative error system is the second guideline that we aim to follow.

This paper is devoted to the illustration of these two guidelines for output feedback stabilization on enlightening examples. Essentially, we consider systems with linear conservative dynamics and nonlinear observation maps. Section 3 is devoted to the study of an illustrative example in which the specific form of the output allows us to find a finite-dimensional embedding of the system into a bilinear system, and to design a Luenberger observer with dissipative error system. In Section 团 we show how tools from representation theory may help to embed a system into a bilinear unitary infinite-dimensional one and stabilize a larger class of systems by means of dynamic output feedback. In both cases, the stabilizing state feedback law is modified with a perturbation that vanishes at the target point.

## 3 An illustrative example

### 3.1 An obstruction by J.-M. Coron

Consider the case where (11) is single-input single-output and $f$ is a linear map, so that it can be written in the form of

$$
\left\{\begin{array}{l}
\dot{x}=A x+b u,  \tag{7}\\
y=h(x)
\end{array}\right.
$$

where $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n \times 1}$ and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$. If $h$ is nonlinear and is not an invertible transformation of a linear map, then the usual theory of linear systems fails to be applied. Condition 2.7 reduces to the stabilizability of the pair $(A, b)$. If it holds, then (7) is globally stabilizable by a linear static state feedback.

In [13, J.-M. Coron introduced the following illustrative one-dimensional example:

$$
\begin{equation*}
\dot{x}=u, \quad y=x^{2} . \tag{8}
\end{equation*}
$$

He proved that (8) is not locally stabilizable by means of a dynamic output feedback, unless introducing a time-dependent component in the feedback law. The difficulty with this system comes from the unobservability of the target point 0 . Indeed, (8) is not observable for the constant input $u \equiv 0$ in any time $T>0$, and. Indeed, the initial conditions $x_{0},-x_{0} \in \mathbb{R}$ are indistinguishable. In particular, the system is not uniformly observable, and consequently the results of [20, 36, 37] fail to be applied. To overcome this issue, [13] introduced time-dependent output feedback laws, and proved by this means the local stabilizability of (8). This system can also be stabilized by means of "dead-beat" or "sample-and-hold" techniques (see [26], [32], respectively).

A generalization of (8) in higher dimension is

$$
\left\{\begin{array}{l}
\dot{x}=A x+b u  \tag{9}\\
y=h(x)
\end{array}\right.
$$

for a skew-symmetric matrix $A$ and $h$ radially symmetrid. Again, the constant input $u \equiv 0$ makes the system unobservable in any time $T>0$ since for any initial conditions $x_{0}, \tilde{x}_{0}$ in $\mathbb{R}^{n}$ satisfying $\left|x_{0}\right|=\left|\tilde{x}_{0}\right|, h\left(\varphi_{t}\left(x_{0}\right)\right)=h\left(\tilde{x}_{0}\right)=h\left(x_{0}\right)=h\left(\varphi_{t}\left(x_{0}\right)\right)$ for all $t \in \mathbb{R}_{+}$. Condition 2.7 (global) reduces to the stabilizability of $(A, b)$ and Condition 2.8 (global) is always satisfied. Let us state a necessary condition for the stabilizability of (9) by means of a dynamic output feedback.

Theorem 3.1. If (9) is locally stabilizable by means of a dynamic output feedback, then $A$ is invertible.

Proof. The proof is an adaptation of the one given in 13 in the one-dimensional context. Assume that $(0,0)$ is a locally asymptotically stable equilibrium point of

$$
\left\{\begin{array}{l}
\dot{x}=A x+b u,  \tag{10}\\
y=h(x)
\end{array}, \quad\left\{\begin{array}{l}
\dot{w}=\nu(w, u, y) \\
u=\varpi(w, y)
\end{array}\right.\right.
$$

for some positive integer $q$ and two continuous map $\nu: \mathbb{R}^{q} \times \mathbb{R} \times \mathbb{R}$ and $\varpi: \mathbb{R}^{q} \times \mathbb{R}$. Set $F: \mathbb{R}^{n} \times \mathbb{R}^{q} \ni(x, w) \mapsto(A x+b \varpi(w, h(x)), \nu(w, \varpi(w, h(x)), h(x)))$. Then, according to [21, Theorem 52.1] (see [14] when one does not have uniqueness of the solutions to the Cauchy problem), the index of $-F$ at $(0,0)$ is 1 . Assume, for the sake of contradiction, that $A$ is not invertible. Let $\mathcal{N}$ be a one-dimensional subspace of ker $A$. Denote by $\Sigma$ the reflection through the hyperplane $\mathcal{N}^{\perp}$, that is, $\Sigma=\mathrm{I}_{n}-2 v v^{\prime}$ for some unitary vector $v \in \mathcal{N}$. Then $\operatorname{det} \Sigma=-1, A \Sigma=A$ and $h(\Sigma x)=h(x)$. Hence $(x, w) \mapsto-F(\Sigma x, w)$ has index -1 at $(0,0)$ and $F(\Sigma x, w)=F(x, w)$. Thus $1=-1$ which is a contradiction.

According to the spectral theorem, we have the following immediate corollary. If $n=1$, we recover the result of J.-M. Coron in [13].

Corollary 3.2. If $n$ is odd and $A$ is skew-symmetric, then (9) is not locally stabilizable by means of a dynamic output feedback.

### 3.2 Converse theorem: a positive result of output feedback stabilization

One of the main results of this paper is the following theorem which is the converse of Theorem 3.1 in the case where $h(x)=\frac{1}{2}|x|^{2}$. The proof relies on the guidelines described in Section 2.2, that is, an embedding into a bilinear system, an observer design with dissipative error-system and a feedback perturbation.

Consider the special case for system (19):

$$
\left\{\begin{array}{l}
\dot{x}=A x+b u  \tag{9}\\
y=h(x)=\frac{1}{2}|x|^{2}
\end{array}\right.
$$

Theorem 3.3. If $A$ is skew-symmetric and invertible and $(A, b)$ is stabilizable, then (91) is semi-globally stabilizable by means of a dynamic output feedback.

[^2]Remark 3.4. The dynamic output feedback is explicitly given in (17). It is easily implementable, and does not use time-dependent feedback laws.

The proof of Theorem 3.3 is the object of the section. We follow the same steps as in [2], with a very similar embedding strategy. The main difference is the observability analysis developped in Section 3.2.5] here the target is unobservable, while in $[2$ it was observable.

### 3.2.1 Embedding into a bilinear system of higher dimension

Consider the map

$$
\begin{aligned}
\tau: \mathbb{R}^{n} & \longrightarrow \mathbb{R}^{n+1} \\
x & \longmapsto\left(x, \frac{1}{2}|x|^{2}\right)
\end{aligned}
$$

For all $z=\left(z_{1}, \ldots, z_{n+1}\right) \in \mathbb{R}^{n+1}$, define $\bar{z}_{n}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{R}^{n}$. If $x$ is a solution of (9), then $\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}|x|^{2}=x^{\prime} A x+x^{\prime} b u=x^{\prime} b u$ since $A$ is skew-symmetric. Hence $z=\tau(x)$ defines an embedding of (9) into

$$
\left\{\begin{array}{l}
\dot{z}=\mathcal{A}(u) z+\mathcal{B} u  \tag{11}\\
y=\mathcal{C} z
\end{array}\right.
$$

where $\mathcal{A}(u)=\left(\begin{array}{rr}A & 0 \\ u b^{\prime} & 0\end{array}\right), \mathcal{B}=\binom{b}{0}$ and $\mathcal{C}=\left(\begin{array}{llll}0 & \cdots & 0 & 1\end{array}\right)$ and with initial conditions in $\mathcal{T}=\tau\left(\mathbb{R}^{n}\right)$. Moreover, the semi-trajectory $z$ remains in $\mathcal{T}$.

### 3.2.2 Observer design with dissipative error system

Let us introduce a Luenberger observer with dynamic gain for (11). In order to make the error system dissipative, set $\mathcal{L}_{\alpha}(u)=\binom{b u}{\alpha} \in \mathbb{R}^{n+1}$ for some positive constant $\alpha$ to be fixed later. The corresponding observer system is given by

$$
\left\{\begin{array}{l}
\dot{\varepsilon}=\left(\mathcal{A}(u)-\mathcal{L}_{\alpha}(u) \mathcal{C}\right) \varepsilon  \tag{12}\\
\dot{\hat{z}}=\mathcal{A}(u) \hat{z}+\mathcal{B} u-\mathcal{L}_{\alpha}(u) \mathcal{C} \varepsilon
\end{array}\right.
$$

where $z=\hat{z}-\varepsilon$ satisfies (11), $\hat{z}$ is the estimation of the state made by the observer system and $\varepsilon$ is the error between the estimation of the state and the actual state of the system. Note that for all $u \in \mathbb{R}$,

$$
\mathcal{A}(u)-\mathcal{L}_{\alpha}(u) \mathcal{C}=\left(\begin{array}{cc}
A & -b u  \tag{13}\\
u b^{\prime} & -\alpha
\end{array}\right)=\left(\begin{array}{cc}
A & -b u \\
u b^{\prime} & 0
\end{array}\right)-\alpha \mathcal{C}^{\prime} \mathcal{C}
$$

It implies that the $\varepsilon$-subsystem of (12) is dissipative, that is, for all input $u \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$, the solutions of (12) satisfy

$$
\begin{equation*}
\frac{\mathrm{d}|\varepsilon|^{2}}{\mathrm{~d} t}=2 \varepsilon^{\prime}\left(\mathcal{A}(u)-\mathcal{L}_{\alpha}(u) \mathcal{C}\right) \varepsilon-2 \alpha \varepsilon^{\prime} \mathcal{C}^{\prime} \mathcal{C} \varepsilon=-2 \alpha|\mathcal{C} \varepsilon|^{2} \leqslant 0 \tag{14}
\end{equation*}
$$

This is the first key fact of the strategy applied below.

### 3.2.3 Feedback perturbation and closed-loop system

Because $(A, b)$ is stabilizable, there exists $K \in \mathbb{R}^{1 \times n}$ such that $A+b K$ is Hurwitz (in particular, $(K, A)$ is detectable). Since $A$ is skew-symmetric, its eigenvalues are purely imaginary. Hence, the Hautus lemmas for stabilizability (resp. detectability) and controllability (resp. observability) are equivalent. Therefore, $(A, b)$ is controllable and $(K, A)$ is observable.

With a separation principle in mind, a natural strategy for dynamic output feedback stabilization of (9) would be to combine the Luenberger observer (12) with the state feedback law $\phi: x \mapsto K x$. However, it appears that this strategy fails to be applied due to the unobservability at the target. To overcome this difficulty, we rather consider a perturbed feedback law $\phi_{\delta}: x \mapsto K x+\frac{\delta}{2}|x|^{2}$ for some positive constant $\delta$ to be fixed later. This is the second key fact of the strategy. For all $\delta>0$, denote by $\mathcal{D}_{\delta}$ the basin of attraction of $0 \in \mathbb{R}^{n}$ of the vector field $\mathbb{R}^{n} \ni x \mapsto A x+b \phi_{\delta}(x)$. Since the linearization of this vector field at 0 is $x \mapsto(A+b K) x$, it is locally asymptotically stable at 0 for all $\delta>0$. As stated in the following lemma, the drawback of this perturbation is to pass from a globally stabilizing state feedback to a semi-globally stabilizing one.

Lemma 3.5. For any compact set $\mathcal{K} \subset \mathbb{R}^{n}$, there exists $\delta_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$, $\mathcal{K} \subset \mathcal{D}_{\delta}$.

Proof. Let $\rho>0$ be such that $\mathcal{K} \subset B_{\mathbb{R}^{n}}(0, \rho)$. Since $A+b K$ is Hurwitz, there exists $P \in \mathbb{R}^{n \times n}$ positive definite such that $P(A+b K)+P^{\prime}(A+b K)^{\prime}<-2 \mathbb{I}_{\mathbb{R}^{n}}$. Set $V: \mathbb{R}^{n} \ni x \mapsto x^{\prime} P x$. Then, for all $x \in \mathcal{K}$,

$$
\begin{aligned}
\frac{\partial V}{\partial x}(x)\left(A x+b \phi_{\delta}(x)\right) & =2 x^{\prime} P(A+b K) x+\delta|x|^{2} x^{\prime} P b \\
& \leqslant(-2+\delta|x||P b|)|x|^{2} \\
& \leqslant(-2+\delta \rho|P b|)|x|^{2}
\end{aligned}
$$

Set $\delta_{0}=\frac{1}{\rho|P b|}$ and let $\delta \in\left(0, \delta_{0}\right)$. Then $V$ is positive definite and

$$
\frac{\partial V}{\partial x}(x)\left(A x+b \phi_{\delta}(x)\right)<-|x|^{2}
$$

for all $x \in \mathcal{K}$. Hence, $0 \in \mathbb{R}^{n}$ is a locally asymptotically (even exponentially) stable equilibrium point of the vector field $\mathbb{R}^{n} \ni x \mapsto A x+b \phi_{\delta}(x)$ with basin of attraction containing $\mathcal{K}$.

Hence, for all compact set $\mathcal{K} \subset \mathbb{R}^{n}$ there exists $\delta_{0}>0$ such that if $\delta \in\left(0, \delta_{0}\right)$, then $\mathcal{K} \subset \mathcal{D}_{\delta}$. On system (11), we choose the feedback law

$$
\begin{equation*}
\lambda_{\delta}(z)=(K \delta) z \tag{15}
\end{equation*}
$$

which satisfies $\phi_{\delta}=\lambda_{\delta} \circ \tau$. The corresponding closed-loop system is given by

$$
\left\{\begin{array}{l}
\dot{\varepsilon}=\left(\mathcal{A}\left(\lambda_{\delta}(\hat{z})\right)-\mathcal{L}_{\alpha}\left(\lambda_{\delta}(\hat{z})\right) \mathcal{C}\right) \varepsilon  \tag{16}\\
\dot{\hat{z}}=\mathcal{A}\left(\lambda_{\delta}(\hat{z})\right) \hat{z}+\mathcal{B} \lambda_{\delta}(\hat{z})-\mathcal{L}_{\alpha}\left(\lambda_{\delta}(\hat{z})\right) \mathcal{C} \varepsilon
\end{array}\right.
$$

By using $w=\hat{z}$ as the new dynamical system fed by the output $y$, we are now able to exhibit the coupled system that we intend to prove to give a solution to the semi-global dynamic output feedback stabilization problem of (9):

$$
\left\{\begin{array}{l}
\dot{x}=A x+b u,  \tag{17}\\
y=\frac{1}{2}|x|^{2}
\end{array}, \quad\left\{\begin{array}{l}
\dot{\hat{z}}=\mathcal{A}(u) \hat{z}+\mathcal{B} u-\mathcal{L}_{\alpha}(u)(\mathcal{C} \hat{z}-y) \\
u=\lambda_{\delta}(\hat{z}) .
\end{array}\right.\right.
$$

It is now sufficient to prove the following theorem, which implies Theorem 3.3] in the next sections.

Theorem 3.6. For all compact set $\mathcal{K} \times \widehat{\mathcal{K}} \subset \mathbb{R}^{n} \times \mathbb{R}^{n+1}$, there exist $\delta_{0}>0$ and $\alpha_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$ and all $\alpha \in\left(\alpha_{0},+\infty\right),(0,0) \in \mathbb{R}^{n} \times \mathbb{R}^{n+1}$ is a locally asymptotically stable equilibrium point of (17) with basin of attraction containing $\mathcal{K} \times \widehat{\mathcal{K}}$.

### 3.2.4 Boundedness of trajectories

Since $\mathbb{R}^{n} \ni x \mapsto \frac{1}{2}|x|^{2}$ and $\phi_{\delta}$ are locally Lipschitz continuous functions, according to the Cauchy-Lipschitz theorem, for any initial condition $\left(x_{0}, \hat{z}_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n+1}$, there exists exactly one maximal solution $(x, \hat{z})$ of (17) such that $(x(0), \hat{z}(0))=\left(x_{0}, \hat{z}_{0}\right)$. Before going into the proof of Theorem [3.6, we need to ensure the existence of global solutions.

Lemma 3.7. For any compact set $\mathcal{K} \times \widehat{\mathcal{K}} \subset \mathbb{R}^{n} \times \mathbb{R}^{n+1}$, there exist $\delta_{0}>0$ and $\alpha_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$ and all $\alpha \in\left(\alpha_{0},+\infty\right)$, (17) has a unique global solution $(x, \hat{z})$ for each initial condition $\left(x_{0}, \hat{z}_{0}\right) \in \mathcal{K} \times \widehat{\mathcal{K}}$. Moreover, $(x, \hat{z})$ is bounded and $\overline{\hat{z}}_{n}$ remains in a compact subset of $\mathcal{D}_{\delta}$.
Proof. Let $\left(x_{0}, \hat{z}_{0}\right) \in \mathcal{K} \times \widehat{\mathcal{K}}$ and $(x, \hat{z})$ be the corresponding maximal solution of (17). Set $z=\tau(x)$ and $\varepsilon=\hat{z}-z$, so that $(\varepsilon, \hat{z})$ is the maximal solution of (16) starting from $\left(\varepsilon_{0}, \hat{z}_{0}\right)$. Then, it is sufficient to prove that $(\varepsilon, \hat{z})$ is a global solution, $(\varepsilon, \hat{z})$ is bounded and $\overline{\hat{z}}_{n}$ remains in a compact subset of $\mathcal{D}_{\delta}$. According to (14), $\varepsilon$ is bounded since $|\varepsilon|$ is non-increasing. Moreover, $\hat{z}_{n+1}=\varepsilon_{n+1}+\frac{1}{2}\left|\bar{z}_{n}\right|^{2}=\varepsilon_{n+1}+\frac{1}{2}\left|\overline{\bar{z}}_{n}-\bar{\varepsilon}_{n}\right|^{2}$. Then, it remains to show that there exist $\delta_{0}>0$ and $\alpha_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$ and all $\alpha \in\left(\alpha_{0},+\infty\right)$, for all initial conditions $\left(\varepsilon_{0}, \hat{z}_{0}\right) \in(\widehat{\mathcal{K}}-\tau(\mathcal{K})) \times \widehat{\mathcal{K}}, \overline{\hat{z}}_{n}$ remains in a compact subset of $\mathcal{D}_{\delta}$.

Since $A+b K$ is Hurwitz, there exists $P \in \mathbb{R}^{n \times n}$ positive definite such that $P(A+b K)+$ $P^{\prime}(A+b K)^{\prime}<-2 \mathbb{I}_{\mathbb{R}^{n}}$. Then $V: \mathbb{R}^{n} \ni x \mapsto x^{\prime} P x$ is a strict Lyapunov function for system (9) with feedback law $\phi$. For all $r>0$, set $D(r)=\left\{x \in \mathbb{R}^{n}: V(x) \leqslant r\right\}$. Let $\rho^{\prime}>\rho>0$ and $r^{\prime}>r>0$ be such that $B_{\mathbb{R}^{n+1}}(0, \rho)$ contains $(\widehat{\mathcal{K}}-\tau(\mathcal{K}))$ and $\widehat{\mathcal{K}}$ and $B_{\mathbb{R}^{n+1}}(0, \rho) \subset D(r) \subset$ $D\left(r^{\prime}\right) \subset B_{\mathbb{R}^{n+1}}\left(0, \rho^{\prime}\right)$. According to Lemma 3.5 , there exists $\delta_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$, $\mathcal{D}_{\delta}$ contains the closure of $B_{\mathbb{R}^{n}}\left(0, \rho^{\prime}\right)$. In the following, we show that there exists $\alpha_{0}>0$ such that, if $\alpha>\alpha_{0}$, then $\overline{\bar{z}}_{n}$ remains in $B_{\mathbb{R}^{n}}\left(0, \rho^{\prime}\right)$. Consider the vector fields over $\mathbb{R}^{n+1}$ given by

$$
\begin{aligned}
\mu_{\delta}^{1}(\hat{z}) & =\mathcal{A}\left(\phi_{\delta}\left(\overline{\hat{z}}_{n}\right)\right) \hat{z}+\mathcal{B} \phi_{\delta}\left(\overline{\hat{z}}_{n}\right), \\
\mu_{\delta}^{2}(\hat{z}) & =\left(\mathcal{A}\left(\lambda_{\delta}(\hat{z})\right)-\mathcal{A}\left(\phi_{\delta}\left(\overline{\hat{z}}_{n}\right)\right)\right) \hat{z}+\mathcal{B}\left(\lambda_{\delta}(\hat{z})-\phi_{\delta}\left(\overline{\hat{z}}_{n}\right)\right), \\
\mu_{\delta, \alpha}^{3}(\varepsilon, \hat{z}) & =-\mathcal{L}_{\alpha}\left(\lambda_{\delta}(\hat{z})\right) \mathcal{C} \varepsilon,
\end{aligned}
$$

so that the solutions of (16) satisfy

$$
\begin{equation*}
\dot{\hat{z}}=\mu_{\delta}^{1}(\hat{z})+\mu_{\delta}^{2}(\hat{z})+\mu_{\delta, \alpha}^{3}(\varepsilon, \hat{z}) . \tag{18}
\end{equation*}
$$

In particular,

$$
\dot{\overline{\hat{z}}}_{n}=A \overline{\hat{z}}_{n}+\lambda_{\delta}(\hat{z}) b-\lambda_{\delta}(\hat{z}) \varepsilon_{n+1} b .
$$

By continuity of $\delta \mapsto \lambda_{\delta}$,

$$
\bar{M}:=\sup _{\substack{\varepsilon, \hat{z} \in B_{B_{n} n+1}\left(0, \rho^{\prime}\right) \\ \delta \in\left[0, \delta_{0}\right]}}\left|A \bar{z}_{n}+\lambda_{\delta}(\hat{z}) b-\lambda_{\delta}(\hat{z}) \varepsilon_{n+1} b\right|<\infty .
$$

Let $T_{0}=\frac{\rho^{\prime}-\rho}{\bar{M}}$. Since $|\varepsilon|$ is non-increasing, any trajectory of (16) starting in $B_{\mathbb{R}^{n+1}}(0, \rho) \times$ $B_{\mathbb{R}^{n+1}}(0, \rho)$ will be such that $\overline{\hat{z}}_{n}$ remains in $B_{\mathbb{R}^{n}}\left(0, \rho^{\prime}\right)$ over the time interval $\left[0, T_{0}\right]$. It remains to show that $\overline{\hat{z}}_{n}$ does not exit $B_{\mathbb{R}^{n}}\left(0, \rho^{\prime}\right)$ after time $T_{0}$.

Let $\pi: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n}$ denotes the projection operator on the first $n$ coordinates, that is, $\pi(\hat{z})=\overline{\hat{z}}_{n}$. Then $\pi$ is a left-inverse of $\tau$ : for all $x \in \mathbb{R}^{n}, \pi(\tau(x))=x$. Note that $\mu_{\delta}^{1}\left(\hat{z}_{1}\right)=\mu_{\delta}^{1}\left(\hat{z}_{2}\right)$ if $\pi\left(\hat{z}_{1}\right)=\pi\left(\hat{z}_{2}\right)$. Then,

$$
\underline{m}:=-\max _{\substack{\overline{\hat{z}}_{n} \in \partial D\left(r^{\prime}\right) \\ \hat{z} \in B_{\mathbb{R}^{n+1}}\left(0, \rho^{\prime}\right)}}\left(L_{\mu_{0}^{1}} V \circ \pi\right)(\hat{z})=-\max _{\substack{\pi(\hat{z}) \in \partial D\left(r^{\prime}\right) \\ \hat{z} \in B_{\mathbb{R}^{n+1}}\left(0, \rho^{\prime}\right)}} \frac{\partial V}{\partial x}(\pi(\hat{z}))(A+b K) \pi(\hat{z})>0
$$

Notice that $\left(\mu_{\delta}^{1}-\mu_{0}^{1}+\mu_{\delta}^{2}\right)(\hat{z})=\delta \hat{z}_{n+1}\binom{b}{b^{\prime} \overline{\hat{z}}_{n}}$. Hence, without loss of generality, one can assume that $\delta_{0}>0$ is (small enough) such that for all $\delta \in\left(0, \delta_{0}\right)$,

$$
\max _{B_{\mathbb{R}^{n+1}}\left(0, \rho^{\prime}\right)}\left|L_{\mu_{\delta}^{1}-\mu_{0}^{1}+\mu_{\delta}^{2}} V \circ \pi\right| \leqslant \frac{1}{3} \underline{m} .
$$

Fix $\delta \in\left(0, \delta_{0}\right)$. Assume for the sake of contradiction that $\overline{\hat{z}}_{n}$ leaves $D\left(r^{\prime}\right)$ for the first time at $T_{0}^{\prime}>T_{0}$. Then $\left.\frac{\mathrm{d}}{\mathrm{d} t}\right|_{t=T_{0}^{\prime}} V(\pi(\hat{z})) \geqslant 0$. We have

$$
\begin{aligned}
0 & \leqslant\left.\frac{\mathrm{~d}}{\mathrm{~d} t} V(\pi(\hat{z}(t)))\right|_{t=T_{0}^{\prime}} \\
& =\left(L_{\mu_{0}^{1}} V \circ \pi\right)\left(\hat{z}\left(T_{0}^{\prime}\right)\right)+\left(L_{\mu_{\delta}^{1}-\mu_{0}^{1}+\mu_{\delta}^{2}} V \circ \pi\right)\left(\hat{z}\left(T_{0}^{\prime}\right)\right)+\frac{\partial V \circ \pi}{\partial \hat{z}}\left(\hat{z}\left(T_{0}^{\prime}\right)\right) \mu_{\delta, \alpha}^{3}\left(\varepsilon\left(T_{0}^{\prime}\right), \hat{z}\left(T_{0}^{\prime}\right)\right) \\
& \leqslant-\frac{2}{3} \underline{m}+\frac{\partial V \circ \pi}{\partial \hat{z}}\left(\hat{z}\left(T_{0}^{\prime}\right)\right) \mu_{\delta, \alpha}^{3}\left(\varepsilon\left(T_{0}^{\prime}\right), \hat{z}\left(T_{0}^{\prime}\right)\right)
\end{aligned}
$$

Now, we show that there exists $\alpha_{0}>0$ big enough such that for all $\alpha>\alpha_{0}$,

$$
\begin{equation*}
\frac{\partial V \circ \pi}{\partial \hat{z}}\left(\hat{z}\left(T_{0}^{\prime}\right)\right) \mu_{\delta, \alpha}^{3}\left(\varepsilon\left(T_{0}^{\prime}\right), \hat{z}\left(T_{0}^{\prime}\right)\right) \leqslant \frac{1}{3} \underline{m} \tag{19}
\end{equation*}
$$

which contradicts $\underline{m}>0$. By definition of $\mathcal{L}_{\alpha}, \pi$ and $\mu_{\delta, \alpha}^{3}$,

$$
\frac{\partial V \circ \pi}{\partial \hat{z}}(\hat{z}) \mu_{\delta, \alpha}^{3}(\varepsilon, \hat{z})=-\varepsilon_{n+1} \lambda_{\delta}(\hat{z}) \frac{\partial V}{\partial x}(\pi(\hat{z})) b
$$

Let $Q=\max _{\substack{\left(\hat{z}_{2}, \hat{z}_{3}\right) \in \partial B_{\mathbb{R}^{n}}\left(0, \rho^{\prime}\right) \\ \varepsilon, \hat{z} \in B_{\mathbb{R}^{n+1}}\left(0, \rho^{\prime}\right)}}\left|\lambda_{\delta}(\hat{z}) \frac{\partial V}{\partial x}(\pi(\hat{z})) b\right|$, so that $\left|\lambda_{\delta}\left(\hat{z}\left(T_{0}^{\prime}\right)\right) \frac{\partial V}{\partial x}\left(\pi\left(\hat{z}\left(T_{0}^{\prime}\right)\right)\right) b\right| \leqslant Q$. Recall that

$$
\dot{\varepsilon}_{n+1}=-\alpha \varepsilon_{n+1}+\lambda_{\delta}(\hat{z}) b^{\prime} \bar{\varepsilon}_{n}
$$

and thus, for all $t \geqslant 0$,

$$
\varepsilon_{n+1}(t)=e^{-\alpha t} \varepsilon_{n+1}(0)+\int_{0}^{t} e^{-\alpha(t-s)} \lambda_{\delta}(\hat{z}(s)) b^{\prime} \bar{\varepsilon}_{n}(s) \mathrm{d} s
$$

Moreover, $\varepsilon(t)$ and $\overline{\hat{z}}_{n}(t)$ are in $B_{\mathbb{R}^{n+1}}\left(0, \rho^{\prime}\right)$ for all $t \in\left[0, T_{0}^{\prime}\right]$ and

$$
\lambda_{\delta}(\hat{z})=(K \delta) \hat{z}=K \overline{\hat{z}}_{n}+\delta\left(\varepsilon_{n+1}+\frac{1}{2}\left|\overline{\hat{z}}_{n}-\bar{\varepsilon}_{n}\right|^{2}\right) .
$$

Hence,

$$
\left|\lambda_{\delta}(\hat{z})\right| \leqslant \rho^{\prime}\left(|K|+\delta\left(1+2 \rho^{\prime}\right)\right)
$$

As a consequence, for all $t \in\left[0, T_{0}^{\prime}\right]$,

$$
\left|\varepsilon_{n+1}(t)\right| \leqslant \rho^{\prime}\left(e^{-\alpha t}+\frac{\rho^{\prime 2}|b|}{\alpha}\left(|K|+\delta\left(1+2 \rho^{\prime}\right)\right)\right) .
$$

Thus there exists $\alpha_{0}>0$ such that if $\alpha>\alpha_{0}$, then $\left|\varepsilon_{n+1}\left(T_{0}^{\prime}\right)\right| \leqslant \frac{\underline{m}}{3 Q}$. Fix $\alpha>\alpha_{0}$. Then (19) holds, which concludes the proof of the lemma.

### 3.2.5 Observability analysis

The following lemma is a crucial step of the proof of Theorem 3.3 that emphasizes the usefulness of the feedback perturbation described above. Indeed, one can easily see that its proof fails if $\delta=0$ (since the matrix $\mathcal{Q}$ defined below is not invertible in this case).

Lemma 3.8. Let $\left(z_{0}, \hat{z}_{0}\right) \in\left(\mathcal{T} \times \mathbb{R}^{n+1}\right) \backslash\{(0,0)\}$. Let $(\varepsilon, \hat{z})$ be the semi-trajectory of (12) with initial condition $\left(\hat{z}_{0}-z_{0}, \hat{z}_{0}\right)$. Then, for all $T>0$, (11) is observable in time $T$ for the input $u=\lambda_{\delta}(\hat{z})$.

Proof. Let $\omega_{0} \in \operatorname{ker}(\mathcal{C}) \backslash\{0\}$, and consider $\omega$ a solution of the dynamical system

$$
\begin{equation*}
\dot{\omega}=\mathcal{A}\left(\lambda_{\delta}(\hat{z})\right) \omega \tag{20}
\end{equation*}
$$

with initial condition $\omega_{0}$. To prove the result, it is sufficient to show that $\mathcal{C} \omega$ has a non-zero derivative of some order at $t=0$ if $\left(\varepsilon_{0}, \hat{z}_{0}\right) \neq(0,0)$. Indeed, it implies that for all initial conditions $z_{0} \neq \tilde{z}_{0}$ in $\mathbb{R}^{n+1}$, if $z$ (resp. $\tilde{z}$ ) is the solution of (11) with initial condition $z_{0}$ (resp. $\tilde{z}_{0}$ ), then $\omega=z-\tilde{z}$ is a solution to (20) starting at $\omega_{0} \neq 0$ and $\mathcal{C} \omega$ is not constantly equal to zero on any time interval $[0, T] \subset \mathbb{R}_{+}$. We prove this fact by contradiction: assume that

$$
\begin{equation*}
\mathcal{C} \omega^{(k)}(0)=\omega_{n+1}^{(k)}(0)=0 \quad \forall k \in \mathbb{N}, \tag{21}
\end{equation*}
$$

for some $\omega(0) \neq 0$, and prove that $\left(z_{0}, \hat{z}_{0}\right)=(0,0)$. Let $u=\lambda_{\delta}(\hat{z})$. Then $\dot{\omega}_{n+1}=u b^{\prime} \bar{\omega}_{n}$ and $\dot{\bar{\omega}}_{n}=A \bar{\omega}_{n}$. Hence

$$
\begin{equation*}
0=\omega_{n+1}^{(k+1)}(0)=\sum_{i=0}^{k}\binom{k}{i} u^{(i)}(0) b^{\prime} A^{k-i} \bar{\omega}_{n}(0) \tag{22}
\end{equation*}
$$

for all $k \in \mathbb{N}$, where $\binom{k}{i}$ denote binomial coefficients. The proof goes through the following three steps.

Step 1: Show that $u^{(k)}(0)=0$ for all $k \in \mathbb{N}$. Let $p \in \mathbb{N}$ be the smallest integer such that $u^{(p)}(0) \neq 0$ and look for a contradiction. Equation (22) yields

$$
\begin{equation*}
\sum_{i=0}^{k}\binom{p+k}{p+i} u^{(p+i)}(0) b^{\prime} A^{k-i} \bar{\omega}_{n}(0)=0 \tag{23}
\end{equation*}
$$

for all $k \in \mathbb{N}$. Since $(A, b)$ is controllable and $\bar{\omega}_{n}(0) \neq 0$, there exists $q \in\{0, \ldots, n\}$ such that $b^{\prime} A^{q} \bar{\omega}_{n}(0) \neq 0$ and $b^{\prime} A^{i} \bar{\omega}_{n}(0)=0$ for all $i \in\{0, \ldots, q-1\}$. Then

$$
\begin{equation*}
0=\sum_{i=0}^{q}\binom{p+q}{p+i} u^{(p+i)}(0) b^{\prime} A^{q-i} \bar{\omega}_{n}(0)=\binom{p+q}{p} u^{(p)}(0) b^{\prime} A^{q} \bar{\omega}_{n}(0) . \tag{24}
\end{equation*}
$$

which is a contradiction.

Step 2: Find $\mathcal{Q} \in \mathbb{R}^{(n+2) \times(n+2)}$ (invertible) such that $\mathcal{Q}\binom{\hat{z}(0)}{\varepsilon_{n+1}(0)}=0$. For all $k \in \mathbb{N}$,

$$
0=u^{(k)}(0)=(K \delta) \hat{z}^{(k)}(0)
$$

Moreover,

$$
\left(\begin{array}{c}
\dot{\overline{\hat{z}}}_{n} \\
\dot{\hat{z}}_{n+1} \\
\dot{\varepsilon}_{n+1}
\end{array}\right)=\left(\begin{array}{ccc}
A & -b u & 0 \\
b^{\prime} u & 0 & -\alpha \\
0 & 0 & -\alpha
\end{array}\right)\left(\begin{array}{c}
\overline{\hat{z}}_{n} \\
\hat{z}_{n+1} \\
\varepsilon_{n+1}
\end{array}\right)+u\left(\begin{array}{c}
b \\
0 \\
b^{\prime} \bar{\varepsilon}_{n}
\end{array}\right)
$$

Hence, for all $k \geqslant 1, \overline{\hat{z}}_{n}^{(k)}(0)=A^{k} \overline{\hat{z}}_{n}(0)$ and $\hat{z}_{n+1}^{(k)}(0)=\varepsilon_{n+1}^{(k)}(0)=(-\alpha)^{k} \varepsilon_{n+1}(0)$. Thus $\left(K A^{k} \delta(-\alpha)^{k}\right)\binom{\overline{\hat{z}}_{n}(0)}{\varepsilon_{n+1}(0)}=0$ for all $k \geqslant 1$. By setting

$$
\mathcal{Q}=\left(\begin{array}{ccc}
K & \delta & 0  \tag{25}\\
K A & 0 & -\delta \alpha \\
\vdots & \vdots & \vdots \\
K A^{n+1} & 0 & \delta(-\alpha)^{n+1}
\end{array}\right)
$$

we get that $\mathcal{Q}\binom{\hat{z}(0)}{\varepsilon_{n+1}(0)}=0$.
Step 3: Conclusion. In Appendix A, we check that $\mathcal{Q}$ is invertible. Hence, $\hat{z}(0)=0$ and $\varepsilon_{n+1}(0)=0$. Thus, $\frac{1}{2}\left|\bar{z}_{n}(0)\right|^{2}=z_{n+1}(0)=\hat{z}_{n+1}(0)-\varepsilon_{n+1}(0)=0$ i.e. $\left(z_{0}, \hat{z}_{0}\right)=(0,0)$ which is a contradiction.

On the basis of Lemmas 3.7 and 3.8, we are now in position to prove Theorem 3.6. Let $\mathcal{K} \times \widehat{\mathcal{K}} \subset \mathbb{R}^{n} \times \mathbb{R}^{n+1}$ be a compact set, and $\delta_{0}>0$ and $\alpha_{0}>0$ be as in Lemma 3.7. Fix $\delta \in\left(0, \delta_{0}\right)$ and $\alpha \in\left(\alpha_{0},+\infty\right)$. Let $\left(x_{0}, \hat{z}_{0}\right) \in \mathcal{K} \times \widehat{\mathcal{K}}$ and $(x, \hat{z})$ be the corresponding solution of (17). Set $z=\tau(x), \varepsilon=\hat{z}-z$ so that $(\varepsilon, \hat{z})$ is the solution of (16) starting from $\left(\varepsilon_{0}, \hat{z}_{0}\right)$, $\varepsilon_{0}=\hat{z}_{0}-\tau\left(x_{0}\right)$. We need to show the two following statements:

1. (Stability) $(0,0)$ is a stable equilibrium point of (17),
2. (Attractivity) and its basin of attraction contains $\mathcal{K} \times \widehat{\mathcal{K}}$.

We prove the former in Section 3.2.6 and the latter in Section 3.2.7.

### 3.2.6 Stability

Let $R>0$. We seek $r>0$ such that, if $\left|x_{0}\right|,\left|\hat{z}_{0}\right| \leqslant r$, then $|x(t)|,|\hat{z}(t)| \leqslant R$ for all $t \in \mathbb{R}_{+}$. We have

$$
\begin{aligned}
\dot{x} & =A x+b \lambda_{\delta}(\hat{z}) \\
& =A x+b \lambda_{\delta}(\tau(x)+\varepsilon) \\
& =A x+b \phi_{\delta}(x)+b(K \delta) \varepsilon .
\end{aligned}
$$

Fix $\eta>0$ such that $R-\eta \sqrt{1+\frac{\eta^{2}}{2}}>0$. Since $x \mapsto A x+b \phi_{\delta}(x)$ is locally asymptotically stable, there exists a positive constant $r_{\varepsilon} \leqslant R-\eta \sqrt{1+\frac{\eta^{2}}{2}}$ such that, if $|\varepsilon(t)| \leqslant r_{\varepsilon}$ for all $t \in \mathbb{R}_{+}$, then
$|x(t)| \leqslant \eta$ for all $t \in \mathbb{R}_{+}$. Let $r>0$ be such that $r+r \sqrt{1+\frac{r^{2}}{2}} \leqslant r_{\varepsilon}$. Assume that $\left|x_{0}\right|,\left|\hat{z}_{0}\right| \leqslant r$. Then,

$$
\left|\varepsilon_{0}\right| \leqslant\left|\hat{z}_{0}\right|+\left|\tau\left(x_{0}\right)\right|=\left|\hat{z}_{0}\right|+\left|x_{0}\right| \sqrt{1+\frac{\left|x_{0}\right|^{2}}{2}} \leqslant r+r \sqrt{1+\frac{r^{2}}{2}} \leqslant r_{\varepsilon}
$$

According to (14), $|\varepsilon|$ is non-increasing. Hence, $|x| \leqslant \eta \leqslant R$ and

$$
|\hat{z}| \leqslant|\tau(x)|+|\varepsilon| \leqslant \eta \sqrt{1+\frac{\eta^{2}}{2}}+r_{\varepsilon} \leqslant R
$$

### 3.2.7 Attractivity

According to (14), $\frac{\mathrm{d}|\varepsilon|^{2}}{\mathrm{~d} t}=-2 \alpha|\mathcal{C} \varepsilon|^{2}$. According to LaSalle's invariance principle, the $\omega$-limit set of $\varepsilon$ is the largest invariant subset of $\operatorname{ker} \mathcal{C}$. Since $\varepsilon$ satisfies (20) on this set, Lemma 3.8 guarantees that either $\varepsilon \equiv 0$, or $\left(\varepsilon_{0}, \hat{z}_{0}\right)=(0,0)$, which also implies $\varepsilon \equiv 0$. Therefore, the $\omega$-limit set of $\varepsilon$ reduces to $\{0\}$, i.e., $\varepsilon \rightarrow 0$.

Since $\hat{z}_{n+1}=\varepsilon_{n+1}+\frac{1}{2}\left|\overline{\hat{z}}_{n}-\bar{\varepsilon}_{n}\right|^{2}$, it remains to prove that $\overline{\hat{z}}_{n} \rightarrow 0$. First, notice that

$$
\left|\mu_{\delta}^{2}(\hat{z})\right|=\left|\lambda_{\delta}(\hat{z})-\phi_{\delta}(\hat{z})\right| \sqrt{|b|^{2}+\left|b^{\prime} \overline{\hat{z}}_{n}\right|^{2}}
$$

and

$$
\left|\mu_{\delta, \alpha}^{3}(\varepsilon, \hat{z})\right|=\sqrt{\alpha^{2}+|b|^{2} \lambda_{\delta}(\hat{z})^{2}}|\mathcal{C} \varepsilon|
$$

Since $C \varepsilon \rightarrow 0$ and $\hat{z}$ is bounded, $\left|\mu_{\delta, \alpha}^{3}(\varepsilon, \hat{z})\right| \rightarrow 0$. Likewise,

$$
\begin{aligned}
\lambda_{\delta}(\hat{z})-\phi_{\delta}(\hat{z}) & =\delta\left(\hat{z}_{n+1}-\frac{1}{2}\left|\overline{\hat{z}}_{n}\right|^{2}\right) \\
& =\delta\left(\varepsilon_{n+1}+z_{n+1}-\frac{1}{2}\left|\bar{\varepsilon}_{n}\right|^{2}-\frac{1}{2}\left|\bar{z}_{n}\right|^{2}+\bar{\varepsilon}_{n}^{\prime} \bar{z}_{n}\right) \\
& =\delta\left(\varepsilon_{n+1}-\frac{1}{2}\left|\bar{\varepsilon}_{n}\right|^{2}+\bar{\varepsilon}_{n}^{\prime} \bar{z}_{n}\right)
\end{aligned}
$$

Since $\varepsilon \rightarrow 0$ and $z$ is bounded, $\mu_{\delta}^{2}(\hat{z}) \rightarrow 0$.
According to the converse Lyapunov theorem [38, Theorem 1], there exists a strict proper Lyapunov function $V_{\delta}$ for system (9) with feedback law $\phi_{\delta}: x \mapsto K x+\frac{\delta}{2}|x|^{2}$ over the basin of attraction $\mathcal{D}_{\delta}$. For all $r>0$, set $D(r)=\left\{x \in \mathcal{D}_{\delta}: V_{\delta}(x) \leqslant r\right\}$. In order to prove that $\overline{\bar{z}}_{n} \rightarrow 0$, we show that for all $r>0$, there exists $T(r) \geqslant 0$ such that $\overline{\hat{z}}_{n}(t) \in D(r)$ for all $t \geqslant T(r)$. According to Lemma 3.7, there exists a compact set $\mathcal{K} \subset \mathcal{D}_{\delta}$ such that $\overline{\hat{z}}_{n} \in \mathcal{K}$. If $r>0$ is such that $\mathcal{K} \subset D(r)$ then $T(r)=0$ satisfies the statement. Let $0<r<R$ be such that $\mathcal{K} \not \subset D(r)$ and $\mathcal{K} \subset D(R)$, then

$$
\bar{m}:=-\max _{D(R) \backslash D(r)} L_{\phi_{\delta}} V_{\delta}>0
$$

Since $|g(\hat{z}(t))| \rightarrow 0$ and $|h(\varepsilon(t), \hat{z}(t))| \rightarrow 0$, there exists $T_{1}(r)>0$ such that for all $t \geqslant T_{1}(r)$, if $\overline{\hat{z}}_{n}(t) \notin D(r)$, then

$$
\frac{\mathrm{d}}{\mathrm{~d} t} V_{\delta}\left(\overline{\hat{z}}_{n}\right)<-\frac{\bar{m}}{2}
$$

First, this implies that if $\pi(\hat{z}(t)) \in D(r)$ for some $t \geqslant T_{1}(r)$, then $\pi(\hat{z}(s)) \in D(r)$ for all $s \geqslant t$. Second, for all $t \geqslant 0$,

$$
\begin{aligned}
V_{\delta}\left(\overline{\hat{z}}_{n}\left(T_{1}(r)+t\right)\right) & =V_{\delta}\left(\overline{\hat{z}}_{n}\left(T_{1}(r)\right)\right)+\int_{0}^{t} \frac{\mathrm{~d}}{\mathrm{~d} t} V_{\delta}\left(\overline{\hat{z}}_{n}\left(T_{1}(r)+s\right)\right) \mathrm{d} s \\
& \leqslant R-\frac{\bar{m}}{2} t \quad \text { while } \overline{\hat{z}}_{n}\left(T_{1}(r)+t\right) \notin D(r)
\end{aligned}
$$

Set $T_{2}(r)=\frac{2 R-r}{\bar{m}}$ and $T(r)=T_{1}(r)+T_{2}(r)$. Then for all $t \geqslant T(r), \overline{\hat{z}}_{n}(t) \in D(r)$, which concludes the proof of convergence, and therefore the proof of Theorem 3.6.

## 4 An infinite-dimensional perspective

Guided by the illustrative example of Section 3, we aim to provide more general results, based on the same two principles: embedding into a dissipative system, and feedback perturbation. The embedding strategy used in Section 3.2.1 appears to be specific to this example, and hardly generalizable, since it relies mostly on the form of the observation map. A different strategy must be found. In [11], the authors introduce a technique for the synthesis of observers for nonlinear systems. The method is based on representation theory, and embedding into bilinear unitary systems. It is far more general than the embedding found in Section 3.2.1. The price to pay is that the observer system can be infinite-dimensional. In this section, we show how to use this strategy in the context of dynamic output feedback stabilization. After exhibiting some general results when such an embedding exists, we investigate a case of systems with linear conservative dynamics and nonlinear observation maps.

Notations: For all Hilbert space $X$, denote by $\langle\cdot, \cdot\rangle_{X}$ the inner product over $X$ and $\|\cdot\|_{X}$ the induced norm. If $Y$ is also a Hilbert space, then $\mathscr{L}(X, Y)$ denotes the space of bounded linear maps from $X$ to $Y$, and $\mathscr{L}(X)=\mathscr{L}(X, X)$. We identify the Hilbert spaces with their dual spaces via the canonical isometry, so that the adjoint of $\mathcal{C} \in \mathscr{L}(X, Y)$, denoted by $\mathcal{C}^{*}$, lies in $\mathscr{L}(Y, X)$. Let us recall the characterization of the strong and weak topologies on $X$. A sequence $\left(x_{n}\right)_{n \geqslant 0} \in X^{\mathbb{N}}$ is said to be strongly convergent to some $x^{\star} \in X$ if $\left\|x_{n}-x^{\star}\right\|_{X} \rightarrow 0$ as $n \rightarrow+\infty$, and we shall write $x_{n} \rightarrow x^{\star}$ as $n \rightarrow+\infty$. It is said to be weakly convergent to $x^{\star}$ if $\left\langle x_{n}-x^{\star}, \psi\right\rangle_{X} \rightarrow 0$ as $n \rightarrow+\infty$ for all $\psi \in X$, and we shall write $x_{n} \xrightarrow{w} x^{\star}$ as $n \rightarrow+\infty$. The strong topology on $X$ is finer than the weak topology (see, e.g., [7] for more properties on these usual topologies).

### 4.1 Embedding into infinite-dimensional unitary systems

### 4.1.1 Embedding into unitary systems and observer design

Let $X$ be a Hilbert space and $\mathcal{D}$ be a dense subspace of $X$. For all $u \in \mathbb{R}^{p}$, let $\mathcal{A}(u): \mathcal{D} \rightarrow X$ be the skew-adjoint generator of a strongly continuous unitary group on $X$ and $\mathcal{C} \in \mathscr{L}\left(X, \mathbb{C}^{\mathrm{m}}\right)$ for some positive integer $\mathfrak{m}$. Let $u \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$ and $z_{0} \in X$. Consider the non-autonomous linear abstract Cauchy problem with measured output

$$
\left\{\begin{array}{l}
\dot{z}=\mathcal{A}(u(t)) z  \tag{26}\\
z(0)=z_{0}
\end{array} \quad \mathfrak{y}=\mathcal{C} z\right.
$$

According to [28, Chapter 5, Theorem 4.8], the family $(\mathcal{A}(u(t)))_{t \in \mathbb{R}_{+}}$is the generator of a unique evolution system on $X$ that we denote by $\left(\mathbb{T}_{t}(\cdot, u)\right)_{t \in \mathbb{R}_{+}}$. For any $z_{0} \in X$, (26) admits a unique solution $z \in C^{0}\left(\mathbb{R}_{+}, X\right)$ given by $z(t)=\mathbb{T}_{t}\left(z_{0}, u\right)$ for all $t \in \mathbb{R}_{+}$. Moreover, if $z_{0} \in \mathcal{D}$, then $z \in C^{0}\left(\mathbb{R}_{+}, \mathcal{D}\right) \cap C^{1}\left(\mathbb{R}_{+}, X\right)$. The reader may refer to [28, Chapter 5], [15, Chapter VI.9] or [19] for more details on the evolution equations theory.

For such systems, a Luenberger observer with constant gain $\alpha>0$ can be built as follows:

$$
\left\{\begin{array}{l}
\dot{\tilde{z}}=\mathcal{A}(u(t)) \hat{z}-\alpha \mathcal{C}^{*}(\mathcal{C} \hat{z}-\mathfrak{y})  \tag{27}\\
\hat{z}(0)=\hat{z}_{0} \in X .
\end{array}\right.
$$

Set $\varepsilon=\hat{z}-z$ and $\varepsilon_{0}=\hat{z}_{0}-z_{0}$. From now on, $\hat{z}$ represents the state estimation made by the observer system and $\varepsilon$ the error between this estimation and the actual state of the system. Then $\hat{z}$ satisfies (27) if and only if $\varepsilon$ satisfies

$$
\left\{\begin{array}{l}
\dot{\varepsilon}=\left(\mathcal{A}(u(t))-\alpha \mathcal{C}^{*} \mathcal{C}\right) \varepsilon  \tag{28}\\
\varepsilon(0)=\varepsilon_{0} .
\end{array}\right.
$$

Since $\mathcal{C} \in \mathscr{L}\left(X, \mathbb{C}^{\mathfrak{m}}\right)$, [28, Chapter 5, Theorem 2.3] claims that $\left(\mathcal{A}(t)-\alpha \mathcal{C}^{*} \mathcal{C}\right)_{t \geqslant 0}$ is also a stable family of generators of strongly continuous semigroups, and generates an evolution system on $X$ denoted by $\left(\mathbb{S}_{t}(\cdot, u)\right)_{t \in \mathbb{R}_{+}}$. Then, systems (27) and (28) have respectively a unique solution $\hat{z}$ and $\varepsilon$ in $C^{0}\left(\mathbb{R}_{+}, X\right)$. Moreover, $\hat{z}(t)=\mathbb{T}_{t}\left(z_{0}, u\right)+\mathbb{S}_{t}\left(\varepsilon_{0}, u\right)$ and $\varepsilon(t)=\mathbb{S}_{t}\left(\varepsilon_{0}, u\right)$ for all $t \in \mathbb{R}_{+}$. If $\left(\hat{z}_{0}, \varepsilon_{0}\right) \in \mathcal{D}^{2}$, then $\hat{z}, \varepsilon \in C^{0}\left(\mathbb{R}_{+}, \mathcal{D}\right) \cap C^{1}\left(\mathbb{R}_{+}, X\right)$.

This infinite-dimensional Luenberger observer has been investigated in [11 (see also [8]), in which it is proved that $\varepsilon(t) \stackrel{w}{\sim} 0$ as $t$ goes to infinity if $u$ is a regularly persistent input. Our goal is to embed the original system (1) into a unitary system, and to use this observer design in the context of dynamic output feedback stabilization.

Definition 4.1 (Embedding). An injective map $\tau: \mathbb{R}^{n} \mapsto X$ is said to be an embedding ${ }^{4}$ of (11) into the unitary system (26) if there exists $\mathfrak{h}: \mathbb{R}^{m} \rightarrow \mathbb{C}^{\mathfrak{m}}$ such that the following diagram is commutative for all $t \in \mathbb{R}_{+}$and all $u \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$ :

i.e., for all $x_{0} \in \mathbb{R}^{n}, \tau\left(\varphi_{t}\left(x_{0}, u\right)\right)=\mathbb{T}_{t}\left(\tau\left(x_{0}\right), u\right)$ and $\mathfrak{h}\left(h\left(x_{0}\right)\right)=\mathcal{C} \tau\left(x_{0}\right)$.

Here, the map $\mathfrak{h}$ is a degree of freedom that may be chosen to find an embedding of (1) into (26). Let $u \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right), z_{0}, \varepsilon_{0} \in \mathcal{D}, z(t)=\mathbb{T}_{t}\left(\hat{z}_{0}, u\right)$ and $\varepsilon(t)=\mathbb{S}_{t}\left(\varepsilon_{0}, u\right)$ for all $t \in \mathbb{R}_{+}$. For all $t \in \mathbb{R}_{+}, \mathcal{A}(u(t))$ is skew-adjoint, hence

$$
\begin{align*}
& \frac{\mathrm{d}\|z\|_{X}^{2}}{\mathrm{~d} t}(t)=2 \Re\langle\mathcal{A}(u(t)) z(t), z(t)\rangle_{X}=0  \tag{30}\\
& \frac{\mathrm{~d}\|\varepsilon\|_{X}^{2}}{\mathrm{~d} t}(t)=2 \Re\langle\mathcal{A}(u(t)) \varepsilon(t), \varepsilon(t)\rangle_{X}-2 \alpha \Re\left\langle\mathcal{C}^{*} \mathcal{C} \varepsilon(t), \varepsilon(t)\right\rangle_{X}=-2 \alpha\|\mathcal{C} \varepsilon(t)\|_{X}^{2} \leqslant 0 . \tag{31}
\end{align*}
$$

Thus $\|z\|_{X}$ is constant and $\|\varepsilon\|_{X}$ is non-increasing. Moreover, $t \mapsto\|\mathcal{C} \varepsilon(t)\|_{X}^{2}$ is non-negative, integrable over $\mathbb{R}_{+}$(by (31)), and has bounded derivative (since $\mathcal{A}(u(t))$ is skew-adjoint). Hence, according to Barbalat's lemma, $\mathcal{C} \varepsilon(t) \rightarrow 0$ as $t \rightarrow+\infty$. Inequality (31) is similar to (14), and will be a key argument to achieve the dynamic output feedback stabilization.

### 4.1.2 Embedding inversion: from the embedded system's weak observer to the original system's observer

In Section 3, a crucial argument was the existence of a left-inverse $\pi$ to the embedding $\tau$. Now, $X$ being infinite-dimensional, we must precise the notion of left-inverse, and, moreover, the convergence of the observer $\hat{z}$ to the embedded state $z$ will hold only in the weak topology of $X$, namely, $\varepsilon \stackrel{w}{\longrightarrow} 0$. This is an important issue, which causes difficulties in achieving output

[^3]feedback stabilization. However, in this section, we show that if the original state $x$ remains bounded, and if the embedding $\tau$ is injective and analytic, then $\hat{x}=\pi(\hat{z})$ is actually an observer of $x$ in the usual topology of $\mathbb{R}^{n}$, namely, $\hat{x}-x \rightarrow 0$. This is summarized in Corollary 4.6, which is an important result of the paper.

Definition 4.2 (Strong left-inverse). Let $\left(X,\|\cdot\|_{X}\right)$ be a normed vector space, $\mathcal{K} \subset \mathbb{R}^{n}$ and $\tau: \mathbb{R}^{n} \rightarrow X$. A map $\pi: X \rightarrow \mathcal{K}$ is called a strong left-inverse of $\tau$ on $\mathcal{K}$ if and only if there exists a class $\mathcal{K}_{\infty}$ function ${ }^{5} \rho^{*}$ and $Q \in \mathscr{L}\left(X, \mathbb{C}^{q}\right)$ for some a positive integer $q$ such that, for all $(x, \xi) \in \mathcal{K} \times X$,

$$
\begin{equation*}
|\pi(\xi)-x| \leqslant \rho^{*}(|Q(\xi-\tau(x))|) \tag{32}
\end{equation*}
$$

Remark 4.3. If $\pi$ is a strong left-inverse of $\tau$ on $\mathcal{K}$, then (32) implies that $\pi$ is also a left-inverse in the usual sense: for all $x \in \mathcal{K}, \pi(\tau(x))=x$. In particular, $\tau$ is injective over $\mathcal{K}$.

The reason for which we look for a strong left-inverse of $\tau$ is the following lemma, which follows directly from (32) and the fact that $Q \in \mathscr{L}\left(X, \mathbb{C}^{q}\right)$.

Lemma 4.4. Let $\left(X,\|\cdot\|_{X}\right)$ be a normed vector space, $\mathcal{K} \subset \mathbb{R}^{n}$ and $\tau: \mathbb{R}^{n} \rightarrow X$. Let $\pi: X \rightarrow \mathcal{K}$ be a strong left-inverse of $\tau$ on $\mathcal{K}$. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ be two sequences in $\mathcal{K}$ and $X$, respectively. If $\xi_{n}-\tau\left(x_{n}\right) \xrightarrow{w} 0$ as $n$ goes to infinity, then $\left|\pi\left(\xi_{n}\right)-x_{n}\right| \rightarrow 0$ as $n$ goes to infinity.

This justifies the denomination of strong left-inverse, in the sense that it allows to pass from weak convergence in the infinite-dimensional space $X$ to (usual) convergence in the finitedimensional space $\mathbb{R}^{n}$. The following theorem states sufficient conditions for the existence of a strong left-inverse.

Theorem 4.5. Let $X$ be a Hilbert space, $\tau: \mathbb{R}^{n} \rightarrow X$ be an analytic map and $\mathcal{K} \subset \mathbb{R}^{n}$ be a compact set. If $\left.\tau\right|_{\mathcal{K}}$ is injective, then $\tau$ has a continuous strong left-inverse on $\mathcal{K}$.

Proof. Let $\left(e_{k}\right)_{k \in \mathbb{N}}$ be a Hilbert basis of $X$. For all $i \in \mathbb{N}$, let

$$
E_{i}=\left\{\left(x_{a}, x_{b}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}: \forall k \in\{0, \ldots, i-1\},\left\langle\tau\left(x_{a}\right)-\tau\left(x_{b}\right), e_{k}\right\rangle_{X}=0\right\} .
$$

Then $\left(E_{i}\right)_{i \in \mathbb{N}}$ is a non-increasing family of analytic sets. According to [25, Chapter 5, Corollary 1], $\left(E_{i} \cap \mathcal{K}^{2}\right)_{i \in \mathbb{N}}$ is stationary, i.e., there exists $q \in \mathbb{N}$ such that $E_{q} \cap \mathcal{K}^{2}=E_{i} \cap \mathcal{K}^{2}$ for all $i \geqslant q$. Hence,

$$
\begin{aligned}
E_{q} \cap \mathcal{K}^{2} & =\bigcap_{k \in \mathbb{N}} E_{k} \cap \mathcal{K}^{2} \\
& =\left\{\left(x_{a}, x_{b}\right) \in \mathcal{K}^{2}: \tau\left(x_{a} .\right.\right. \\
& =\left\{\left(x_{a}, x_{a}\right): x_{a} \in \mathcal{K}\right\} .
\end{aligned}
$$

$$
=\left\{\left(x_{a}, x_{b}\right) \in \mathcal{K}^{2}: \tau\left(x_{a}\right)=\tau\left(x_{b}\right)\right\} \quad\left(\text { since }\left(e_{k}\right)_{k \in \mathbb{N}} \text { is a Hilbert basis of } X\right)
$$

(since $\tau$ is injective on $\mathcal{K}$ )
Let $Q: X \ni \xi \mapsto\left(\left\langle\xi, e_{k}\right\rangle_{X}\right)_{k \in\{0, \ldots, q-1\}} \in \mathbb{C}^{q}$ and $\tilde{\tau}=Q \circ \tau$. Then $\tilde{\tau}$ is continuous and injective on $\mathcal{K}$. Indeed, for all $\left(x_{a}, x_{b}\right) \in \mathcal{K}^{2}$, if $\tilde{\tau}\left(x_{a}\right)=\tilde{\tau}\left(x_{b}\right)$, then $\left(x_{a}, x_{b}\right) \in E_{q} \cap \mathcal{K}^{2}$ which yields $x_{a}=x_{b}$. Hence, combining [6, Lemma 6] and [3, Theorem 1], there exists a continuous map $\tilde{\pi}: \mathbb{C}^{q} \rightarrow \mathcal{K}$ and a class $\mathcal{K}_{\infty}$ function $\rho^{*}$ such that for all $(x, \mathfrak{z}) \in \mathcal{K} \times \mathbb{C}^{q},|\tilde{\pi}(\mathfrak{z})-x| \leqslant \rho^{*}(|\mathfrak{z}-\tilde{\tau}(x)|)$. Set $\pi=\tilde{\pi} \circ Q$. Then $\pi$ is continuous and for all $(x, \xi) \in \mathcal{K} \times X$,

$$
|\pi(\xi)-x| \leqslant \rho^{*}(|Q(\xi)-\tilde{\tau}(x)|)=\rho^{*}(|Q(\xi-\tau(x))|) .
$$

[^4]Applying Theorem 4.5, then Lemma 4.4 we get the following result in our context.
Corollary 4.6. Let $\tau: \mathbb{R}^{n} \rightarrow X$ be an analytic embedding of (1) into the unitary system (26) and $\mathcal{K}$ be a compact subset of $\mathbb{R}^{n}$. Then $\tau$ has a continu ous strong left-inverse $\pi$ on $\mathcal{K}$.

Let $x_{0} \in \mathcal{K}, \hat{z}_{0} \in X$ and $u \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$. Denote by $x$ and $\hat{z}$ the corresponding solutions of (11) and (27), respectively. Set $\hat{x}=\pi(\hat{z})$. Assume that $x(t) \in \mathcal{K}$ for all $t \in \mathbb{R}_{+}$. If $\hat{z}-\tau(x) \xrightarrow{w} 0$, then $\hat{x}-x \rightarrow 0$.
Remark 4.7. Beyond the problem of output feedback stabilization, Corollary 4.6 may be used in the context of observer design. In [11, after embedding the original finite-dimensional system into an infinite-dimensional unitary system, the authors investigate only the convergence of the infinite-dimensional observer. Corollary 4.6 states that if the infinite-dimensional observer converges and if the original system's state trajectory remains bounded, then an observer can be built for the original system, by using a strong left-inverse of the embedding.

### 4.1.3 Feedback perturbation and closed-loop system

In order to set up a separation principle to solve the dynamic output feedback stabilization problem of (11), let us assume that Condition 2.7 (semi-global) and the following assumption are satisfied.
Assumption 4.8 (Existence of an embedding). System (1) admits an analytic embedding into the unitary system (26).

Let $\mathcal{K}$ be a compact subset of $\mathbb{R}^{n}$. Denote by $\phi$ a locally asymptotically stabilizing state feedback of (11) with basin of attraction containing $\mathcal{K}$ and by $\tau$ an embedding of (11) into (26). According to Theorem 4.5, there exists $\pi: X \rightarrow \mathcal{K}$, a strong left-inverse of $\tau$ on $\mathcal{K}$. Then, a natural way to build a dynamic output feedback would be to combine (11)-(27) with the control input $u=\phi(\pi(\hat{z}))$, and to ensure that the state $x$ of (11) remains in $\mathcal{K}$. However, due to the unobservability of the original system at the target, we propose, as in Section 3.2.3, to add a perturbation to this feedback law. In [11], the convergence of the error system (28) to 0 , when it holds, is only in the weak topology of $X$. Therefore, the perturbation added to the feedback law must be chosen to vanish when the observer state $\hat{z}$ of (27) tends towards $\tau(0)$ in the weak topology. For this reason, let us define a weak norm on $X$.
Definition 4.9 (Weak norm). Let $\left(e_{k}\right)_{k \in \mathbb{Z}}$ be a Hilbert basis of $X$. For all $\xi \in X$, set

$$
\mathcal{N}(\xi)=\sqrt{\sum_{k \in \mathbb{Z}} \frac{\left|\left\langle\xi, e_{k}\right\rangle_{X}\right|^{2}}{k^{2}+1}} .
$$

Then $\mathcal{N}$ defines a norm, we call the weak norm, on $X$.
Note that $\mathcal{N}$ is not equivalent to $\|\cdot\|_{X}$, but satisfies $\mathcal{N}(\cdot) \leqslant \nu\|\cdot\|_{X}$ with $\nu=\sqrt{\sum_{k \in \mathbb{Z}} \frac{1}{k^{2}+1}}<$ $+\infty$. Moreover, $\mathcal{N}$ induces a metric on bounded sets of $X$ endowed with the weak topology. More precisely, for any bounded sequence $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ in $X, \mathcal{N}\left(\xi_{n}\right) \rightarrow 0$ as $n$ goes to infinity if and only if $\xi_{n} \stackrel{w}{\longrightarrow} 0$ as $n$ goes to infinity. Now, for some positive constant $\delta$ to be fixed (small enough) later, we can add the perturbation $\hat{z} \mapsto \delta \mathcal{N}^{2}(\hat{z}-\tau(0))$ to the feedback law, and obtain the following full coupled system:

$$
\left\{\begin{array}{l}
\dot{x}=f(x, u)  \tag{33}\\
y=h(x)
\end{array}, \quad\left\{\begin{array}{l}
\dot{\hat{z}}=\mathcal{A}(u) \hat{z}-\alpha \mathcal{C}^{*}(\mathcal{C} \hat{z}-\mathfrak{h}(y)) \\
u=\phi(\pi(\hat{z}))+\delta \mathcal{N}^{2}(\hat{z}-\tau(0)) .
\end{array}\right.\right.
$$

Since $X$ is infinite-dimensional and $\hat{z}$ lies in $X$, Definition 2.1 of semi-global dynamic output feedback stabilization must be revised. Indeed, (33) does not exactly fit the form of (2).

Definition 4.10 (Infinite-dimensional embedding-based dynamic output feedback stabilizability). Let $\mathcal{K} \subset \mathbb{R}^{n}$ be a compact set. System (11) is said to be stabilizable over $\mathcal{K}$ by means of an infinite-dimensional embedding-based dynamic output feedback if and only if the following holds.

There exists an embedding $\tau$ of (11) into (26), a strong left-inverse $\pi$ of $\tau$ on $\mathcal{K}$, a map $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$, two positive constants $\alpha$ and $\delta$ and a compact set $\widehat{\mathcal{K}} \subset \mathbb{R}^{n}$ such that:
(i) For all initial condition $\left(x_{0}, \hat{z}_{0}\right) \in \mathcal{K} \times \tau(\widehat{\mathcal{K}})$, (33) has at least one solution in $X$ over $\mathbb{R}_{+}$.
(ii) For all $R_{x}, R_{\hat{z}}>0$, there exist $r_{x}, r_{\hat{z}}>0$ such that for all $\left(x_{0}, \hat{z}_{0}\right) \in \mathcal{K} \times \tau(\widehat{\mathcal{K}})$, if $\left|x_{0}\right|<r_{x}$ and $\left\|\hat{z}_{0}-\tau(0)\right\|_{X}<r_{\hat{z}}$, then any solution $(x, \hat{z})$ of (33) starting from $\left(x_{0}, \hat{z}_{0}\right)$ satisfies $|x(t)|<R_{x}$ and $\|\hat{z}(t)-\tau(0)\|_{X}<R_{\hat{z}}$ for all $t \geqslant 0$.
(iii) Any solution ( $x, \hat{z}$ ) of (33) with initial condition in $\mathcal{K} \times \tau(\widehat{\mathcal{K}})$ is such that $x(t) \rightarrow 0$ and $\hat{z}(t) \xrightarrow{w} \tau(0)$ as $t$ goes to infinity.

If the previous conditions hold for any compact $\mathcal{K} \subset \mathbb{R}^{n}$, then system (1) is said to be semi-globally stabilizable by means of an infinite-dimensional embedding-based dynamic output feedback.

Remark 4.11. If $X$ is finite-dimensional, then (i) $\|($ (ii) $)$ (iiii) is equivalent to the usual definition of asymptotic stability of (33) at $(0, \tau(0))$ with basin of attraction containing $\mathcal{K} \times \tau(\widehat{\mathcal{K}})$. However, when $X$ is infinite-dimensional (the case of interest in this section), the convergence of trajectories towards the equilibrium point holds only in the weak topology. Hence, (i) (ii) (iii) is not equivalent to the usual definition of asymptotic stability of the infinite-dimensional system (33).

### 4.2 Back to the illustrative example

In this section, we illustrate the use of infinite-dimensional embeddings in the context of output feedback stabilization on a two-dimensional example with linear dynamics and nonlinear observation map. Let $h: \mathbb{R}^{2} \rightarrow \mathbb{C}$. We consider the problem of stabilization by means of an infinite-dimensional embedding-based dynamic output feedback of the following system:

$$
\left\{\begin{array}{l}
\dot{x}=A x+b u  \tag{34}\\
y=h(x)
\end{array} \quad \text { with } A=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \text { and } b=\binom{0}{1} .\right.
$$

Since $(A, b)$ is stabilizable, there exists $K \in \mathbb{R}^{1 \times 2}$ such that $A+b K$ is Hurwitz. Moreover, $A$ is skew-symmetric. Hence $\kappa=|K|$ can be chosen arbitrarily small. Then, the state feedback law $\phi: x \mapsto K x$ is such that (34) with $u=\phi(x)$ is globally asymptotically stable at 0 . Note that (34) does not exactly fit the form of (9) since $h$ is not necessarily radially-symmetric. Of course, our analysis is of interest only if (34) is not uniformly observable. In Example 4.14, we give an example of non-radially symmetric $h$ that makes the system non-uniformly observable, and on which our (infinite-dimensional) embedding-based strategy does apply. In the following we give some sufficient conditions on $h$ allowing the design of a stabilizing infinite-dimensional dynamic output feedback. The main result of this section, Theorem 4.27 (stated in Section 4.2.4), relies on three main hypotheses: the existence of an embedding of (34) into (33), and two observability assumptions. For each of these assumptions, we provide examples of output maps $h$ satisfying theses hypotheses.

### 4.2.1 Unitary representations and embeddings

In [11], the authors investigated the problem of observer design for (34) by using infinitedimensional embeddings. We briefly recall their strategy, that relies on representation theory (see, e.g., [5, 40]). The Lie group $G$ of system (34) (the group of flows generated by the dynamical system (34) with constant inputs) is isomorphic to $\mathbb{R}^{2} \rtimes_{\mathcal{R}} H$, where $H \simeq\left\{e^{t A}, t \in\right.$ $\left.\mathbb{R}_{+}\right\} \simeq \mathcal{S}^{1}$ is the group of rotations (isomorphic to the unit circle), $\mathcal{R}: \mathcal{S}^{1} \ni \theta \mapsto e^{\theta A}$ is an automorphism of $\mathbb{R}^{2}$ and $\rtimes_{\mathcal{R}}$ denotes the outer semi-direct product with respect to $\mathcal{R}$. Hence $G$ is the group of motions of the plane. According to [40, Section IV.2], its unitary irreducible representations are given by a family $\left(\rho_{\mu}\right)_{\mu>0}$, where for each $\mu>0$,

$$
\begin{aligned}
\rho_{\mu}: \quad G & \longrightarrow \mathscr{L}\left(L^{2}\left(\mathcal{S}^{1}, \mathbb{C}\right)\right) \\
(x, \vartheta) & \longmapsto\left(\xi \in L^{2}\left(\mathcal{S}^{1}, \mathbb{C}\right) \mapsto\left(\mathcal{S}^{1} \ni s \mapsto e^{i \mu(1,0) e^{s A^{\prime}} x} \xi(s-\vartheta)\right)\right) .
\end{aligned}
$$

Let $X=L^{2}\left(\mathcal{S}^{1}, \mathbb{C}\right)$ be the set of real-valued square-integrable functions over $\mathcal{S}^{1}$. Then $X$ is a Hilbert space endowed with the scalar product defined by $\langle\xi, \zeta\rangle_{X}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \xi(s) \bar{\zeta}(s) \mathrm{d} s$ and the induced norm $\|\cdot\|_{X}$. Since $\mathcal{S}^{1}$ is compact, the constant function $\mathbb{1}: s \mapsto 1$ lies in $X$. Let $\mu>0$ to be fixed later. Set

$$
\begin{aligned}
\tau_{\mu}: \mathbb{R}^{2} & \longrightarrow X \\
x & \longmapsto \rho_{\mu}(x, 0) \mathbb{1}
\end{aligned}
$$

Note that $\tau_{\mu}$ depends on $\mu$, but from now on we omit this dependence in the notation and write $\tau$ instead of $\tau_{\mu}$. Since $\rho_{\mu}$ is a unitary representation, $\|\tau(x)\|_{X}=1$ for all $x \in \mathbb{R}^{2}$ and $\tau(0)=\mathbb{1}$. For all $x=\left(x_{1}, x_{2}\right)=(r \cos (\theta), r \sin (\theta))$ in $\mathbb{R}^{2}$, we have

$$
\begin{equation*}
\tau(x): \mathcal{S}^{1} \ni s \mapsto e^{i \mu\left(x_{1} \cos (s)+x_{2} \sin (s)\right)}=e^{i \mu r \cos (s-\theta)} \tag{35}
\end{equation*}
$$

If $x, \tilde{x} \in \mathbb{R}^{2}$ are such that $\tau(x)=\tau(\tilde{x})$, then $\left(x_{1}-\tilde{x}_{1}\right) \cos (s)+\left(x_{2}-\tilde{x}_{2}\right) \sin (s)=0$ for all $s \in \mathcal{S}^{1}$, hence $x=\tilde{x}$. Thus $\tau$ is injective. Let $u \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$. Let $x$ be a solution of (34) and set $z=\tau(x) \in C^{0}\left(\mathbb{R}_{+}, H^{1}\left(\mathcal{S}^{1}, \mathbb{C}\right)\right) \cap C^{1}\left(\mathbb{R}_{+}, X\right)$. Then

$$
\begin{aligned}
\dot{z} & =i \mu\left(\dot{x}_{1} \cos (s)+\dot{x}_{2} \sin (s)\right) z \\
& =i \mu\left(-x_{2} \cos (s)+x_{1} \sin (s)+u \sin (s)\right) z \\
& =-\frac{\partial z}{\partial s}+i u \mu \sin (s) z \\
& =\mathcal{A}(u) z
\end{aligned}
$$

with $\mathcal{A}(u)=-\frac{\partial}{\partial s}+i u \sin (s)$ defined on the dense domain $\mathcal{D}=H^{1}\left(\mathcal{S}^{1}, \mathbb{C}\right)=\left\{f \in X: f^{\prime} \in X\right\}$. The operator $\mathcal{A}(u)$ is the skew-adjoint generator of a strongly continuous unitary group on $X$ for any $u \in \mathbb{R}$. In order to make $\tau$ an embedding of (34) into (26), we need the output map to be in the form $\mathfrak{y}=\mathcal{C} z$. This is where the freedom degree $\mathfrak{h}$ introduced in (33) may be employed. More specifically, we make the following first assumption on the observation map $h$.

Assumption 4.12 (Linearizable output map). There exist $\mathfrak{h}: \mathbb{R}^{m} \rightarrow \mathbb{C}^{\mathfrak{m}}$ and $\mathcal{C} \in \mathscr{L}\left(X, \mathbb{C}^{\mathfrak{m}}\right)$ such that $\mathfrak{h}(h(x))=\mathcal{C} \tau(x)$ for all $x \in \mathbb{R}^{2}$.

Remark 4.13. If Assumption 4.12 is satisfied, then the embedding defined in (35) shows that Assumption 4.8 is satisfied.

Example 4.14. Denote by $J_{k}$ the Bessel function of the first kind of order $k \in \mathbb{Z}$, that is,

$$
\begin{equation*}
J_{k}: \mathbb{R} \ni r \mapsto \frac{1}{2 \pi} \int_{0}^{2 \pi} e^{i r \sin (s)-i k s} \mathrm{~d} s \in \mathbb{R} \tag{36}
\end{equation*}
$$

For all $k \in \mathbb{Z}$, let

$$
\begin{aligned}
e_{k}: \mathcal{S}^{1} & \longrightarrow \mathbb{C} \\
s & \longmapsto e^{i k s} .
\end{aligned}
$$

The family $\left(e_{k}\right)_{k \in \mathbb{Z}}$ forms a Hilbert basis of $X$. In the rest of the paper, the weak norm $\mathcal{N}$ is always defined with respect to this Hilbert basis. Then, for all $x=(r \cos (\theta), r \sin (\theta)) \in \mathbb{R}^{2}$ and all $k \in \mathbb{Z}$,

$$
\begin{align*}
\left\langle\tau(x), e_{k}\right\rangle_{X} & =\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{i \mu r \cos (s-\theta)-i k s} \mathrm{~d} s \\
& =\frac{1}{2 \pi} e^{-i k \theta+i \frac{\pi}{2}} \int_{0}^{2 \pi} e^{i \mu r \sin (s)-i k s} \mathrm{~d} s \\
& =i^{k} J_{k}(\mu r) e^{-i k \theta} \tag{37}
\end{align*}
$$

Since $\left(e_{k}\right)_{k \in \mathbb{Z}}$ is a Hilbert basis of $X$, any function $h$ such that $\mathfrak{h}(h(r \cos (\theta), r \sin (\theta)))=$ $\sum_{k \in \mathbb{Z}} c_{k} J_{k}(\mu r) e^{-i k \theta}$ for some map $\mathfrak{h}$ and $\left(c_{k}\right)_{k \in \mathbb{Z}} \in l^{2}(\mathbb{Z}, \mathbb{C})$ satisfies Assumption 4.12, For example, $h(x)=J_{0}(\mu|x|)-1($ with $\mathfrak{h}(y)=y+1), h(x)=J_{2}(\mu|x|) \cos (2 \theta)($ with $\mathfrak{h}(y)=y)$ and $h(x)=|x|\left(\right.$ with $\left.\mathfrak{h}(y)=J_{0}(\mu y)\right)$ are suitable observations maps. In each of these cases, the constant input $u \equiv 0$ makes (34) unobservable. Moreover, $h(x)=J_{0}(\mu|x|)-1$ and $h(x)=|x|$ are radially symmetric but $h(x)=J_{2}(\mu|x|) \cos (2 \theta)$ is not. If $h(x)=|x|$, then (34) is a subcase of system (9).

Remark 4.15. According to the Gelfand-Raikov theorem, the finite linear combinations of pure positive-type functions (i.e., functions of the form $(x, \vartheta) \mapsto\left\langle\rho_{\mu}(x, \vartheta) \xi, \xi\right\rangle_{X}$, where $\mu>0$ and $\xi \in X)$ is dense for the uniform convergence on compact sets, in the continuous bounded complex-valued functions on $G$. Hence, the set of functions of the form $(r \cos (\theta), r \sin (\theta)) \mapsto$ $\sum_{\ell \in I_{1}} \sum_{k \in I_{2}} c_{k} J_{k}\left(\mu_{\ell} r\right) e^{-i k \theta}$, where $I_{1}$ and $I_{2}$ are finite subsets of $\mathbb{Z}, \mu_{\ell}>0$ and $c_{k} \in \mathbb{C}$, is dense for the uniform convergence on compact sets of $\mathbb{R}^{2}$, in the continuous bounded complex-valued functions on $\mathbb{R}^{2}$. In the examples of applications of our results, we will focus on output maps $h$ of the form $\mathfrak{h}(h(x))=\sum_{k \in I} c_{k} J_{k}(\mu r) e^{-i k \theta}$ for some $\mathfrak{h}: \mathbb{R}^{m} \rightarrow \mathbb{C}^{\mathfrak{m}}$ and some fixed $\mu>0$.

### 4.2.2 Explicit strong left-inverse

Having in mind to use the strategy developed in the previous section, we now explicitly construct a strong left-inverse $\pi$ of $\tau$ defined in (35) over some compact set. With Corollary 4.6, we already know that a strong left-inverse $\pi$ exists. However, we would like to give an explicit expression. This can be done by employing the relationship between Bessel functions of the first kind given in (36) and the embedding $\tau$, as shown in equation (37).

Indeed, let $j_{1}$ denote the first zero of $J_{1}^{\prime}$. Then $J_{1}$ is increasing over $\left[0, j_{1}\right]$. Denote $J_{1}^{-1}$ its inverse over $\left[0, j_{1}\right]$. Let $\Phi: \mathbb{C} \ni x_{1}+i x_{2} \mapsto\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ be the canonical bijection. Let $j \in\left(0, j_{1}\right)$. For all $\zeta \in \mathbb{C}$, let

$$
\mathfrak{f}(\zeta)= \begin{cases}0 & \text { if } \zeta=0  \tag{38}\\ \Phi\left(\frac{i \bar{\zeta}}{\mu \mid \zeta} J_{1}^{-1}(|\zeta|)\right) & \text { if } 0<|\zeta| \leqslant J_{1}(j) \\ \Phi\left(\frac{i \zeta}{\mu \mid \zeta} j_{1}\right) & \text { if }|\zeta| \geqslant J_{1}\left(j_{1}\right)\end{cases}
$$

If $J_{1}(j)<|\zeta|<J_{1}\left(j_{1}\right)$, define $\mathfrak{f}(\zeta)$ such that $\mathfrak{f}$ is continuously differentiable and globally Lipschitz over $\mathbb{C}$. Denote by $\ell_{\mathfrak{f}}$ its Lipschitz constant. Let $e_{1} \in X$ be defined by $e_{1}(s)=e^{i s}$ for all $s \in \mathcal{S}^{1}$. Let

$$
\begin{align*}
\pi: X & \longrightarrow \mathbb{R}^{2}  \tag{39}\\
\xi & \longmapsto \mathfrak{f}\left(\left\langle\xi, e_{1}\right\rangle_{X}\right)
\end{align*}
$$

Lemma 4.16. The map $\pi$ is a strong left-inverse of $\tau$ over $\bar{B}_{\mathbb{R}^{2}}\left(0, \frac{j}{\mu}\right)$.
Proof. Set $\mathcal{K}=\bar{B}_{\mathbb{R}^{2}}\left(0, \frac{j}{\mu}\right)$. According to (38), $\phi(\xi) \in \mathcal{K}$ for all $x \in \mathcal{K}$.
Let $x=(r \cos (\theta), r \sin (\theta))$ in $\mathcal{K}$. Then, with (37),

$$
\left\langle\tau(x), e_{1}\right\rangle_{X}=i e^{-i \theta} J_{1}(\mu r) \in B_{\mathbb{C}}\left(0, J_{1}(j)\right) .
$$

Hence $\pi(\tau(x))=\Phi\left(r e^{i \theta}\right)=x$. Let $\xi \in X$. We have

$$
|\pi(\xi)-x|=|\pi(\xi)-\pi(\tau(x))|=\left|\mathfrak{f}\left(\left\langle\xi, e_{1}\right\rangle_{X}\right)-\mathfrak{f}\left(\left\langle\tau(x), e_{1}\right\rangle_{X}\right)\right| \leqslant \ell_{\mathfrak{f}}\left|\left\langle\xi-\tau(x), e_{1}\right\rangle_{X}\right| .
$$

Hence $\pi$ is a strong left-inverse of $\tau$ over $\mathcal{K}$.
Remark 4.17. Letting $\mu$ tends towards 0 , the domain of the left-inverse tends towards $\mathbb{R}^{2}$, which will be of use to achieve semi-global stabilization.

### 4.2.3 Well-posedness and boundedness of trajectories

Since $\pi(\xi)$ is meaningful only if $\left|\left\langle\xi, e_{1}\right\rangle_{X}\right| \leqslant J_{1}(j)$, we now check the well-posedness of the closed-loop system (33) and ensure that $\hat{z}$ remains in this domain. We now check the wellposedness of the closed-loop system (33). In a second step, since $\pi(\xi)$ is meaningful only if $\left|\left\langle\xi, e_{1}\right\rangle_{X}\right| \leqslant J_{1}(j)$, we show that by selecting the (perturbation) parameter $\delta$ sufficiently small, $\hat{z}$ remains in this domain along the trajectories of the closed-loop system.

Lemma 4.18. For all $\mu, \alpha, \delta>0$ and all $x_{0}, \hat{x}_{0}$ in $\bar{B}_{\mathbb{R}^{2}}\left(0, \frac{j}{\mu}\right)$, the system (33)) (with $\pi$ as in Lemma [4.16) admits a unique solution $(x, \hat{z}) \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{2}\right) \times\left(C^{0}\left(\mathbb{R}_{+}, \mathcal{D}\right) \cap C^{1}\left(\mathbb{R}_{+}, X\right)\right)$ such that $x(0)=x_{0}$ and $\hat{z}(0)=\tau\left(\hat{x}_{0}\right)$.

Proof. Let $\mathcal{K}=\bar{B}_{\mathbb{R}^{2}}\left(0, \frac{j}{\mu}\right)$ and $x_{0}, \hat{x}_{0}$ in $\mathcal{K}$. Set $z_{0}=\tau\left(x_{0}\right) \in \mathcal{D}$ and $\varepsilon_{0}=\tau\left(\hat{x}_{0}\right)-\tau\left(x_{0}\right) \in \mathcal{D}$. The well-posedness of system (33) is equivalent to the well-posedness of the following system:

$$
\left\{\begin{array}{l}
\dot{z}=\mathcal{A}(u) z  \tag{40}\\
\dot{\varepsilon}=\left(\mathcal{A}(u)-\alpha \mathcal{C}^{*} \mathcal{C}\right) \varepsilon \\
u=\phi(\pi(z+\varepsilon))+\delta \mathcal{N}^{2}(z+\varepsilon-\mathbb{1}) \\
z(0)=z_{0}, \varepsilon(0)=\varepsilon_{0}
\end{array}\right.
$$

where $\mathcal{A}(u)=-\frac{\partial}{\partial s}+i \mu u \sin$ and $\mathcal{C} \in \mathscr{L}\left(X, \mathbb{C}^{\mathfrak{m}}\right)$. Set

$$
\mathcal{A}_{0}=\left(\begin{array}{cc}
-\frac{\partial}{\partial s} & 0 \\
0 & -\frac{\partial}{\partial s}-\alpha \mathcal{C}^{*} \mathcal{C}
\end{array}\right), \quad \mathcal{F}:(z, \varepsilon) \mapsto\binom{i \mu\left(\phi(\pi(z+\varepsilon))+\delta \mathcal{N}^{2}(z+\varepsilon-\mathbb{1})\right) \sin (\cdot) z}{i \mu\left(\phi(\pi(z+\varepsilon))+\delta \mathcal{N}^{2}(z+\varepsilon-\mathbb{1})\right) \sin (\cdot) \varepsilon} .
$$

Since $\mathcal{C}$ is bounded and $\mathcal{A}_{0}$ is diagonal, $\mathcal{A}_{0}$ is the generator of a strongly continuous semigroup on $X^{2}$. Since $\pi$ and $\mathcal{N}^{2}$ are locally Lipschitz, $\mathcal{F}$ is locally Lipschitz. Hence, according to [31, Theorem 1], system (40) admits a unique solution $(z, \varepsilon) \in C^{0}\left([0, T], X^{2}\right)$ for some $T \in$ $\mathbb{R}_{+}^{*} \cup\{+\infty\}$. Moreover, since $\mathcal{A}(u)$ is skew-adjoint for all $u \in \mathbb{R},\|z\|_{X}$ is constant and $\|\varepsilon\|_{X}$ is non-increasing. Hence, $T=+\infty$. Since $\pi$ and $\mathcal{N}^{2}$ are continuously Fréchet differentiable, $\mathcal{F}$ is continuously Fréchet differentiable. Thus, $(z, \varepsilon) \in C^{0}\left(\mathbb{R}_{+}, \mathcal{D}^{2}\right) \cap C^{1}\left(\mathbb{R}_{+}, X^{2}\right)$.

Now that the existence and uniqueness of solutions of (33) is proved, let us show the boundedness of trajectories.

Lemma 4.19. For all $\mu>0$, all $R_{2} \in\left(0, \frac{j}{\mu}\right)$ and all $R_{1} \in\left(0, R_{2}\right)$, there exist $R_{0} \in\left(0, R_{1}\right)$ and $\delta_{0}>0$ such that for all $x_{0}, \hat{x}_{0}$ in $B_{\mathbb{R}^{2}}\left(0, R_{0}\right)$, all $\alpha>0$ and all $\delta \in\left(0, \delta_{0}\right)$, the unique solution $(x, \hat{z}) \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{2}\right) \times\left(C^{0}\left(\mathbb{R}_{+}, \mathcal{D}\right) \cap C^{1}\left(\mathbb{R}_{+}, X\right)\right)$ of (33) such that $x(0)=x_{0}$ and $\hat{z}(0)=\tau\left(\hat{x}_{0}\right)$ satisfies $|x(t)|<R_{1},\left|\left\langle\hat{z}(t), e_{1}\right\rangle_{X}\right|<J_{1}\left(\mu R_{2}\right)$ and $|\pi(\hat{z}(t))|<R_{2}$ for all $t \in \mathbb{R}_{+}$.
Proof. Recall that $\kappa=|K|$. Denote by $\ell_{\pi}$ the global Lipschitz constant of $\pi$. Let $R_{0} \in\left(0, R_{1}\right)$ and $\delta_{0}>0$ satisfying the following inequalities:

$$
\begin{align*}
& R_{0}+M\left(2 \kappa \ell_{\pi} \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)}+16 \nu^{2} \delta_{0}\right)<R_{1}  \tag{41}\\
& 2 \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)}+J_{1}\left(\mu R_{1}\right)<J_{1}\left(\mu R_{2}\right) \tag{42}
\end{align*}
$$

This is always possible by choosing $R_{0}$ and $\delta_{0}$ small enough since $J_{0}(0)=1$.
Let $\delta \in\left(0, \delta_{0}\right), x_{0}, \hat{x}_{0} \in B_{\mathbb{R}^{2}}\left(0, R_{0}\right),(x, \hat{z})$ as in Lemma 4.18, $z=\tau(x), \varepsilon=\hat{z}-z$ and $u=\phi(\pi(\hat{z}))+\delta \mathcal{N}^{2}(\hat{z}-\mathbb{1})$. Set $e=b(u-K x)$. Then $\dot{x}=(A+b K) x+e$. According to the variation of constants formula, and since $A+b K$ is Hurwitz, we get that

$$
\begin{equation*}
|x(t)| \leqslant\left|x_{0}\right|+M \sup _{s \in[0, t]}|e(s)| \quad \forall t \in \mathbb{R}_{+} \tag{43}
\end{equation*}
$$

for some $M>0$. Note that

$$
\left\|\tau\left(x_{0}\right)-\mathbb{1}\right\|_{X}=\left(\left\|\tau\left(x_{0}\right)\right\|_{X}^{2}+1-2\left\langle\tau\left(x_{0}\right), 1\right\rangle_{X}\right)^{\frac{1}{2}}=\sqrt{2\left(1-J_{0}\left(\mu\left|x_{0}\right|\right)\right)} \leqslant \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)}
$$

Then

$$
\begin{equation*}
\left\|\varepsilon_{0}\right\|_{X} \leqslant\left\|\hat{z}_{0}-\mathbb{1}\right\|_{X}+\left\|z_{0}-\mathbb{1}\right\|_{X} \leqslant 2 \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)} \tag{44}
\end{equation*}
$$

Let $t \in[0, T]$. Then

$$
\begin{equation*}
|e(t)| \leqslant \kappa|\pi(\hat{z}(t))-x(t)|+\delta \mathcal{N}^{2}(\hat{z}(t)-\mathbb{1}) \tag{45}
\end{equation*}
$$

On one hand,

$$
\begin{array}{rlr}
\mathcal{N}^{2}(\hat{z}(t)-\mathbb{1}) & \leqslant \nu^{2}\|\hat{z}(t)-\mathbb{1}\|_{X}^{2} & \\
& \leqslant \nu^{2}\left(\|\varepsilon(t)\|_{X}+\|z(t)-\mathbb{1}\|_{X}\right)^{2} \quad \text { (by triangular inequality) } \\
& \leqslant \nu^{2}\left(\left\|\varepsilon_{0}\right\|_{X}+2\right)^{2} & \left(\text { since }\|\varepsilon\|_{X} \text { is non-increasing and }\|\tau(x(t))\|_{X}=1\right) \\
& \leqslant 16 \nu^{2} . & \left.\quad \text { (since }\left\|z_{0}\right\|_{X}=\left\|\hat{z}_{0}\right\|_{X}=1\right)
\end{array}
$$

On the other hand,

$$
\begin{aligned}
|\pi(\hat{z}(t))-x(t)| & =|\pi(\hat{z}(t))-\pi(z(t))| \\
& \leqslant \ell_{\pi}\|\varepsilon(t)\|_{X} \leqslant \ell_{\pi}\left\|\varepsilon_{0}\right\|_{X} \leqslant 2 \ell_{\pi} \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)}
\end{aligned}
$$

(by (44))
Hence,

$$
\begin{equation*}
|e(t)| \leqslant 2 \kappa \ell_{\pi} \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)}+16 \nu^{2} \delta \tag{46}
\end{equation*}
$$

Thus, combining (43) and (41), $|x(t)|<R_{1}$ for all $t \in \mathbb{R}_{+}$. Then, for all $t \in \mathbb{R}_{+}$,

$$
\begin{aligned}
\left|\left\langle\hat{z}(t), e_{1}\right\rangle_{X}\right| & \leqslant\left|\left\langle\varepsilon(t), e_{1}\right\rangle_{X}\right|+\left|\left\langle z(t), e_{1}\right\rangle_{X}\right| \\
& \leqslant\|\varepsilon(t)\|_{X}+\left|\left\langle\tau(x(t)), e_{1}\right\rangle_{X}\right| \\
& \leqslant\left\|\varepsilon_{0}\right\|_{X}+J_{1}(\mu|x|) \\
& \leqslant 2 \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)}+J_{1}\left(\mu R_{1}\right) \\
& <J_{1}\left(\mu R_{2}\right)
\end{aligned}
$$

Thus, (42) yields $\left|\left\langle\hat{z}(t), e_{1}\right\rangle_{X}\right|<J_{1}\left(\mu R_{2}\right)$ for all $t \in \mathbb{R}_{+}$. Finally, since $J_{1}\left(\mu R_{2}\right)<J_{1}(j)$, $|\pi(\hat{z}(t))|=\left|\mathfrak{f}\left(\left\langle\hat{z}(t), e_{1}\right\rangle_{X}\right)\right|=\frac{1}{\mu} J_{1}^{-1}\left(\left\langle\hat{z}(t), e_{1}\right\rangle_{X}\right) \leqslant R_{2}$.

In particular, we have the following corollary, which shows that the compact set of initial conditions that ensures the boundedness of trajectories can be chosen as big as desired, as soon as $\mu$ and $\delta$ are sufficiently small.

Corollary 4.20. For all $R_{0}>0$, there exist $\mu_{0}>0, \delta_{0}>0$ and $R_{2}>R_{1}>R_{0}$ such that for all $x_{0}, \hat{x}_{0}$ in $B_{\mathbb{R}^{2}}\left(0, R_{0}\right)$, all $\mu \in\left(0, \mu_{0}\right)$, all $\alpha>0$ and all $\delta \in\left(0, \delta_{0}\right)$, the unique solution $(x, \hat{z}) \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{2}\right) \times\left(C^{0}\left(\mathbb{R}_{+}, \mathcal{D}\right) \cap C^{1}\left(\mathbb{R}_{+}, X\right)\right)$ of (33) such that $x(0)=x_{0}$ and $\hat{z}(0)=\tau\left(\hat{x}_{0}\right)$ satisfies $|x(t)|<R_{1},\left|\left\langle\hat{z}(t), e_{1}\right\rangle_{X}\right|<J_{1}\left(\mu R_{2}\right)$ and $|\pi(\hat{z}(t))|<R_{2}$ for all $t \in \mathbb{R}_{+}$.

Proof. Let $\beta_{2}>\beta_{1}>1$ to be fixed later, and let $R_{1}=\beta_{1} R_{0}$ and $R_{2}=\beta_{2} R_{0}$. Then there exist $\mu_{0}, \delta_{0}>0$ small enough such that (41) holds for all $\mu \in\left(0, \mu_{0}\right)$. Recall the following asymptotic expansions of the Bessel functions of the first kind at 0 :

$$
J_{0}(r)=1-\frac{r^{2}}{4}+o\left(r^{2}\right), \quad J_{1}(r)=\frac{r}{2}+o(r)
$$

Then for all $\mu>0$,

$$
2 \sqrt{2\left(1-J_{0}\left(\mu R_{0}\right)\right)}+J_{1}\left(\mu R_{1}\right)=\mu R_{0}\left(\sqrt{2}+\frac{\beta_{1}}{2}\right)+o(\mu), \quad J_{1}\left(\mu R_{2}\right)=\mu R_{0} \frac{\beta_{2}}{2}+o(\mu)
$$

Hence, if $\beta_{2}>2 \sqrt{2}+\beta_{1}$, then there exists $\mu_{0}>0$ such that (42) holds for all $\mu \in\left(0, \mu_{0}\right)$. Set $\beta_{1}=2$ and $\beta_{2}=2 \sqrt{2}+3$. Then there exist $\mu_{0}>0$ and $\delta_{0}>0$ such that $\mu_{0} R_{2}<j$ and (41) and (42) are satisfied for all $\mu \in\left(0, \mu_{0}\right)$. Reasoning as in the proof of Lemma 4.19, the result follows.

### 4.2.4 Observability analysis

In order to state the main result of Section 4.2, we need to introduce two last assumptions on the linear output map $\mathcal{C}$ obtained from the function $h$ in Assumption4.12, For each assumption, we give examples of output maps $h$ satisfying these assumptions. Following Remark 4.15, we investigate the case where at least one of the components of $\mathcal{C}$ is in the linear span of a finite number of elements of the Hilbert basis. This component is used to ensure the two observability properties. The first one states that $\mathcal{C}$ distinguishes the target point in a neighborhood of it.

Assumption 4.21 (Short time 0-detectability). Let $u: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be uniformly continuous and $x$ be a solution of (34) bounded by $\frac{j}{\mu}$. If $u\left(t_{n}\right) \underset{n \rightarrow+\infty}{\longrightarrow} 0$ and if there exists $\Delta>0$ such that $\mathcal{C} \tau\left(x\left(t_{n}+t\right)\right) \underset{n \rightarrow+\infty}{\longrightarrow} \mathcal{C} \tau(0)$ for all $t \in[0, \Delta]$, then $x\left(t_{n}\right) \underset{n \rightarrow+\infty}{\longrightarrow} 0$.

Remark 4.22. Assumption 4.21 implies the necessary Condition 2.8 (local). Indeed, if $x$ is a solution of (34) with $u=0$ and $h(x(t))=0$ for all $t \geqslant 0$, then for any positive increasing sequence $\left(t_{n}\right)_{n \in \mathbb{N}} \rightarrow+\infty, u\left(t_{n}\right)=0$ and $C \tau\left(x\left(t_{n}+t\right)\right)=\mathfrak{h}(0)$ for all $n \in \mathbb{N}$ and all $t \geqslant 0$. Hence, according to Assumption 4.21, $x\left(t_{n}\right) \rightarrow 0$. Thus Condition 2.8 (local) is satisfied. Moreover, if $\mathfrak{h}$ has a continuous inverse in a neighborhood of 0 , then Assumption 4.21 implies the input/output-to-state stability condition (see e.g., [22]), which states that any solution $x$ of (34) such that $u(t) \rightarrow 0$ and $y(t) \rightarrow 0$ is such that $x(t) \rightarrow 0$ as $t \rightarrow+\infty$. This condition has proved to be of interest in the context of output feedback stabilization.

Example 4.23. Let $\zeta \in X \backslash\{0\}$ be such that $\mathcal{C}=\left(\langle\cdot, \zeta\rangle_{X}, \ldots\right) \in \mathscr{L}\left(X, \mathbb{C}^{\mathrm{m}}\right)$. Let $\left(c_{k}\right)_{k \in \mathbb{Z}}$ be such that $\zeta=\sum_{k \in I} c_{k} e_{k}, I \subset \mathbb{Z}$. If $I$ is finite (see Remark 4.15), then Assumption 4.21 is satisfied.

Indeed if $\mathcal{C} \tau\left(x\left(t_{n}+t\right)\right) \underset{n \rightarrow+\infty}{\longrightarrow} \mathcal{C} \tau(0)$, then $\sum_{k \in I} c_{k} J_{k}\left(\mu r\left(t_{n}+t\right)\right) e^{-i k \theta\left(t_{n}+t\right)} \underset{n \rightarrow+\infty}{\longrightarrow} c_{0}$ (see (377), where $x=(r \cos (\theta), r \sin (\theta))$. Since $u$ is uniformly continuous, there exists $\Delta>0$ (small enough) such that

$$
\begin{equation*}
\int_{t_{n}}^{t_{n}+\Delta}|u(t)| \mathrm{d} t \underset{n \rightarrow+\infty}{\longrightarrow} 0 . \tag{47}
\end{equation*}
$$

Then, according to Duhamel's formula, for all $t \in[0, \Delta]$,

$$
x\left(t_{n}+t\right)-e^{t A} x\left(t_{n}\right) \underset{n \rightarrow+\infty}{\longrightarrow} 0,
$$

i.e.,

$$
r\left(t_{n}+t\right)-r\left(t_{n}\right) \underset{n \rightarrow+\infty}{\longrightarrow} 0 \text { and } e^{i \theta\left(t_{n}+t\right)}-e^{i\left(\theta\left(t_{n}\right)+t\right)} \underset{n \rightarrow+\infty}{\longrightarrow} 0
$$

Hence, $\sum_{k \in I} c_{k} J_{k}\left(\mu r\left(t_{n}\right)\right) e^{-i k \theta\left(t_{n}\right)} e^{-i k t} \underset{n \rightarrow+\infty}{\longrightarrow} c_{0}$ for all $t \in[0, \Delta]$. Since $I$ is finite, this limit implies that $c_{0} J_{0}\left(\mu r\left(t_{n}\right)\right) \rightarrow c_{0}$ and $c_{k} J_{k}\left(\mu r\left(t_{n}\right)\right) \rightarrow 0$ for $k \in I$ as $n$ goes to $+\infty$. Denote by $j_{0}$ the first zero of $J_{0}$. Then $J_{k}(r) \neq 0$ for any $r \in\left(-j_{0}, j_{0}\right) \backslash\{0\}$ and any $k \in \mathbb{Z}$. Since for some $k \in I, c_{k} \neq 0$, we have $J_{k}\left(\mu r\left(t_{n}\right)\right) \rightarrow J_{k}(0)$, hence $x\left(t_{n}\right) \rightarrow 0$ since $\left|r\left(t_{n}\right)\right|<\frac{j}{\mu}, j<j_{1}<j_{0}$.

Moreover, if there exist $k_{1}, k_{2} \in \mathbb{Z}$ with $\left|k_{1}\right| \neq\left|k_{2}\right|, c_{k_{1}} \neq 0$ and $c_{k_{2}} \neq 0$, then $j_{0}=+\infty$ is a suitable choice due to the Bourgets's hypothesis, proved by Siegel in [33.

The second hypothesis is that the unobservable input $u \equiv 0$ is isolated from other singular inputs of the infinite-dimensional system. Let us recall the usual definition of approximate observability of (26) (see, e.g., [39).

Definition 4.24 (Approximate observability). System (26) is said to be approximately observable in some time $T>0$ for some input $u \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ if and only if

$$
\begin{equation*}
\left(\forall t \in[0, T], \mathcal{C} \mathbb{T}_{t}\left(z_{0}, u\right)=0\right) \Longrightarrow z_{0}=0 \tag{48}
\end{equation*}
$$

Since (26) is a linear system, Definition 4.24 coincides with Definition 2.13 in the finitedimensional context.

Assumption 4.25 (Isolated observability singularity). Let $u \in\left[-u_{\max }, u_{\max }\right]$ where $u_{\max }=$ $\kappa_{\mu}^{j}+16 \nu^{2} \delta$. If $u \neq 0$, then the constant input $u$ makes (26) approximately observable in some time $T>0$.

Example 4.26. In [11, Example 1], the authors investigate the observability of (26) in the case where $\mu=1$ and $\mathcal{C}=\langle\cdot, \mathbb{1}\rangle_{X}\left(\right.$ i.e., $\mathfrak{h} \circ h(x)=J_{0}(|x|)$, see Remark (4.14). Using a similar method, we prove that if $\mathcal{C}=\left(\langle\cdot, \zeta\rangle_{X}, \ldots\right)$ for some $\zeta=\sum_{k \in I} c_{k} e_{k}$ in $X \backslash\{0\}$, where $I \subset \mathbb{Z}$ is finite, if $\mu u_{\max }<j_{0}$ for some $j_{0}>0$, then Assumption 4.25 holds.

Note that it is always possible to make $\mu u_{\max }<j_{0}$ by choosing $\kappa j$ and $\mu \delta$ small enough. Moreover, the considered set of such maps $\mathcal{C}$ is sufficient to approximate any output map $h$, as explained in Remark 4.15,

Let $z_{0} \in X, u \in \mathbb{R} \backslash\{0\}$ and $z(t)=\mathbb{T}_{t}\left(z_{0}, u\right)$ be the unique corresponding solution of (26). We have

$$
\begin{aligned}
&\langle z(t), \zeta\rangle_{X}= \frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i \mu u \int_{0}^{t} \sin (s-\sigma) \mathrm{d} \sigma} z_{0}(s-t) \sum_{\substack{k \in I}} \bar{c}_{k} e^{-i k s} \mathrm{~d} s \\
& \quad \text { (by the method of ch } \\
&= \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\sum_{k \in I} \bar{c}_{k} e^{-i \mu u \cos (s)-i k s}\right) e^{i \mu u \cos (s-t)} z_{0}(s-t) \mathrm{d} s \\
&=\left(\psi * \psi_{0}\right)(t)
\end{aligned}
$$

(by the method of characteristics)
where $*$ denotes the convolution product over $X, \psi: s \mapsto \sum_{k \in I} \bar{c}_{k} e^{-i \mu u \cos (s)-i k s}$ and $\psi_{0}: s \mapsto$ $e^{i \mu u \cos (s)} z_{0}(s)$. Hence, according to Parseval's theorem,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\langle z(t), \zeta\rangle_{X}\right|^{2} \mathrm{~d} t=\left\|\psi * \psi_{0}\right\|_{X}^{2}=\left\|\hat{\psi} \cdot \hat{\psi}_{0}\right\|_{\hat{X}}^{2}=\sum_{\ell \in \mathbb{Z}}\left|\left\langle\psi, e_{\ell}\right\rangle_{X}\right|^{2}\left|\left\langle\psi_{0}, e_{\ell}\right\rangle_{X}\right|^{2}
$$

where $\hat{\psi}\left(\right.$ resp. $\left.\hat{\psi}_{0}\right)$ denotes the Fourier series coefficients of $\psi\left(\operatorname{resp} \psi_{0}\right)$ in $X=L^{2}\left(\mathcal{S}^{1}, \mathbb{C}\right) \subset$ $L^{1}\left(\mathcal{S}^{1}, \mathbb{C}\right)$ and $\hat{X}=l^{2}(\mathbb{Z}, \mathbb{C})$. Hence, it is sufficient to show that there exists $j_{0}>0$ such that, if $\mu u<j_{0}$, then $\left\langle\psi, e_{\ell}\right\rangle_{X} \neq 0$ for all $\ell \in \mathbb{Z}$. Indeed, it yields that if $\mathcal{C} z(t)=0$ for all $t \in[0,2 \pi]$, then $\psi_{0}=0$, i.e., $z_{0}=0$, and thus $u$ makes (26) approximately observable in time $2 \pi$.

Note that

$$
\begin{equation*}
\left\langle\psi, e_{\ell}\right\rangle_{X}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sum_{k \in I} \bar{c}_{k} e^{-i \mu u \cos (s)-i(k+\ell) s} \mathrm{~d} s=\sum_{k \in I} \bar{c}_{k} i^{k} J_{k+\ell}(\mu u) . \tag{37}
\end{equation*}
$$

Set $d_{k}=\bar{c}_{k} i^{k}$ and $F_{\ell}(r)=\sum_{k \in I} d_{k} J_{k+\ell}(r)$ for all $r \in \mathbb{R}$. Since $F_{\ell}$ is analytic for each $\ell \in \mathbb{Z}$, its zeros are isolated. Hence, for all $L>0$, there exists $j_{0}>0$ such that, if $|\ell|<L$, then $F_{\ell}(r) \neq 0$ for all $r \in\left(-j_{0}, j_{0}\right) \backslash\{0\}$. Now, let $k_{\min }=\min \left\{k \in I: d_{k} \neq 0\right\}$ and let us prove that there exists $j_{0}>0$ such that $F_{\ell}(r) \neq 0$ for all $r \in\left(-j_{0}, j_{0}\right) \backslash\{0\}$ and all $\ell \geqslant-k_{\min }$. (One can reason similarly for $\ell \leqslant \max \left\{k \in I: d_{k} \neq 0\right\}$ ). We have $F_{\ell}(r)=$ $d_{k_{\min }} J_{k_{\min }+\ell}(r)\left(1+\sum_{k \in I} \frac{d_{k}}{d_{k_{\min }}} \frac{J_{k+\ell}(r)}{J_{k_{\min }+\ell}(r)}\right)$. According to [27], $\left|J_{k+\ell}(r)\right| \leqslant \frac{1}{(k+\ell)!}\left(\frac{|r|}{2}\right)^{k+\ell}$ for all $r \in \mathbb{R}$. Moreover, according to [23], if $|r| \leqslant 1$, then

$$
\left|J_{k_{\min }+\ell}(r)\right| \geqslant|r|^{k_{\min }+\ell} J_{k_{\min }+\ell}(1) \geqslant \frac{|r|^{k_{\min }+\ell}}{\left(k_{\min }+\ell\right)!2^{k_{\min }+\ell}}\left(1-\frac{1}{2\left(k_{\min }+\ell+1\right)}\right) .
$$

Hence

$$
\begin{aligned}
\left|F_{\ell}(r)\right| & \geqslant\left|d_{k_{\min }}\right|\left|J_{k_{\min }+\ell}(r)\right|\left(1-\sum_{k \in I} \frac{\left|d_{k}\right|}{\left|d_{k_{\min }}\right|} \frac{\left|J_{k+\ell}(r)\right|}{\left.\mid J_{k_{\min }+\ell} \ell\right) \mid}\right) \\
& \geqslant\left|d_{k_{\min }}\right|\left|J_{k_{\min }+\ell}(r)\right|\left(1-2 \sum_{k \in I} \frac{\left|d_{k}\right|}{\left|d_{k_{\min }}\right|}\left(\frac{|r|}{2}\right)^{k-k_{\min }}\right) .
\end{aligned}
$$

Hence, there exits $j_{0}>0$ such that, if $0<|r|<j_{0},\left|F_{\ell}(r)\right| \geqslant \frac{\left|d_{k_{\min }}\right|}{2}\left|J_{k_{\min }+\ell}(r)\right|$ for all $\ell \in \mathbb{Z}$. Choosing $j_{0} \leqslant \min \left\{r>0: J_{0}(r)=0\right\}$, one has $J_{k_{\min }+\ell}(r) \neq 0$ for all $\ell \in \mathbb{Z}$, hence $F_{\ell}(r) \neq 0$.

In particular, if $\zeta=e_{k}$ for some $k \in I$, then $j_{0}=\min \left\{r>0: J_{0}(r)=0\right\}$ is a suitable choice. Indeed, $J_{k}(r) \neq 0$ for all $r \in\left(-j_{0}, j_{0}\right) \backslash\{0\}$ and all $k \in \mathbb{Z}$. Hence, if $\mu u_{\max }<j_{0}$, then $u$ makes (26) approximately observable in time $2 \pi$.

Moreover, if $\mathcal{C}=\left(\left\langle\cdot, e_{k_{1}}\right\rangle_{X},\left\langle\cdot, e_{k_{2}}\right\rangle_{X}, \ldots\right)$ with $\left|k_{1}\right| \neq\left|k_{2}\right|$, then $j_{0}=+\infty$ is a suitable choice due to the Bourgets's hypothesis, proved by Siegel in [33].

We are now in position to state the main result of Section 4.2,
Theorem 4.27. Let $\mathcal{K} \subset \mathbb{R}^{2}$ be a compact set. Let $R_{0}>0$ be such that $\mathcal{K} \subset B_{\mathbb{R}^{2}}\left(0, R_{0}\right)$. Let $\mu_{0}>0$ and $\delta_{0}>0$ be as in Corollary 4.20. Suppose that there exists $\mu \in\left(0, \mu_{0}\right)$ and $\delta \in\left(0, \delta_{0}\right)$ such that Assumptions $4.12,4.21$ and 4.25 are satisfied.

Then system (34) is stabilizable over $\mathcal{K}$ by means of an infinite-dimensional embeddingbased dynamic output feedback. Moreover, the closed-loop system is explicitly given by (33) for any $\alpha>0$ and with $\tau$ as in (35) and $\pi$ as in (39).

According to Examples 4.14, 4.23 and 4.26, we obtain the following corollary.
Corollary 4.28. If $\mathfrak{h}(h(r \cos (\theta), r \sin (\theta)))=\sum_{k \in I} c_{k} J_{k}(\mu r) e^{-i k \theta}$ for some map $\mathfrak{h}: \mathbb{R}^{m} \rightarrow \mathbb{C}$, $\mu>0,\left(c_{k}\right)_{k \in I} \in \mathbb{C}^{I}$ and $I \subset \mathbb{Z}$ finite, then there exists $\delta_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$, system (34) is stabilizable over $\bar{B}\left(0, \frac{j}{\mu}\right)$ for all $j \in\left(0, j_{1}\right)$ by means of an infinite-dimensional embedding-based dynamic output feedback.

Example 4.29. As as application of Corollary 4.28, we provide the following examples of output maps for which our embedding based strategy allows to conclude to the stabilizability.

- If $h(x)=|x|$, then system (34) is semi-globally stabilizable by means of an infinitedimensional embedding-based dynamic output feedback.
Let $\mathcal{K} \subset \mathbb{R}^{2}$ be a compact set. Let $R_{0}>0$ be such that $\mathcal{K} \subset B_{\mathbb{R}^{2}}\left(0, R_{0}\right)$. Let $\mu_{0}>0$ and $\delta_{0}>0$ be as in Corollary 4.20. According to Examples 4.14 and 4.23, Assumptions 4.12 and 4.21 are satisfied for any $\mu \in\left(0, \mu_{0}\right)$ by considering $\mathfrak{h}: y \mapsto J_{0}(\mu y)$. Moreover, by choosing $\kappa j<j_{0}$ and $\delta<\frac{j_{0}-\kappa j}{16 \nu^{2} \mu}$, Assumption 4.25 is also satisfied according to Example 4.26, Hence, Theorem 4.27 does apply on $\mathcal{K}$.
- Naturally, this last example was treated via a finite-dimensional strategy in Section 3 , Furthermore, for radially symmetric output maps, one can devise a strategy where $|x|$ is extracted (at least locally around the target by inversion) and apply the same finitedimensional method. However, this is impossible if the output is not radially symmetric. For instance, if $h(r \cos (\theta), r \sin (\theta))=J_{2}(\mu r) \cos (2 \theta)$ for some $\mu>0$, then system (34) is stabilizable over $\bar{B}\left(0, \frac{j}{\mu}\right)$ for all $j \in\left(0, j_{1}\right)$ by means of an infinite-dimensional embeddingbased dynamic output feedback. To our knowledge there doesn't exist a strategy that achieves the same result with a finite-dimensional time-independent approach.

The two following sections are devoted to the proof of Theorem 4.27, Let $\mathcal{K}$ be a compact subset of $\mathbb{R}^{2}$. Since Lemma 4.18 implies the statement (i) of Definition 4.10, it remains to show (ii) and (iii), Let $R_{0}>0$ be such that $\mathcal{K} \subset B_{\mathbb{R}^{2}}\left(0, R_{0}\right), \mu \in\left(0, \mu_{0}\right)$ and $\delta \in\left(0, \delta_{0}\right)$ be as in Corollary (4.20, $\alpha>0, \tau$ be as in (35) and $\pi$ be as in (39). Let $x_{0}$ and $\hat{x}_{0}$ be in $\mathcal{K},(x, \hat{z})$ be the corresponding solution of (26), $z=\tau(x), \varepsilon=\hat{z}-z$ and $u=\phi(\pi(\hat{z}))+\delta \mathcal{N}^{2}(\hat{z}-\mathbb{1})$. Remark that
$\|\varepsilon\|_{X}-\ell_{\tau}|x| \leqslant\|\hat{z}-\mathbb{1}\|_{X}+\|z-\mathbb{1}\|_{X}-\ell_{\tau}|x|=\|\hat{z}-\mathbb{1}\|_{X}+\|\tau(x)-\tau(0)\|_{X}-\ell_{\tau}|x| \leqslant\|\hat{z}-\mathbb{1}\|_{X}$
and

$$
\|\hat{z}-\mathbb{1}\|_{X} \leqslant\|\varepsilon\|_{X}+\|z-\mathbb{1}\|_{X} \leqslant\|\varepsilon\|_{X}+\ell_{\tau}|x|
$$

where $\ell_{\tau}$ is the Lipschitz constant of $\tau$ over $\mathcal{K}$. Hence proving statement (iii) of Definition 4.10 reduces to prove
(ii') For all $R_{x}, R_{\varepsilon}>0$, there exists $r_{x}, r_{\varepsilon}>0$ such that for all $\left(x_{0}, \hat{z}_{0}\right) \in \mathcal{K} \times \tau(\widehat{\mathcal{K}})$, if $\left|x_{0}\right|<r_{x}$ and $\left\|\varepsilon_{0}\right\|_{X}<r_{\varepsilon}$, then $|x(t)|<R_{x}$ and $\|\varepsilon(t)\|_{X}<R_{\varepsilon}$ for all $t \geqslant 0$.

Since $\tau$ is continuous, if $x \rightarrow 0$, then $\tau(x) \rightarrow \mathbb{1}$, and, a fortiori, $\tau(x) \stackrel{w}{\longrightarrow} \mathbb{1}$. Hence proving statement (iii) of Definition 4.10 reduces to prove
(iii') $x(t) \rightarrow 0$ and $\varepsilon(t) \stackrel{w}{ } 0$ as $t$ goes to infinity.
We prove ( $\left(i^{\prime}\right)$ in Section 4.2.5 and (iii') in Section 4.2.6,

### 4.2.5 Stability

Let $R_{x}, R_{\varepsilon}>0$. We seek $r_{x}, r_{\varepsilon}>0$ such that for all $\left(x_{0}, \hat{z}_{0}\right) \in \mathcal{K} \times \tau(\widehat{\mathcal{K}})$, if $\left|x_{0}\right|<r_{x}$ and $\left\|\varepsilon_{0}\right\|_{X}<r_{\varepsilon}$, then $|x(t)|<R_{x}$ and $\|\varepsilon(t)\|_{X}<R_{\varepsilon}$ for all $t \geqslant 0$. Since $\|\varepsilon\|_{X}$ is non-increasing, choose $r_{\varepsilon} \leqslant R_{\varepsilon}$. Recall that $x$ satisfies the following dynamics:

$$
\dot{x}=(A+b K) x+b K(\pi(\hat{z})-x)+\delta \mathcal{N}^{2}(\hat{z}-\mathbb{1}) b
$$

Moreover,

$$
|\pi(\hat{z})-x| \leqslant \ell_{\pi}\|\varepsilon\|_{X} \leqslant \ell_{\pi} r_{\varepsilon}
$$

where $\ell_{\pi}$ is the global Lipschitz constant of $\pi$ and

$$
\mathcal{N}(\hat{z}-\mathbb{1}) \leqslant \mathcal{N}(\varepsilon)+\mathcal{N}(z-\mathbb{1}) \leqslant \nu\|\varepsilon\|_{X}+\nu\|z-\mathbb{1}\|_{X} \leqslant \nu r_{\varepsilon}+\nu \ell_{\tau}|x|
$$

where $\ell_{\tau}$ is the Lipschitz constant of $\tau$ over $\mathcal{K}$. Since $A+b K$ is Hurwitz, there exists $P \in \mathbb{R}^{2 \times 2}$ positive definite such that $P(A+b K)+P^{\prime}(A+b K)^{\prime}<-2 \mathbb{I}_{\mathbb{R}^{2}}$. Denote by $\sigma_{\min }\left(\right.$ resp. $\left.\sigma_{\max }\right)$ the smallest (resp. largest) eigenvalue of $P$. Then

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} x^{\prime} P x & \leqslant-2|x|^{2}+2|x||P b| \kappa|\pi(\hat{z})-x|+2|x||P b| \delta \mathcal{N}^{2}(\hat{z}-\mathbb{1}) \\
& \leqslant-2|x|^{2}+2 \kappa|P b| \ell_{\pi} r_{\varepsilon}|x|+4|P b| \delta \nu^{2}\left(r_{\varepsilon}^{2}+\ell_{\tau}^{2}|x|^{2}\right)|x|
\end{aligned}
$$

Set $r_{x}=\min \left(\frac{R_{x}}{2}, \sqrt{\frac{\sigma_{\min }}{\sigma_{\max }}}, \frac{1}{4|P b| \delta \nu^{2} \ell_{\tau}^{2}}\right)$ and $r_{\varepsilon}=\min \left(R_{\varepsilon}, \frac{r_{x}}{8 \kappa|P b| \ell_{\pi}}, \frac{\sqrt{r_{x}}}{4 \nu \sqrt{\delta|P b|}}\right)$. If $|x(t)|=r_{x}$ for some $t \in \mathbb{R}_{+}$, then

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} x^{\prime}(t) P x(t) & \leqslant\left(-2+4|P b| \delta \nu^{2} \ell_{\tau}^{2} r_{x}\right) r_{x}^{2}+2 \kappa|P b| \ell_{\pi} r_{\varepsilon} r_{x}+4|P b| \delta \nu^{2} r_{\varepsilon}^{2} r_{x} \\
& \leqslant-r_{x}^{2}+\frac{1}{4} r_{x}^{2}+\frac{1}{4} r_{x}^{2} \\
& <0
\end{aligned}
$$

Hence, for all $t \in \mathbb{R}_{+},|x(t)| \leqslant \sqrt{\frac{\sigma_{\max }}{\sigma_{\min }}} r_{x}<R_{x}$ and $|\varepsilon(t)|<r_{\varepsilon} \leqslant R_{\varepsilon}$.

### 4.2.6 Attractivity

Step 1: Show that $\boldsymbol{\varepsilon} \stackrel{w}{\longrightarrow} \mathbf{0}$. Let $\Omega$ be the set of limit points of $(\varepsilon(t))_{t \in \mathbb{R}_{+}}$for the weak topology of $X$, that is, the set of points $\varepsilon^{\star} \in X$ such that there exists an increasing sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ such that $\varepsilon\left(t_{n}\right) \stackrel{w}{\longrightarrow} \varepsilon^{\star}$ as $n \rightarrow+\infty$. According to (31), $\varepsilon$ is bounded. Hence, by Kakutani's theorem, $\Omega$ is not empty. It remains to show that $\Omega=\{0\}$. Let $\varepsilon^{\star} \in \Omega$ and an increasing sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ such that $\varepsilon\left(t_{n}\right) \stackrel{w}{\longrightarrow} \varepsilon^{\star}$ as $n \rightarrow+\infty$. Combining (31) and (30), $\hat{z}$
is also bounded. Then, after passing to a subsequence, we may assume that $\hat{z}\left(t_{n}\right)$ converges weakly to some $\hat{z}^{\star} \in X$. According to Corollary 4.20, $|u|$ is bounded by $\kappa \frac{j}{\mu}+16 \nu^{2} \delta$.

If $u\left(t_{n}\right)$ does not converge to 0 , then according to Assumption 4.25, the sequence $\left(u\left(t_{n}\right)\right)_{n \in \mathbb{N}}$ has an accumulation point $u^{\star}$ that makes the system (26) approximately observable. Hence, by [8, Theorem 3.5], $\varepsilon^{\star}=0$. Similarly, if $u\left(t_{n}+t^{\prime}\right)$ does not converge to 0 for some $t^{\prime} \geqslant 0$ then $\varepsilon^{\star}=0$, following the same reasoning as in the proof of [8, Theorem 3.5] (see also [11, Theorem 7, Step 4]).

Now, assume that $u\left(t_{n}+t^{\prime}\right) \rightarrow 0$ as $n \rightarrow+\infty$ for all $t^{\prime}>0$. Passing to the limit in the expression of $u\left(t_{n}\right)$, we get the existence of $\mathcal{N}_{\infty}^{2} \in \mathbb{R}_{+}$such that $\mathcal{N}^{2}\left(\hat{z}\left(t_{n}\right)-\mathbb{1}\right) \rightarrow \mathcal{N}_{\infty}^{2}$ and

$$
\begin{equation*}
K \mathfrak{f}\left(\left\langle\hat{z}^{\star}, e_{1}\right\rangle_{X}\right)+\delta \mathcal{N}_{\infty}^{2}=0 \tag{49}
\end{equation*}
$$

Since $u$ is uniformly continuous (because $f$ is globally Lipschitz and $\dot{\hat{z}}$ and $\dot{\varepsilon}$ are bounded), there exists $\Delta>0$ (small enough) such that

$$
\begin{equation*}
\int_{t_{n}}^{t_{n}+\Delta}|u(t)| \mathrm{d} t \underset{n \rightarrow+\infty}{\longrightarrow} 0 \tag{50}
\end{equation*}
$$

Using the method of characteristics, one can show that for all $t, t^{\prime} \in \mathbb{R}_{+}$and almost all $s \in \mathcal{S}^{1}$,

$$
\begin{equation*}
z\left(t+t^{\prime}, s\right)=\mathcal{I}\left(t+t^{\prime}, t, s\right) z\left(t, s-t^{\prime}\right) \tag{51}
\end{equation*}
$$

where $\mathcal{I}\left(t+t^{\prime}, t, s\right)=e^{-i \mu \int_{t}^{t+t^{\prime}} u(\sigma) \sin (s-\sigma) \mathrm{d} \sigma}$. Then, according to Duhamel's formula,

$$
\begin{equation*}
\hat{z}\left(t+t^{\prime}, s\right)=\mathcal{I}\left(t+t^{\prime}, t, s\right) \hat{z}\left(t, s-t^{\prime}\right)-\alpha \int_{t}^{t+t^{\prime}} \mathcal{I}\left(t+t^{\prime}, \sigma, s\right)\left(\left(\mathcal{C}^{*} \mathcal{C} \varepsilon(\sigma)\right)\left(s-t^{\prime}\right)\right) \mathrm{d} \sigma \tag{52}
\end{equation*}
$$

Let $t^{\prime} \in[0, \Delta]$. By (50), $\mathcal{I}\left(t_{n}+t^{\prime}, t_{n}, s\right) \rightarrow 1$ as $n \rightarrow+\infty$, uniformly in $s \in \mathcal{S}^{1}$. Then

$$
\begin{align*}
\left\|\hat{z}\left(t_{n}+t^{\prime}, \cdot\right)-\hat{z}\left(t_{n}, \cdot-t^{\prime}\right)\right\|_{X} \leqslant & \sup _{s \in \mathcal{S}^{1}}\left|\mathcal{I}\left(t_{n}+t^{\prime}, t_{n}, s\right)-1\right|\left\|\hat{z}\left(t_{n}\right)\right\|_{X}  \tag{53}\\
& +\alpha \sup _{\sigma \in\left[t_{n}, t_{n}+t^{\prime}\right], s \in \mathcal{S}^{1}}\left|\mathcal{I}\left(t_{n}+t^{\prime}, \sigma, s\right)\right|\left\|\int_{t_{n}}^{t_{n}+t^{\prime}} \mathcal{C}^{*} \mathcal{C} \varepsilon(\sigma) \mathrm{d} \sigma\right\|_{X}
\end{align*}
$$

tends towards 0 as $n$ goes to $+\infty$ since $\hat{z}$ and $\varepsilon$ are bounded, $t \mapsto\|\mathcal{C} \varepsilon(t)\|_{X}$ is integrable over $\mathbb{R}_{+}($see (31) $)$and $t^{\prime} \leqslant \Delta$. Hence

$$
\begin{equation*}
\left\langle\hat{z}\left(t_{n}+t^{\prime}, \cdot\right), e_{1}\right\rangle_{X} \rightarrow\left\langle\hat{z}^{\star}\left(\cdot-t^{\prime}\right), e_{1}\right\rangle_{X}=e^{i t^{\prime}}\left\langle\hat{z}^{\star}, e_{1}\right\rangle_{X} \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{N}^{2}\left(\hat{z}\left(t_{n}+t^{\prime}, \cdot\right)-\mathbb{1}\right) \rightarrow \mathcal{N}^{2}\left(\hat{z}^{\star}\left(\cdot-t^{\prime}\right)-\mathbb{1}\right)=\mathcal{N}_{\infty}^{2} \tag{55}
\end{equation*}
$$

as $n$ goes to $+\infty$. Combining (54) and (55) with $u\left(t_{n}+t^{\prime}\right) \rightarrow 0$ for $t^{\prime} \in\left\{0, \frac{\Delta}{3}, \frac{2 \Delta}{3}\right\}$, we get

$$
\left\{\begin{array}{l}
K \mathfrak{f}\left(\left\langle\left\langle\hat{z}^{\star}, e_{1}\right\rangle_{X}\right)+\delta \mathcal{N}_{\infty}^{2}=0\right.  \tag{56}\\
K \mathfrak{f}\left(e^{i \frac{\Delta}{3}}\left\langle\hat{z}^{\star}, e_{1}\right\rangle_{X}\right)+\delta \mathcal{N}_{\infty}^{2}=0 \\
K \mathfrak{f}\left(e^{i \frac{2 \Delta}{3}}\left\langle\hat{z}^{\star}, e_{1}\right\rangle_{X}\right)+\delta \mathcal{N}_{\infty}^{2}=0
\end{array}\right.
$$

For all $t \in \mathbb{R}$ and all $\zeta \in B_{\mathbb{C}}\left(0, J_{1}(j)\right)$, we have by (38), $K \mathfrak{f}\left(e^{i t} \zeta\right)=K \mathfrak{R}(t) \mathfrak{f}(\zeta)$ where $\mathfrak{R}(t)=\left(\begin{array}{cc}\cos (t) & \sin (t) \\ -\sin (t) & \cos (t)\end{array}\right)$. Let $\mathfrak{P}=\left(\begin{array}{cc}K & 1 \\ K \mathfrak{R}\left(\frac{\Delta}{3}\right) & 1 \\ K \mathfrak{R}\left(\frac{2 \Delta}{3}\right) & 1\end{array}\right)$. Then (56]) yields $\mathfrak{P}\binom{K \mathfrak{f}\left(\left\langle\hat{z}^{\star}, e_{1}\right\rangle_{X}\right)}{\delta \mathcal{N}_{\infty}^{2}}=0$.

Since $\mathfrak{P}$ is invertible for $\Delta \in(0,3 \pi)$, we get that $\mathcal{N}_{\infty}^{2}=0$ i.e. $\hat{z}\left(t_{n}\right) \xrightarrow{w} \mathbb{1}$. Combining it with (53), we have $\hat{z}\left(t_{n}+t^{\prime}\right) \stackrel{w}{\longrightarrow} \mathbb{1}$ as $n$ goes to $+\infty$. In particular, $\mathcal{C} \hat{z}\left(t_{n}+t^{\prime}\right) \rightarrow \mathcal{C} \tau(0)$. Since $\mathcal{C} \varepsilon \rightarrow 0$ by (31), we obtain $\mathcal{C} \tau\left(x\left(t_{n}+t^{\prime}\right)\right) \rightarrow \mathcal{C} \tau(0)$. Hence, by Assumption 4.21, $x\left(t_{n}\right) \rightarrow 0$ i.e. $z\left(t_{n}\right) \rightarrow \mathbb{1}$. Thus $\varepsilon\left(t_{n}\right) \xrightarrow{w} 0$ i.e. $\varepsilon^{\star}=0$.

Step 2: Show that $\boldsymbol{x} \rightarrow \mathbf{0}$. Recall that $x$ satisfies the following dynamics:

$$
\dot{x}=(A+b K) x+b K(\pi(\hat{z})-x)+\delta \mathcal{N}^{2}(\hat{z}-\mathbb{1}) b
$$

Since $A+b K$ is Hurwitz, there exists $P \in \mathbb{R}^{2 \times 2}$ positive definite such that $P(A+b K)+P^{\prime}(A+$ $b K)^{\prime}<-2 \mathbf{I}_{\mathbb{R}^{2}}$. Set $V: \mathbb{R}^{2} \ni x \mapsto x^{\prime} P x$. Then

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} V(x) & \leqslant-2|x|^{2}+2|x||P b| \kappa|\pi(\hat{z})-x|+2|x||P b| \delta \mathcal{N}^{2}(\hat{z}-\mathbb{1}) \\
& \leqslant-2|x|^{2}+2|P b| \frac{j}{\mu}\left(\kappa|\pi(\hat{z})-x|+\delta \mathcal{N}^{2}(\hat{z}-\mathbb{1})\right)
\end{aligned}
$$

We have

$$
\mathcal{N}(\hat{z}-\mathbb{1}) \leqslant \mathcal{N}(\varepsilon)+\mathcal{N}(z-\mathbb{1}) \leqslant \mathcal{N}(\varepsilon)+\nu\|z-\mathbb{1}\|_{X} \leqslant \mathcal{N}(\varepsilon)+\nu \ell_{\tau}|x|
$$

where $\ell_{\tau}$ is the Lipschitz constant of $\tau$ over $\mathcal{K}$. Hence, if $\delta \leqslant \frac{\mu}{4|P b| j \nu^{2} \ell_{\tau}^{2}}$ (which we can assume without loss of generality by replacing $\delta_{0}$ by $\min \left(\delta_{0}, \frac{\mu}{4|P b| j \nu^{2} \ell_{\tau}^{2}}\right)$, since diminishing $\delta$ ), then

$$
\frac{\mathrm{d}}{\mathrm{~d} t} V(x) \leqslant-|x|^{2}+2|P b| \frac{j}{\mu}\left(\kappa|\pi(\hat{z})-x|+2 \delta \mathcal{N}^{2}(\varepsilon)\right) .
$$

Recall that $|x|$ and $|\pi(\hat{z})|$ are bounded by $\frac{j}{\mu}$. Moreover, $\mathcal{N}(\varepsilon(t)) \rightarrow 0$ as $t \rightarrow+\infty$ by Step 1 , and $\pi(\hat{z})-x \rightarrow 0$ as $t \rightarrow+\infty$ since $\pi$ is a strong left-inverse of $\tau$ (see Corollary 4.6).

For all $r>0$, set $D(r)=\left\{x \in \mathbb{R}^{2}: V(x) \leqslant r\right\}$. In order to prove that $x \rightarrow 0$, we show that for all $r>0$, there exists $T(r) \geqslant 0$ such that $x(t) \in D(r)$ for all $t \geqslant T(r)$. If $r>0$ is such that $\bar{B}_{\mathbb{R}^{2}}\left(0, \frac{j}{\mu}\right) \subset D(r)$ then $T(r)=0$ satisfies the statement. Let $0<r<R$ be such that $\bar{B}_{\mathbb{R}^{2}}\left(0, \frac{j}{\mu}\right) \not \subset D(r)$ and $\bar{B}_{\mathbb{R}^{2}}\left(0, \frac{j}{\mu}\right) \subset D(R)$. Since $\mathcal{N}(\varepsilon(t)) \rightarrow 0$ and $\pi(\hat{z}(t))-x(t) \rightarrow 0$, there exists $T_{1}(r)>0$ such that for all $t \geqslant T_{1}(r)$, if $x(t) \notin D(r)$, then $\frac{\mathrm{d}}{\mathrm{d} t} V(x)<-\bar{m}$, for some $\bar{m}>0$. First, this implies that if $x(t) \in D(r)$ for some $t \geqslant T_{1}(r)$, then $x(s) \in D(r)$ for all $s \geqslant t$. Second, for all $t \geqslant 0$,

$$
\begin{aligned}
V\left(x\left(T_{1}(r)+t\right)\right) & =V\left(x\left(T_{1}(r)\right)\right)+\int_{0}^{t} \frac{\mathrm{~d}}{\mathrm{~d} t} V\left(x\left(T_{1}(r)+\tau\right)\right) \mathrm{d} \tau \\
& \leqslant R-\bar{m} t \quad \text { while } x\left(T_{1}(r)+t\right) \notin D(r)
\end{aligned}
$$

Set $T_{2}(r)=\frac{R-r}{m}$ and $T(r)=T_{1}(r)+T_{2}(r)$. Then for all $t \geqslant T(r), x(t) \in D(r)$, which concludes the proof.

## 5 Conclusion

The objective of the paper is to illustrate a new approach to tackle the issue of stabilization at unobservable points. As we showed, we can use arguments from Lie group representation theory to obtain embeddings of finite-dimensional systems into unitary systems of infinite dimension. These contractive systems allow to design observers that appear to be resilient to singular inputs issues.

Beyond the method we explored in the present article, we wish to stress that topological obstructions to output feedback stabilization can be lifted when infinite-dimensional observers are considered. More precisely, the obstruction brought up in [13] regarding the stabilizability of $\dot{x}=u, y=x^{2}$ and extended in Corollary 3.2 vanishes if one extends the usual definition of dynamic output feedback stabilizability by allowing infinite-dimensional states fed by the output, as in Definition 4.10 .

Therefore, new infinite-dimensional embedding techniques for output feedback stabilization, either based on the more general framework of [11], or on other infinite-dimensional observers, need to be investigated.
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## A The matrix $\mathcal{Q}$ is invertible

Let us compute the determinant of $\mathcal{Q}$.

$$
\operatorname{det} \mathcal{Q}=\left|\begin{array}{ccc}
K & \delta & 0 \\
K A & 0 & -\delta \alpha \\
\vdots & \vdots & \vdots \\
K A^{n+1} & 0 & \delta(-\alpha)^{n+1}
\end{array}\right|=(-1)^{n+1} \delta^{2} \alpha\left|\begin{array}{cc}
K A & 1 \\
\vdots & \vdots \\
K A^{n+1} & (-\alpha)^{n}
\end{array}\right|=-\delta^{2} \alpha \sum_{k=0}^{n} \alpha^{k} Q(k)
$$

where

$$
Q(k)=\left|\begin{array}{c}
\tilde{K} A^{0} \\
\vdots \\
\tilde{K} A^{k-1} \\
\tilde{K} A^{k+1} \\
\vdots \\
\tilde{K} A^{n}
\end{array}\right|, \quad \tilde{K}=K A, \quad k \in\{0, \ldots, n\}
$$

Let $P(X)=\sum_{k=0}^{n} c_{k} X^{k}$ be the characteristic polynomial of $A$. Since $A$ is skew-symmetric and invertible, it holds that $n$ is even, $P$ is minimal for $A$, positive on $\mathbb{R}, c_{n}=1$. Then,

$$
A^{n}=-\sum_{k=0}^{n-1} c_{k} A^{k}
$$

Let $\Delta$ be the determinant of the Kalman observability matrix of $(\tilde{K}, A)$. Since $(K, A)$ is observable and $A$ is invertible, $\Delta \neq 0$. Then for $k<n$,

$$
Q(k)=\left|\begin{array}{c}
\tilde{K} A^{0} \\
\vdots \\
\tilde{K} A^{k-1} \\
\tilde{K} A^{k+1} \\
\vdots \\
\sum_{i=0}^{n-1} c_{i} \tilde{K} A^{i} .
\end{array}\right|=\left|\begin{array}{c}
\tilde{K} A^{0} \\
\vdots \\
\tilde{K} A^{k-1} \\
\tilde{K} A^{k+1} \\
\vdots \\
-c_{k} \tilde{K} A^{k} .
\end{array}\right|=-c_{k}(-1)^{n-k} \Delta .
$$

The case $k=n$ simply yields $Q(n)=\Delta$. Then

$$
\operatorname{det} \mathcal{Q}=\delta^{2} \alpha \Delta \sum_{k=0}^{n} c_{k}(-1)^{k} \alpha^{k}=\delta^{2} \alpha \Delta P(-\alpha)
$$

Since $P$ is positive on $\mathbb{R}$, $\operatorname{det} \mathcal{Q}>0$ as soon as $\alpha>0$.
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[^0]:    ${ }^{1}$ Recall that a dynamical system is said to be asymptotically stable at an equilibrium point with some basin of attraction if and only if each initial condition in the basin of attraction yields at least one solution to the corresponding Cauchy problem, each solution converges to the equilibrium point, and the equilibrium point is Lyapunov stable.

[^1]:    ${ }^{2}$ In [4, Lemma $\left.1,(1)\right]$, the authors state only a global version of the result, that is, $\mathcal{U}_{x}=\mathbb{R}^{n}$ and $\mathcal{U}_{w}=\mathbb{R}^{q}$. However, the proof remains identical in the other cases.

[^2]:    ${ }^{3} \mathrm{Up}$ to a change of scalar product, one may also consider the case where $P A+A P=0$ for some positive definite matrix $P \in \mathbb{R}^{n \times n}$ and $h$ such that $\left(x_{1}^{\prime} P x_{1}=x_{2}^{\prime} P x_{2}\right) \Rightarrow\left(h\left(x_{1}\right)=h\left(x_{2}\right)\right)$.

[^3]:    ${ }^{4}$ This definition does not coincides with the usual notion of embedding in differential topology.

[^4]:    ${ }^{5}$ A class $\mathcal{K}_{\infty}$ function is a continuous function $\rho^{*}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $\rho^{*}(0)=0, \rho^{*}$ is strictly increasing and tends to infinity at infinity.

