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Abstract—In this paper, we introduce an analytical approach
for modeling and analyzing the performance of multi-tier cellular
networks that are powered by the power grid and by renewable
energy sources. The proposed approach relies on modeling the
locations of the base stations, either powered by the power
grid or by renewable energy sources, by using Poisson point
processes. The availability of renewable energy is modeled by
using a Poisson point process in the time domain. In particular,
the temporal dynamics of the batteries of the base stations
powered by renewable energy sources are modeled by using a
discrete Markov chain with a number of states that is equal to
the finite storage capacity of the batteries. By leveraging recent
results available in [1], the coverage probability, the spectral
efficiency, and the energy efficiency of the considered network
model are formulated in an analytical, closed-form, expression,
which depends on the probability that the typical base station
is available, i.e., it has sufficient power to serve at least one
mobile terminal in its cell. This latter probability is shown to
be the solution of the steady state equation of the Markov
chain that models the temporal dynamics of the batteries of
the base stations. Under the assumption that the batteries of
the base stations can be either empty or fully charged, we
formulate an optimization problem in order to maximize the
energy efficiency as a function of the transmit power and the
deployment density of the base stations, and identify sufficient
conditions for which the problem admits a unique solution. The
accuracy of the proposed approach and the performance trends
inferred from it are substantiated with the aid of extensive Monte
Carlo simulations.

Index Terms—Cellular networks, renewable energy, spectral
efficiency, energy efficiency, stochastic geometry.

I. INTRODUCTION

Network densification is a key enabler for increasing the
spectral efficiency in future wireless networks [2]. Increasing
the density of the Base Stations (BSs) in cellular networks
increases, however, the network power consumption [1]. Ap-
propriate solutions need, therefore, to be developed in order
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to leverage the dense and heterogeneous deployment of the
BSs in cellular networks without negatively affecting their
carbon footprint. A promising solution to reduce the cost of
deploying and operating ultra-dense cellular networks consists
of employing renewable energy sources, e.g., solar or eolic,
to power Small Cell BSs (SBSs), which are overlaid on
existing deployments of Macro BSs (MBSs) that are directly
connected to the power grid. This approach has the potential of
significantly reducing the network power consumption while
fulfilling the spectral efficiency and Energy Efficiency (EE)
needs [3]]. The uncertain availability of renewable energy
sources may, however, lead to random fluctuations of the
power supplied to the SBSs, which may negatively affect the
coverage and spectral efficiency of the overall network. It is, as
a result, fundamental to quantify the performance trade-offs in
heterogeneous cellular networks powered by renewable energy
sources, and to optimize their operation accordingly.

In the present paper, motivated by these considerations, we
develop an analytical framework for analyzing and optimizing
two-tier cellular networks in which the MBSs are connected to
the power grid and the SBSs are powered solely by renewable
energy sources. To this end, we capitalize on the mathe-
matical tool of stochastic geometry [4]. Several researchers
have recently studied different application scenarios in which
renewable energy sources are employed to power cellular
BSs. Notable research contributions related to ours include
[S]-[12]. Compared with the most closely related research
works available in the literature, i.e., [S], [Z], [8], [12], in
particular, the novelty and contribution of the present paper
can be summarized as follows.

Compared with [5], we consider a general Markov chain
model to describe the temporal dynamics of the SBSs, which
is not restricted to a birth-death process. We study different
load and energy harvesting models, and employ a different def-
inition of coverage probability that allows us to formulate and
solve optimization problems for some simplified but relevant
system models. Compared with [7]], we consider a downlink
cellular network, and we take into account the network load
as a function of the deployment densities of BSs and users.
Our system model leads to a different formulation of the
Markov chain that describes the energy harvesting dynamics
of the batteries of the SBSs. Compared with [8] and [12]], we
consider a more general Markov chain structure for modeling
the temporal dynamics of the batteries of the SBSs, and a
power transmission and consumption models that depend on
the distribution of the users.
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TABLE I: Main symbols and functions used in the paper (k € {M, S}, d € {L1,L2}, o € {H,F})

’ Symbol/Function \ \ Definition
E{-}, Pr{-} Expectation operator, probability measure
ABS, AMT Reference density of base stations, mobile terminals
A = QLABS, )\,(CA) Density of tier k (aj is a constant number), density of available BSs in tier k
U, \I!,(CA), YT PPP of BSs, available BSs, and MTs in tier k&
Pl ot Phics Pidie Total transmit, circuits, and idle (only MBSs) power in tier &
Pnit Unit power level of battery storage and power of a packet harvested
Trs Gns ) Distance, fading power gain of a generic link and of the intended link
1), K ,io) Path-loss, smallest path-loss of the intended link in tier &
Kk, 8>0,T} Path-loss constant, slope (exponent), bias factor of tier k
BWi.t, No, 012\1 = BW,,tNo || Total transmission bandwidth, noise power spectral density, noise variance
YDs YA, Ed,0 Reliability threshold for decoding, cell association, probability that a SBS is inactive
NE 4 Maximum number of MTs that can be served in tier k (operator-related)
NE .. Maximum number of MTs that can be served in tier k (battery-related)
Ngrg, APy Number of resource blocks, association probability of tier k
L, \gp, Pu Battery capacity of SBSs, arrival rate and probability of receiving u power packets
md, m? Power levels to make a SBS active, to serve one MT assuming that it is available
R%°, v®e Matrix of transition probabilities, vector of steady state probabilities
q, yF Probability of having exactly and at least e MTs in a cell of tier k
Ny, Nur Number of MTs in a cell, number of MTs in a cell given that one is already in it
1(:), 2F1 (-, ), T(9) Indicator function, Gauss hypergeometric function, gamma function
max {z,y}, min{z,y}, |.] Maximum, minimum between x and y, floor function
z(x), % () First-order, second-order derivative with respect to x

Compared with other papers available in the literature, more
importantly, we: (i) propose a tractable approach for perfor-
mance evaluation that is based on the concept of availability
of SBSs, which leads to an implicit formulation of the steady
state equation that describes the temporal dynamics of the
batteries of the SBSs in which the matrix of transition prob-
abilities depends on the steady state probabilities themselves;
(ii) leverage and generalize the new definition of coverage
probability recently introduced in [1], [[13]], [14]], which allows
us to obtain a tractable closed-form expression of the EE
of two-tier cellular networks in the presence of renewable
energy sources; and (iii) formulate and solve EE optimization
problems as a function of the transmit power and deployment
density of the BSs. We prove, in particular, that the approach
introduced in the present paper is general and tractable enough
for system-level optimization.

More specifically, we provide the following contributions.
(1) We introduce a closed-form analytical framework that
quantifies the coverage probability, spectral efficiency, power
consumption, and EE in cellular networks where the MBSs
are connected to the power grid and the SBSs are powered
solely by renewable energy sources. (2) We consider a general
system model that accounts for: (i) BSs schedulers that treat
the available resources as discrete and continuous; (ii) half-
duplex and full-duplex energy harvesting architectures; (iii)
power consumption models that depend on the number of
Mobile Terminals (MTs) associated with the BSs; (iv) batteries
for energy harvesting of finite capacity; and (v) a general
Markov chain formulation to model the temporal dynamics
of the batteries of the SBSs. (3) We formulate and solve, in

simplified but relevant case studies, EE optimization problems,
and scrutinize the analytical frameworks to gain insights into
the impact of employing renewable energy sources in cellular
networks.

The rest of this paper is organized as follows. In Section
the system model is introduced. In Section [[TI the method-
ology of analysis and some enabling results for subsequent
analysis are presented. In Section[[V] the coverage probability,
the spectral efficiency, the power consumption, and the EE
are formulated in closed-form. In Section [V} simplified case
studies are analyzed in order to gain insight on the impact of
renewable energy sources. In Section numerical results are
illustrated to validate the proposed approach. Finally, Section
VII| concludes this paper.

II. SYSTEM MODEL

In this section, the system model and the modeling assump-
tions are introduced.

A. Spatial Modeling: Locations of Base Stations and Mobile
Terminals

We consider a two-tier cellular network that consists of
MBSs (M) and SBSs (S). The MBSs (denoted also as on-grid
BSs) are connected to the power grid while the SBSs (denoted
also as off-grid BSs) are powered solely via renewable energy
sources. The MBSs and SBSs are distributed according to
two independent Poisson Point Processes (PPPs), ¥y; and
Wg, whose deployment densities are Ay 2 amAps and
As 2 asAps, Where ayy and ag are positive numbers and
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Aps is a reference density of BSs. The MTs are distributed
according to a homogeneous PPP, Wy;r, of density Ay,
which is independent of ¥y; and Wg. The main symbols and
notation used in the paper are available in Table [I}

B. Temporal Modeling: Energy Harvesting from Renewable
Energy Sources

As for the temporal dynamics of the network, we assume
that time is slotted. The duration of the time slot is chosen
according to the mobility of the MTs, i.e., the MTs occupy
different locations in consecutive time slots. We feel important
to note that this assumption is made in the interest of analytical
tractability. In general, in fact, the optimization of the time
slots in wireless systems depends on a large number of
parameters, which include the operating frequency, the type
of service to be offered, etc. Without loss of generality,
the duration of the time slot is normalized to be unitary.
Since the fast fading usually changes on a shorter time scale
compared with the locations of the MTs, this implies that the
channel gains are independent across the time slots. Under
this assumption, the locations of the MBSs and SBSs are
considered to be fixed over multiple time slots. The spatial
distribution of the MBSs and SBSs is, however, taken into
account in the long time horizon [4].

The amount of renewable energy harvested by the SBSs in
a time slot is discretized into power packets of fixed power
Pinit- The number of power packets harvested across the
time slots are independent and identically distributed Poisson
random variables with mean Agp. The power packets are
stored in batteries of finite capacity with £ power levels.
Each battery level is equal to Py, so that the maximum
amount of power that can be stored is (£ — 1)Pyuit. The
probability that z power packets are harvested in one time
slot is p, 2 (Agp)” exp (—Agp)/2! for 2 = 0,1,...,L — 2,
and ps_1 21— ZZL:_OZ p. is the probability of harvesting at
least £— 1 power packets, i.e., the maximum storage capacity.
By appropriately choosing Agp, different time scales for the
mobility of the MTs and the rate at which the renewable energy
is harvested can be modeled, e.g., (i) if Agp > 1, the time
scale of energy harvesting is shorter that the time scale that
corresponds to the mobility of the MTs; (ii) if Agp < 1, the
opposite holds true. As detailed in the sequel, the temporal
dynamics of the batteries of the SBSs are modeled by using a
discrete Markov chain with £ states. Based on the considered
assumptions, for ease of writing, the time index can be omitted
in our notation. It is worth mentioning that the Poisson
distribution for modeling the packets of harvested power is
not only convenient from the analytical point of view, and,
hence, widely employed in the literature, but it is accurate
enough for representing empirical data as well. For example,
the authors of [[15]] have shown that a Poisson distribution with
an arbitrary transformation (e.g., a translation) well matches
empirical measurements of solar-powered energy harvesting.

C. Availability of Small Cell Base Stations

For ease of description, we anticipate an important concept:
The availability of the SBSs. Since the number of power

packets that are harvested by the SBSs in a time slot is a
Poisson random variable, some SBSs may not have sufficient
power to serve the MTs located in their cells. The SBSs that
have sufficient power to serve at least one MT are referred to
as available. Otherwise, they are referred to as unavailable.
The point process of available SBSs is denoted by \IféA) C Ug.
Since the MBSs are connected to the power grid, we have
\Ifg/[A) = Wy, i.e., the MBSs are always available. The MTs
located in the cells of unavailable SBSs are offloaded either
to an available SBS or to an MBS, according to the cell
association described next. It is worth noting that the set of
available SBSs is, in general, different in every time slot.

D. Channel Modeling

In each link, small-scale and large-scale channel impair-
ments are accounted for. All links are independently and
identically distributed. The power gain of link n (in both tiers)
is denoted by g,, and it is an exponential random variable
with unit mean. The path-loss of link n in tier k¥ € {M, S}
and length r,, is I (1) 2 kprP%, where B, and ky are the
path-loss exponent and constant of the kth tier. For simplicity,

we assume [ = 3 and ki = & for k € {M, S}.

E. Cell Association

The typical MT, MT©, is served by the BS that provides
the highest biased average received power to it. Let 7}, and
Pt’;wt be the bias factor and the total transmit power of tier
k, and K}go) = min__ s {l; (r,)} be the smallest path loss
of tier k, where k € {M,S}. The average (over the small-
scale fading) received power at MT® can be formulated as
follows:
k" 1 E©

> k0 (1)

Ptx,tot

P(o) é Ptlggtot

K"

i
Ptx,tot

where%isdeﬁnedasE:Sifk‘:MandE:Mifk:S,
respectively.

Since the locations of the MTs and the available SBSs may
be different in different time slots, the typical MT may, based
on (E]), be served by a different BS in different time slots.

FE Load Model

Let Nyt be the number of MTs in a generic cell. Two load
models are analyzed.

1) Load Model 1 (L1): Power and bandwidth are viewed
as discrete resources by the scheduler: The total transmit
power and total transmission bandwidth of the MBSs and
SBSs are split into Ngp € IN discrete units, which are referred
to as Resource Blocks (RBs). Within a cell, each MBS and
SBS can serve only one MT in each RB. Therefore, intra-
cell interference is avoided. All MBSs and SBSs are allowed
to transmit in any RB. Therefore, inter-cell interference is
present on a per-RB basis. The transmit power and trans-

kLl A k
P, - Pt ,tot/NRB

mission bandwidth of each RB are P} v

and BWy 1,1 2 BWy,; = BWiot/Nrp, respectively, where
BW,t is the total transmission bandwidth. Under this model,
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the maximum number of MTs that can be served by each

MBS and SBS is NML! 2 min { Ngg, NM_} and NS,L! 2

max max
min {NRB, Nanda Néit}, respectively, where N{foad € N for
k € {M, S} is a free parameter for resource allocation, e.g., to
control the inter-cell interference in the RBs, and N}, € N
denotes the maximum number of MTs that can be served
only due to the random arrival of the power packets and the
limited storage capacity of the battery of the SBSs. Further
details on N1 are given in the sequel. If Ny > NMLEL or
Nyt > NS some MTs cannot be served in a given time
slot. In this case, only N)L1 or NS.LI MTs are served, and
they are chosen uniformly at random among the Nyt MTs
that are available. If Nyr < NMI or Nyr < NSEL some

MBSs and SBSs do not transmit in some RBs, thus generating
less inter-cell interference and consuming less power.

2) Load Model 2 (L2): Power and bandwidth are viewed
as continuous resources by the scheduler: The total transmit
power and total transmission bandwidth of the MBSs and
SBSs are viewed as continuous resources, and are evenly
allocated among the maximum number of MTs that can be
served by each MBS and SBS. Similar to L1, however, no
intra-cell interference is present. By using a notation similar
to L1, the maximum number of MTs that can be served by
each MBS and SBS is NM.L2 2 min{NMT,Nivéad} and

max
sL2 A& . S L2 :
N3oué = min {NMT?NLoad7NBat}’ respectively. Therefore,

the transmission bandwidth allocated by each MBS and SBS
to each MT is BWj, 1.0 2 BW, /NFEL2 ‘and the total transmit
power of each MBS and SBS is evenly spread across the entire
transmission bandwidth BW ¢, i.e., the power spectral density
is Pl ot/BWiot for k& € {M,S}. L1 and L2 are similar,
but two main differences hold. In L2: (i) the transmit power
and transmission bandwidth that are allocated to each MT are
random variables (since Ny;r is a random variable); and (ii)
each MBS and SBS consumes the total transmit power and
uses the entire transmission bandwidth if Nyt > 1 (at each
transmission instance).

In simple terms, therefore, two models for the load and two
models for the corresponding transmit power of the MBSs and
SBSs are studied. As for load model L1, the total available
bandwidth and the total transmit power are split into RBs of
fixed size. Each MT is served on an independent RB in order
to avoid intra-cell interference. The number of MTs that can
be served by an MBS depends, therefore, on the total number
of RBs. The number of MTs that can be served by an SBS
depends, on the other hand, on the total number of RBs and on
the energy harvesting process (i.e., the random arrival of the
power packets and the limited storage capacity of the battery
of the SBSs). This implies that some MTs may not be served
under load model L1. As for the load model L2, we consider
that the total available bandwidth is equally split among all
the MTs that lie in a cell. Similarly, the total transmit power
is spread across the total available bandwidth. This ensures
that all the MTs that lie in a cell are served, but without
guaranteeing any minimum constraint on the bandwidth and
transmit power that are allocated to them.

G. Power Transmission and Consumption Modeling

The MBSs and SBSs operate in two modes. The MBSs can
be either in transmit or idle mode if at least one MT or no MT
is associated to them, respectively. In the first case, the power
consumed is the summation of the transmit power Ptl\f’d for
d € {L1, L2} which is defined in the previous section, and the
circuits power consumption PXL []]. In idle mode, the power
consumption is 0 < PNl < PX. The SBSs can be either in
transmit or energy harvesting mode. They operate in transmit
mode if at least one MT is associated to them and they have
sufficient power in their batteries to serve at least one MT (i.e.,
they are available). They operate in energy harvesting mode
if either no MT is associated to them or they are unavailable.
In the first case, similar to the MBSs, the power consumed is
the summation of the transmit power P for d € {L1, L2},
and the circuits power consumption Pcsir. The operation in the
energy harvesting mode is detailed in the next section. For
simplicity, we adopt the notation Pigj, = ilglle.

In general terms, therefore, the power consumption of the
MBSs and SBSs is obtained as the sum of the transmit power,
the circuits power, and the idle power. The main difference
between the MBSs and SBSs is that the idle power is assumed
to be equal to zero for the SBSs. The power consumption of
the SBSs is equal to zero during the harvesting process.

H. Energy Harvesting Modeling

1) Definition of N, for d € {LI, L2}: As anticipated,
the amount of renewable energy harvested by the SBSs is
discretized into packets of fixed power Py, and each power
level of the batteries is, for simplicity, equal to P,,;;. Based
on the power consumption model introduced in the previous
section, we can formally define N‘Biat € N, i.e., the max-
imum number of MTs that can be served by the SBSs by
taking into account only the random arrival of the power
packets and the limited storage capacity of the SBSs. Let
DS A | psS ps A | ps
Ptx,tot = LPtx,tot/PunitJ € N and Pcir = LPcir/PunitJ eN
be the number of power levels that correspond to P&tot and
PS, respectively. Then, N, 2 (£ —1-mf)/m?| + 1,
where m¢ € N and m? € N are the minimum power
level that is necessary to make an SBS available and the
minimum power level that is necessary to serve one MT
conditioned on the availability of the SBS, respectively. We
have: m%l = Pcslr + Ptsx,tot/NRB’ m%Q = Pcsir + Ptsx,tot’
mP! = PS, + P o./Nrp, and m"? = PS,. The definitions
of m¢ and m? account for the different assumptions under
L1 and L2. Under L2, the total transmit power is taken into
account only in mk?, since it is entirely used even if a single
MT is served. This is the reason why m'? depends only on
the circuits power consumption.

2) Half-Duplex and Full-Duplex Energy Harvesting: In
energy harvesting mode, the SBSs can operate in either half-
duplex (H) or full-duplex (F). In the first case, the SBSs need a
single battery that, in every time slot, is in either transmission
mode or energy harvesting mode. In the second case, on the
other hand, the SBSs can transmit and harvest energy during
every time slot. In full-duplex mode, the SBSs are equipped
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with two batteries. One of them is used for transmission and
the other one is used for energy harvesting. At the end of the
time slot, the latter battery transfers the harvested power to the
former battery instantly. Therefore, the power harvested in a
given time slot can be used for transmission only in subsequent
time slots.

III. METHODOLOGY OF ANALYSIS AND PRELIMINARY
RESULTS

In this section, the main methodology of analysis and some
enabling results are presented.

A. Methodology of Analysis

The MTs and the power packets harvested by the SBSs
are distributed according to two time-homogeneous (station-
ary in time) and spatial-homogeneous (stationary in space)
independent PPPs. For a given network realization of MBSs
and SBSs, therefore, the availability of an arbitrary SBS in a
given time slot depends on: (i) the power level of its battery
in the previous time slot and the amount of harvested power
in the previous time slot, if it was unavailable in the previous
time slot, and (ii) the power level of its battery in the previous
time slot, the number of MTs that it served in the previous
time slot, and the amount of harvested power in the previous
time slot (only for full-duplex energy harvesting), if it was
available in the previous time slot.

The availability of an arbitrary SBS in a given time slot
depends, in addition, on the availability of the other SBSs in
the previous time slot. Assume, for example, that only one SBS
is available in a given time slot. Based on the considered cell
association, the SBS has to serve all the MTs in the network.
This operation increases the likelihood of depleting the battery
of the SBS, and, thus, decreases the likelihood of the SBS
to be available in the next time slot. The spatial-temporal
coupling that originates from these interactions is difficult to
model without resorting to some approximations [[16]. Some
papers where the spatio-temporal coupling is analyzed can be
found in [19], [20], [21]. In our system model, however, the
stationarity in time and space of the MTs and the random
arrivals of the power packets weaken, in part, the spatio-
temporal coupling among the SBSs. For analytical tractability,
therefore, the spatio-temporal correlations among the SBSs are
not taken into account in our analytical framework, as formally
stated below.

Approximation 1: In every time slot, the point process of the
available SBSs, \IJéA), is approximated by an independently
thinned version of Wg, whose retaining probability is the
probability that an SBS is available, i.e., the probability that
the SBS has sufficient power in its battery to serve at least
one MT. By denoting with €4, the probability that an SBS

is unavailable, the point process \IféA) is approximated with a

PPP of density /\(SA) 2 (1 —e4,0) As.

Remark 1: Tt is worth mentioning that thinning has been
extensively employed when modeling cellular networks with
the aid of stochastic geometry. An example is the analysis of
uplink cellular networks, where thinning is used to take into
account the non-uniform spatial distribution of the MTs that

are scheduled for transmission on a given physical resource
[22]. Our application of thinning is, however, different and
peculiar to the specific problem that we intend to solve. It will
be apparent in the sequel, in fact, that €4, jointly depends on
the spatial and temporal characteristics of the cellular network.
The computation of €4, is, in particular, challenging and, in
general, no explicit closed-form expression exists for it (see,
e.g., Q).

Approximation 2: To compute e£4,, our approach relies
on assuming that the discrete Markov chain that describes
the temporal dynamics of the batteries of the SBSs operates
at the steady state, i.e., at the equilibrium. The discrete
Markov chain, therefore, can be modeled via its equilibrium
distribution, i.e., the probabilities that the power level of the
battery is {0, Punit, 2Punits - -5 (£ — 1)Pynit} in the long
time horizon. Under this assumption, the probability that an
SBS is available, i.e., 1 —4,,, is computed at the steady state
(equilibrium) of the discrete Markov chain. Our mathematical
approach, therefore, ignores the transient behavior of the dis-
crete Markov chain, but it is shown to be analytically tractable
and sufficiently accurate. It is worth noting, however, that this
transient behavior is taken into account in our Monte Carlo
simulations. We anticipate that the proposed approach leads
to a non-trivial formulation of the steady state probabilities
of the discrete Markov chain, since the transition probabilities
implicitly depend on the steady state probabilities through the
probability €4 ,. To the best of our knowledge, the proposed
analytical formulation has never been employed and analyzed
in prior related works.

Remark 2: For analytical tractability, the batteries of the
SBSs are assumed to be statistically equivalent. Thus, a single
Markov chain is employed. This is, in part, justified by the
spatial and temporal independence of the packets of harvested
energy, the locations of the MTs, and the fast fading. We
feel important to emphasize, however, that this modeling
assumption results in approximated analytical frameworks,
since the spatial coupling among the locations of the MBSs
and SBSs has a stronger impact as compared with, e.g., fast
fading. In general, therefore, the batteries of the SBSs exhibit a
different statistical behavior across the entire network. Recent
research results tackling this issue can be found in [16]-[18].

Remark 3: In the event that no SBS is available in a given
network realization, the MTs are served by the MBSs. The
MBSs are, in fact, always available as they are connected to
the power grid. In the worst case, thus, the system model boils
down to a single-tier cellular network.

B. Preliminary Results

In this section, based on the proposed analytical methodol-
ogy, we summarize some enabling results that are useful for
formulating the analytical frameworks in the next section.

Lemma 1: Consider k # k for k € {M,S}, d € {L1, L2},
and o € {H,F}. The probability, APy 2 APy (g4,0), that the
typical MT is associated with the kth tier is as follows:

TN
AP, 2 Pr < -

Ptx,tot

s )
k Pk k
tx,tot
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TABLE II: Auxiliary functions used throughout this paper (k € {M, S}, d € {L1,L2}, o € {H,F})

] Function Definition \

_ 2 o S L1
n=kKyA0N, Nip = min {NLoad7NBat}’

c(x)= oF (1,-2/8,1-2/p,—x) =1

Wk = (Ptlfc,tot/n)2

a1 (k. m) = (35)"°T (45 -+ 1) Qarr A/ (T GIT (24 ) Owrr e +35) )
az (a:b.¢.k) = 2Fi (a,b.¢. Jur A/ (e Ai +3.5))

m{+im®—1 ° L— o
fild,o,0) =32 17:Z+(i e 050 f2(d,o.n) = Yo+ (n—tyma U
Zine (F; ) = ay (k,n) az (1,45 40,2+ n,k) + a1 (k, n) (Uit as (2,5.5 + 1,3 4 n, k)
22 (k, ):a1 (k,n)az (2,4.5+n,2+n,k)
Zsel (kym — (a1 (k,n) / (AmrAk)) ((n+ 1) a2 (1,4.5+n,1 +n, k) —naz (1,4.5 4+ n, 2+ n, k))
—1
)‘(gA) T, PE ot 2/8 MTs to be served by a BS of the kth tier can be formulated
=1+ 72 (2) as follows:
)\ECA) T Ptlfc,tot

Proof: Tt follows from (I) using analytical steps similar
to [23]. The difference is that the point process of the available
SBSs is approximated by a PPP of density )\gA). ]

Lemma 2: Consider A, 2 Ai(€do) = APk/AéA) for k €
{M, S}, d € {L1, L2}, and o € {H,F}. The probability, ¢,
that exactly e MTs, and the probability, y¥, that at least e MTs
are associated with a BS of the kth tier can be formulated,
respectively, as follows:

qf 2 pr (Number of MTs = e, k)
(35T (e + 3.5) (A Ar)©

3
I (3.5) e!(Amr A + 3.5)°T5 @
y" 2pr (Number of MTs > e, k)
e—1 3.5 i
S (3.5)°°T (i 4 3.5) (AmTAr) @

— ' (3.5) i!(AmrAg + 3.5)" 70

Proof: The proof of ¢* follows by using the approxi-
mation for the area of a Poisson-Voronoi cell in [24]], and
the approximation for the area, A;, of a multi-tier Poisson
cellular network, i.e., A, = APk./)\éA) in [23]). Also, the point
process of the available SBSs is approximated with a PPP of
density )\(S ). The proof of y* follows from its definition, i.e.,
yE=1- Y0 g =

Lemma 3: Consider Ay, = Ai(cq,0) = APk/A,(CA) for k €
{M, S}, d € {L1, L2}, and o € {H,F}. The probability, g,
that exactly e MTs are associated with a BS of the kth tier
conditioned on one MT being associated with the BS already
can be formulated as follows:

" 2 Pr{Number of MTs = ¢|MT = 1, k}

~ 35%°T (e +4.5) (At Ar)© 5)

L@35)el (3.5 4 AupAy)°
Proof: 1t is similar to Lemma [2] with the exception
that the distribution of the area of a Poisson-Voronoi cell
conditioned on the presence of one MT is different [24]. M
Lemma 4: Consider A, = Ag(eq,0) = AP;C//\gcA) for k €
{M,S}, d € {L1, L2}, and o € {H,F}. Let a1(-) and az(+)
be the functions defined in Table |Ill The average number of

Nl\’j[»% 2R {Number of MTs} = AT Ar — a1 (k Nmax)
2,45+ Nl 2+ Nl k) (6)

X az ( max> max)?

Proof: The proof follows from (@) and from the equality

[e%S) NF
le/[’% : 0 qu - Ze m(?X k +Z+ Nk d Ilflgxqf The
final result follows by computmg the sums in closed-form. M
Lemma 5: Consider Ay, = Ai(cq,0) = AP;C/)\SC ) for k €
{M, S}, d € {L1, L2}, and o € {H,F}. Let 2 (-,-) be the

function defined in Table[Ml] The following identities hold true:

t—1 +oo n

—k —k
SRS pE
e=0 e=t

= Zsel (ka t) @)

+001

Z e—i—lqéc
e=1

= Zgel (ka 1)

_ 1 AmT Ak w30
= A (1 — (1 + 35 > ) (8)

Proof: The proofs follow from (3) and by computing the
sums in closed-form. [ ]
Remark 4: zg) (k,t) in (§) can be interpreted as the proba-
bility that an MT is selected to use one out of ¢ resources that
are available in one cell (among those with at least one MT).
Lemma 6: Let R%° for d € {L.1,1.2} and o € {H,F} be the
L x £ matrix of transition probabilities of the discrete Markov
chain that describes the temporal dynamics of the batteries of
the SBSs. The (i, 7)th entry of R%°, r; ;, is the probability
that the battery status moves from level (or state) ¢ to level
(or state) j. Also, let v®° be the 1 x £ vector of steady state
probabilities of the discrete Markov chain. The sth entry of
vhe pde s the probability that, at the equilibrium, the battery
level is s. Then, v%° is the solution of the following equation
[26]:

£-1

vioRrde (vd*") =v%° subject to Z vf"’ =1
s=0

Therefore, the probability, €d,0, that an SBS is unavailable

. A —1
is equal to g4, = >0, vde.

Proof: Eq. (@) follows by definition of equilibrium of a
discrete Markov chain, and ¢4, follows by considering that
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ML A AmTAm 1 L. (M,Ngp) if NMII = Ngp
PInA 1= NRB + NRB x { 1nc (M N Odd) if er;/[a)Izl NLOdd (14)
a1 S,L1
perra S (1o AvrAs e (S: Nur) | 1Ll 0, Nur) | fo(L1, 0, Njust)
I NrB Nrs 1—er10 1—¢€rn10
Nur=1 )
AmtAs 1 (S, Ngp) if NSLl = Npp
1 i 1nc max 1
. ( NrsB * NrB x zhe (S,Nug) if N3LI = Nip (15

an SBS is available if its battery level is greater than m{. m

Remark 5: In contrast to conventional formulations of the
steady state equation in (9) (see, e.g., [7]), our case study
is different. The matrix of transition probabilities depends,
in particular, on the vector of steady state probabilities it-
self, which makes the calculation of v%°, and, therefore, of
€d,0, unlikely in closed-form. Further details, the closed-form
expression of R%°, and some examples to understand how
to construct it are given in Section In spite of this
analytical intractability, we show, in the sequel, that relevant
key performance indicators for the network model under anal-
ysis can be formulated, given €4 ,, in closed-form. Therefore,
the proposed method provides one with a semi-analytical
approach that is shown to be more efficient compared with
Monte Carlo simulations. Semi-analytical approaches have
been proposed in other papers as well. In [12], e.g., the
term semi-analytical is referred to combining, in a simplified
system model, analysis with Monte Carlo simulations. Our
approach is, on the other hand, different. In @]) in fact, all
the functions and parameters are available in closed-form.
Therefore, the term semi-analytical is referred to the need of
solving (9) numerically, but without the need of using Monte
Carlo simulation methods. In Section [V] in addition, we prove
that our approach provides, in simplified case studies, insights
for system design and guidelines for system optimization.

Remark 6: In @]), we assume that the temporal evolution
of the batteries employed for energy harvesting at the SBSs is
statistically equal. This is possible because (@)-(8) are averaged
over the distribution of the area of the cells [24]. As detailed
in Remark 2, this is an approximation.

The following two propositions yield the inactive probabil-
ity of the MBSs and SBSs. Under L1, the inactive probability
is defined as the probability that a BS does not transmit on
a randomly chosen RB. Under L2, the inactive probability is
defined as the probability that a BS is not in transmission
mode. In the latter case, as discussed in the previous sections,
an inactive MBS is in idle mode, and an inactive SBS is
in energy harvesting mode. Three lemmas are, however, first
reported, since they are used to prove the two following
propositions. All the auxiliary functions used in the following
lemmas and propositions are defined in Table

Lemma 7: Consider an available SBS. The probability that
it has sufficient power to serve exactly Nyt > 1 MTs can be

formulated, for d € {L1,L2} and o € {H,F}, as follows:

P8 (d, 0, Nur) (10)
a1 { fi(d,o,Nyr)  if Nyt < NS4
1—¢a, f2 (d,0, N3L) if Nyp= N2

Proof: See Appendix [ |

Lemma 8: Consider an MBS or an available SBS that has
sufficient power to serve exactly 1 < Nyr < NEd MTs.
Under load model L1, the probability that a BS is inactive on
an RB can be formulated, for k¥ € {M, S} and o € {H,F}, as

follows:

‘PIII:L’;CUVC (kv o, NMT) (11)
Ngrp i )
20 (1 - NT];B) In if Nmt > Nrp
Nur—1
A
— E (1 — NRB) q,ﬁ
n=0
+oo N )
+ > (1-%m)egr it Nur < Nup
n=NmT

Proof: The proof follows by applying the total probability
theorem as a function of the number of MTs associated to
a BS, and by taking into account that the probability of
transmitting on an RB is equal to the ratio between the number
of MTs in the cell and the number of RBs. [ ]

Lemma 9: The notable identities hold true (A; = Ag(cr1,0)
for k € {M,S} and o € {H,F}):

IRB (k7OaNRB) = (1 - ) qz
n=0 NRB
N,
_q_ MurAe |z (k Nre) (12)
NrB NrB
Zur (k,0, Nut) = (1 - ) qar
n=0 NRB
+oo
Nur\ g
L3 (-2
n=NmT
A k, N,
_ - Az (R Nur) (13)
NrsB NrsB

Proof: The proof follows by inserting the analytical
expression of ¢* in (@) into (T2) and (T3), and by subsequently
computing the resulting sums in closed-form. [ ]

Proposition 1: Define Nip 2 min {NE Bat} Under

oad?’
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TABLE III: Examples of matrices R%° (J, = 1 — 2?:0 p) L=5mMt =2 mMt =2 mi?=3 m?=1

Po P11 P2 D3 J3 Do P1 D2 D3 J3
0 po P D2 Ja 0 po pr D2 J2
R =y 0 pogo p1go qoJ1 R2H=10 0 p m J1
0 vy 0 qpo qo(l—po) y1. 0 0 qgopo qo(1l—po)
L yv2 0 @ 0 o y2 @@ 0 0 9o
Po D1 D2 D3 J3
0 Do D1 D2 Ja
RMF = | poyr piyr pova +qopo P31 + qopr y1J3 + qoJ1
0 poyr P1Y1 P2y1 + qopo Y1J2 4+ qo (1 — po)
| PoY2 P1y2 DP2y2 +@po P3y2 +@apr Y2Jds + @i+ qo
Do D1 D2 D3 J3
0 Po D1 D2 Jo
RE2F = 0 0 Po P1 J1
Poy1 1YL P2y1 p3y1 +qopo Y13+ qo (1 —po)
| poy2 P1y2+@po  P2y2 + @1p1 p3ye +@pe y2Jds +qida + qo

load model L1, the probability that an MBS and an SBS are
inactive is available in (T4) and (T3) at the top of the previous
page, respectively, where Ay, = Ay (eL1,,) for k € {M, S} and
o€ {H,F}.
Proof: See Appendix [ |
Proposition 2: Under load model L2, the probability that an
MBS and an SBS are inactive can be formulated as follows
(A = Ap(eLe,o) for k € {M,S} and 0 € {H,F}):

Anrr A \ 35
Rhgt 2 (14 24 )
Proof: Under load model L2, the MBSs and SBSs are
inactive if no MT is associated to them. Then, the inactive
probability is equal to ¢* in by setting e = 0. ]
Remark 7: In general, PI];’Al # Pllfl’kg If Ngp = 1 or
L = 2, i.e., the battery is only empty or full (two-state model),
it can be verified by direct inspection of Proposition [I] that
phLl _ pklL2
InA InA

(16)

C. Discrete Markov Chain — Matrix of Transition Probabilities

In this section, based on the considered system model
and the proposed approximations for performance analysis,
we provide explicit closed-form expressions of the matrix of
transition probabilities for the two considered load models
(d € {L1,L2}) and for half-duplex and full-duplex energy
harvesting modes (o € {H, F}). Before introducing the general
expression of R%° in (9), we illustrate some toy examples
in order to understand how R%° is constructed. The four
examples of matrices for d € {L1,L2} and o € {H,F} are
reported in Table They are obtained by considering the
following setup: £ =5, PS. =1, P3 ,y =2, and Ngp = 2.
Therefore, mi! = 2, m™ =2, m{? = 3, and m'? = 1. For
notational simplicity, since only the SBSs are of interest in
this section, we employ the simplified notation ¢5 = ¢, and

y§ = Ye-

The matrices in Table [[IIl are obtained based on the follow-
ing considerations. The first two rows of RM\H and RELF
are the same, since the SBS has no sufficient power to serve
any MTs if it is either in state s = 0 or in state s = 1. If the
battery is in state s = 2, then the SBS can serve at most one
MT depending on the current battery state and the presence
of MTs in its cell. The operation of an SBS equipped with a
half-duplex and a full-duplex battery is, however, different.
As an example, let us consider r3 3. In half-duplex mode,
a battery in state s = 3 continues to stay in state s = 3
if there are no MTs in its cell (whose probability is gqg)
and, simultaneously, no power packets are harvested (whose
probability is po). In full-duplex mode, on the other hand, r3 3
is the sum of the probabilities of two incompatible events: (i)
there is at least one MT in the cell (whose probability is y;)
and, simultaneously, two power packets are harvested (whose
probability is ps) or (ii) there are no MTs in the cell (whose
probability is gg) and, simultaneously, no power packets are
harvested (whose probability is pg). Similar considerations can
be made for RF2H and RY2:F In this case, however, the SBS
has no sufficient power to serve any MTs if it is in states
s =0, s =1, and s = 2. This is due to the different power
consumption of the SBS under load models L1 and L2. It is
apparent, therefore, that both the load model and the energy
harvesting duplexing scheme determine the steady state regime
of the batteries, and, therefore, the probability that an SBS is
available, i.e., 1 — gg,.

By using the same line of thought as for the examples in
Table the general formulation of the matrices of transition
probabilities, R%°, is reported in Table and Table |V| for
half-duplex and full-duplex operating modes, respectively. In
both tables, R; 2 (i1 Ti2
R%° and R; 2 [ri2 T3 i, c—2] is a reduced version
of R;, which has £ — 2 elements. Similar to Table the
notation ¢ = ¢. and 3> = y. is used in Tables and

r;.c] denotes the ith row of
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TABLE IV: Algorithm for computing the matrix of transition probabilities - Half-duplex mode

SetRi=[po pr ... pc1 |
For i =2:1:m¢

R; = [ 0 R, rmiic—1+ri—1c }
End
Fore=1:1:N5d

Rm‘liJrlJr(efl)md = |:71m‘11+1+(671)md,j] ) VES {]-7 2., L:}

Ye, J=1,Ve

e, j=um?+1luec{l,2,....e—1},e>2
qoPj—md—1—(e—1)ymd> j= {m{l +1+(e—1)md,....L— 1} ,Ve

rmf+1+(efl)md,j = L—2—ml—(e—1)m?

Q| 1- EO oy, J=LVe

0, otherwise

If e £ N34

ax
Forc=1:1:m%—1
Tmid414(e—1)md+(c—1),L—1 :|

Rm‘f+1+(efl)md+c = [ 0 R;nf-‘rl-‘r(e—l)md+(c—1) FTmdf 14 (e—1)md+(c—1),L
1 )

End
Else
Forc=1:1:L— (m{+1+ (N34 —1)m?)
_ T, d _ d —1).L—1
R, . g = [ 0 R mé 41+ (e—1)md+(c—1), ]
mitlt(e=lmdte mitlte—Dmit(e=1) a4 e 1ymit(e—1),c
End
End
End
TABLE V: Algorithm for computing the matrix of transition probabilities - Full-duplex mode
SetRi=[po p1 ... pc1 ]
d

For i =2:1:mfJ
Ri=[0 R, riico1+ri—ic |

End
Fore=1:1:N34
Rm‘f’—i—l—i—(e—l)md = [ Pmid+1i+(e—1)md,1 -+ Tmdit(e-1)ymd -1 Tmf+i+(e—1)md,L ]

e—1
Tm‘11+1+(e—1)md,j = YePj—-1 + Zl Ge—uPj—umd—1 + qopj—m‘li—l—(e—l)md?j € {17 v 7‘C - 1}
u=

e—1 L—2—um?® £727m‘117(671)md
Tmd 14 (e—1)ymd,c = YePL-1+ 2 Ge—u [1— 35 pp|+aqo|1- > j2)
u=1 b=0 b=0
If e # N5,

Forc=1:1:m%-1

— Tmd f14(e—1)ymd+(c—1),L—1
Rm‘f+1+(efl)md+c - [ 0 Rmf+1+(e—1)md+(c—1) !

+rm‘11+1+(e—1)md+(c—1),[,

End
Else
Forc=1:1:L- (m{l—kl—l—(Nr%’gx—l)md)
_ — Tmd4+14(e—1)md+(c—1),L—1
= 1
Ring 1 (e-1me+e [ 0 Rm?+1+(5_1)md+(6_1) FTmd 414 (e—1)md+(c—1),L

End
End
End
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k 0 (0)
A Ptx7t0tg( )/Kk

SIR., 2 . ,; ,.g (18)

Pk . .9 0 P ot 9i Tr P vos 7.-(0

ooy (1 (r) > KO ) 4+ S Sl (g () > et

a1).d k(Ti) A1).d k(’"t) T3, Pex ot
evy e

IV. PERFORMANCE ANALYSIS

In this section, we introduce closed-form expressions, given
€d,0, of the coverage probability, the spectral efficiency, the
power consumption, and the EE of the cellular network model
under analysis. These key performance indicators are com-
puted based on the definition of coverage probability recently
introduced in [1]. Similar to [1], our analysis relies on the
approximation that, in each tier, the set of interfering BSs is
an independently thinned version of the set of available BSs
whose retaining probability is the probability that a BS is ac-
tive, which depends on the tier, the load model, and the energy
harvesting duplexing mode. The energy harvesting duplexing
mode is implicitly taken into account in the formulation of
the Markov chain, and, therefore, in €4,. For these reasons,
unless necessary, it is omitted from our notation. The proposed
modeling approximation can be formalized as follows.

Approximation 3: Let U™ be the PPP of available BSs in
tier k € {M, S} whose density is )\ECA). The set of interfering
BSs in the kth tier is a PPP, denoted by \I/,(CA’I)’d, whose density
- (A d A (A) k,d
is ;. =\, '(1-P;y) fork € {M,S} and d € {L1,L2}.

From [1]], the coverage probability of a selected MT that is
associated to an available BS is defined as P&COV) (YD, YA) e

Zke{M,S} PE;V) (YDsvA), where (k # ke {M, S}:
P (1, 7a) (17)

éPr

7 (0) (0)
SIRg,a > 70, ASNRg 4 > 7a, Tk~KE > TkKk
’ ’ t’;’tot Pt];,tot
and p is the decoding threshold during data transmis-
sion, 74 is the detection threshold during cell association,
ASNRy, 4 2 Pt};mt / K ,go)aﬁr is the Average Signal-to-Noise
Ratio (ASNR), and the Signal-to-Interference Ratio (SIR) is
defined in (I8) shown at the top of this page.

Proposition 3: The coverage probability in can be
formulated as follows:

P’ (m.7)
1= exp (=AY (Phor/ (1920%)) "Dy 1)

= (19)
Dk,fc

where k # k € {M, S} and the following shorthand notation
is used:

(A) i 2/B
D - A 1+ /\fc Tkpt];tot + )\](€A,I),dc( )
ok )\ch) T;}Ptlfc tot )\éA) i

2
A\AD.d T, Pk /8 T
+ k tx,tot ¢ ’YDi (20)
A,gA) TI:;Ptlgc,tot Ty,

Proof: The proof follows by using similar steps as those
in [1, Appendix A], which are generalized to a two-tier system
model by using the same approach as in [23, Section IV]. ®

Remark 8: In contrast with [1, Remark 9], the coverage
probability in (T9) depends on the number of MTs in the
cell, and the power level of the batteries of the SBSs. Other
differences compared with [[1] are the following: (i) under L1,
multiple RBs are considered, and, thus, multiple MTs can be
scheduled in each cell; (ii) under L1 and L2, there exists a
maximum number of MTs that can be scheduled in each cell,
i.e.,, NF . in the kth tier; and (iii) the finite capacity of the
batteries and the availability of sufficient energy are taken into
account.

Before formulating the general expression of the Potential
Spectral Efficiency (PSE) [1]], we report four lemmas that yield
the PSE by conditioning on the serving BS (MBS and SBS)
and the load model (L1 and L2). Each case study is, in fact,
different and deserves attention.

Lemma 10: Let the serving BS be an MBS. Under load
model L1, the PSE can be formulated as follows:

A
PSEn L1 = At (BWiot/NrB) logs (1 + D)
X Zsel (M, NMLEL) Pﬁ?ﬁ (YD, 7A)

Proof: See Appendix [C] [ |
Lemma 11: Let the serving BS be an MBS. Under load
model L2, the PSE can be formulated as follows:

2y

PSEnm L2 = AmTBWiolog, (14 p)
X Zsel (M7 1) P%\?[?I\:; (P)/D7 P)/A)

Proof: See Appendix [ ]
Lemma 12: Let the serving BS be an SBS. Under load model
L1, the PSE can be formulated as follows:

A
PSEs 1 = Amt (BWiot/NrB) log, (14 p)

(22)

X Zsel, serve (S, NSE) PEYY (p,7a)  (23)
where the shorthand notation Zel, serve (S, N35Y)
S,L1
SN Zsel (S, Nur) Py (L1, 0, Nyyr) is used.
Proof: See Appendix [C| [ |

Lemma 13: Let the serving BS be an SBS. Under load model
L2, the PSE can be formulated as follows:

A
PSE&LQ = )\MTlogQ (1 + ’YD) BWiot
% 21 (S,1) PEYY (70, 7a)

Proof: See Appendix [C] [ |
Remark 9: It may seem counterintuitive that (24) is inde-
pendent of PS . (-), i.e., the probability of serving some MTs
as a function of the power level of the battery. This originates

from the uniform allocation strategy of the resources among

(24)
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the MTs, as the proof in Appendix [C] elucidates. It is worth
mentioning that depends on the amount of harvested
energy through the probability €4 ,, and on the storage capacity
of the battery through N5L1,

Proposition 4: The PSE under load model d € {L1,L2}
can be formulated as follows:

PSE, £ PSEyq + PSEg 4 (25)

Proof: The proof follows from Lemmas [TOHI3] by usmg
the total probability theorem.

We close this section by formulating the EE. We note that
the network power consumption depends only on the MBSs,
since the SBSs are powered only through renewable energy
sources. So, there is no power expenditure for the power grid.

Proposition 5: The EE (bit/Joule) under load model d €

{L1,L2} can be formulated as EE4 = PSEd/P((igrid), where
Pfjgrid) is the power dissipated (Watt / unit area) by the MBSs:

PE 2 A Nig (P, + P o/ Nis) (1 - B Il\fALl)
+ A Parea))! (26)
PiE Y AP (1 - @)Y)
+ A Paead! + A PY N @7
where Ny is deﬁned in (@), and ¢! =

(1+ AMTAM / 3. 5) , which denotes the probability
that there are no MTSs inside a cell, follows from by
setting e = 0.

Proof: The proof follows by taking into account the power
consumption of the MBSs when they operate in transmission
and idle modes, according to the probability of occurrence of
these two operating regimes. The term ]\_ff\\,[/[’TL2 accounts for the
fact that, under load model L2, the circuits power consumption
depends on the (random) number of MTs inside the cells. B

V. OPTIMIZATION OF THE ENERGY EFFICIENCY
— A FEwW CASE STUDIES

The EE in Propositionﬁ] is formulated, given £4,,, in closed-
form. For its computation, in particular, only the steady state
probabilities of the discrete Markov chain that models the
temporal dynamics of the batteries of the SBSs need to be
obtained numerically. The computation of the EE is, therefore,
simple and efficient. The need, however, of computing the
steady state probabilities numerically makes it difficult to
identify important structural properties of the EE as a function
of the many system parameters. An important question is, for
example, whether there exists an optimal density of the BSs
that maximizes the EE [1]. To shed light on the EE in the
presence of renewable energy sources and to gain relevant
engineering insights for optimizing the network deployment,
we consider a few relevant case studies in the next sub-
sections.

A. Optimization as a Function of the Transmit Power of the
Base Stations

In this section, we optimize the EE as a function of
the transmit power of the BSs. For simplicity, we consider

11

M A A
Pix tot = UM Pix tot and PtX tot = UsPix tot, Wwhere vy and
vg are positive constants. We are interested in the following
optimization problem:

(28)
PSEq (Pix,tot)
P&gnd) (Ptx,tot)

Pptx,tot :

max
Pox ror €[ PID, Pz |

where PP and PR35, are the minimum and maximum
values that are allowed for Py 0.
The solution of Pp, .., in (28) is characterized in the
following theorem.
Theorem 1: The EE in is a unimodal and strictly
pseudo-concave function in Py tof.
Proof: By inspection of the EE in Proposition
Bl we note that the PSE can be written as

PSEq (Pix,tot) x 1—exp (751(Ptx,tot)2/ﬁ)) +

as (1 — exp (—bQ(PtX’tot)2/62>, where a1, ao, 61, and 62
are positive constant terms that are independent of Py tof.
By computing the second-order derivative, it can be proved
that both addends are strictly concave functions in Piy ot
for 8 > 2. The PSE is, therefore, a strictly concave function
in Py o, since it is the sum of two strictly concave
functions. Also, the power consumption can be written as
P(g“d) (Pixtot) = di1Pixtor + d2, where d; and do are
positive constant terms that are independent of Py io, i.€.,
P&grid) is a linear function in Piy tot. Thus, the EE is the
ratio of a strictly concave function and a linear function,
i.e., it is strictly pseudo-concave in Pp,_, . and has a single
maximizer. ' [ ]

Theorem |1| ensures that there exists a unique value of the
transmit power of the BSs that maximizes the EE, and it is
the zero of the first-order derivative of the EE in Proposition

EEq (Pix tot) =

B. Optimization as a Function of the Density of the Base
Stations

In this section, we optimize the EE as a function of the
density of the BSs. This is not an easy task to solve under
general operating conditions, and, in particular, for an arbitrary
number of power levels of the batteries of the SBSs. To gain
relevant engineering insights, therefore, we analyze a simpli-
fied but realistic case study. We consider, in particular, load
model L1 where a single MT is scheduled for transmission,
i.e., N®L1 — 1 and assume that the batteries of the SBSs have
only two power levels (states), i.e., £ = 2, which implies that
the batteries can be either empty or fully charged. In addition,
we assume Ty = Ts = 1 and P, = P5 oi = Pixtot-

For ease of writing, we introduce the simplified notation as
follows (0 € {H,F}):

eLenn, (29)
2 c(yp) (30)
w2 (Pagror/ (w7a0%)) " 31
AP 2 Pix tot + Peire — Pidle (32)
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géaM—f—Oés(l—E) 33)
1 Aur 1) 7%°

F=1- (1—’_35)\Bsg> (34)

Q021 —exp (—mwApsG (1 + cF)) (35)

In the considered case study, the EE can be formulated as
follows:

EEL; = EE (36)
ABsFGQ/(1+ ¢F)

Asam (APF + Pe)

where ¢ is the solution of the steady state equation in (9)),

which, for o € {H,F}, is:

= BWiotlog, (1 +p)

1 Aur 1 35
=F: 1+ —
© ( 35 Aps (aM—i—as(l—a)))
Po—¢€
= —— (37)
po(l—¢)
1 Aur 1 =35
=H: 14+ —
© < * 55 Ans (aM+as(1s)))
1_
P Uit )L (38)
1—¢

where the conditions 0 < e <pg<lifo=Fand 0 <e <
(2 - p0)71 < 1 if o = H, respectively, need to be fulfilled in
order to ensure that the solution is feasible.

To elucidate the usefulness of the proposed analytical frame-
work, we are interested in computing, if it exists, an optimal
density of BS, Agg, that optimizes the EE. In our study, the
other system parameters are kept constant, but more general
optimization problems can be formulated and studied. We
provide the detailed derivation of our findings for the full-
duplex case, while, due to space limitations, we provide only
the final result for the half-duplex case. Before going into the
details of the analysis, it is interesting to analyze the insights
that can be gained, as a function of Agg, by direct inspection
of the steady state equation in and (38). As an example,
we consider the full-duplex operating mode. The finding is
summarized in the following lemma.

Lemma 14: At the equilibrium, the probability that an
SBS is available, i.e., 1 — ¢, monotonically increases as the
ratio between the densities of the BSs and MTs, Ags/AumT,
increases.

Proof: Eq. can be written as Ayr/ABs =
S (e, po, am, ag), where S (-) does not depend on Apg and
Amr. The proof follows since S (e, -) monotonically increases
in €. [ |

Remark 10: The approach employed in Lemma |14] for the
analysis of ¢ as a function of Ayr/Aps can be used to study
the impact of other system parameters on €, e.g., pg, m, OS-

1) Full-Duplex Case Study: The optimization problem can
be formulated as follows:

PABS : (39)
{]:()\BS) G (ABs) @ (ABs)/(1 +cF (ABs))
]

(APF (ABs) + Pae)

max
ABs€ [)\gén 7)\mmx

12

. 1 Amr 1 ) 35

subject to 1+ —
! ( 3.5 Aps (am +as (1 —e(Ags)))
Po — € (ABs)
— Po—eiiss) 40)
po (1 —e(Aps)) (

0<e(Aps)<pp <1 (41)

where /\“““ and AZ§* are the minimum and maximum values
that are allowed for Aps, and we have made explicit that
depends on the density of the BSs, i.e., € = £ (Agg).

The optimization problem P) . is not conveniently formu-
lated because of the difficulty of obtaining, from @D, an
explicit expression of £ as a function of Apg. To overcome
this issue, we formulate another optimization problem, P, as
a function of ¢ instead of Apg, and prove, in the following
proposition, that it is equivalent to the optimization problem

PABS'

Proposition 6: Let ¢* be the solution of the following
optimization problem:

| F)G(2) Q)
P gé?(%;‘o]{<APf<e>+Rdle)(1+cf<s))} @2

where the following definitions hold:

Qég(s):aM—&—as(l—s) (43)
A _ 4 Po—& ( )
FRFE=1- = =3 (44)
A AMT Po— € 1/35
He) = % ((po(l—a -1 45)
Q(e) 21— exp (—mwH (¢) (1 + cF (c))) (46)

Then, the solution of the optimization problem P, is the
following:

x A *
ABs = Ass (€7) (47)

A po — €* ~55 . o
() wemo-)

Proof: Py and P, admit a solution by virtue of Weier-
strass extreme value theorem. P, is obtained directly from
Prgs by formulating all the terms as a function of ¢, and by
noting that the left hand side of @0) is equal to 1 — F (Agg).
The equivalence of Py, and P. follows because (@0) is a
bijection, i.e., the correspondence between Apg and ¢ is one-
to-one. ]

Based on Proposition [6} the following theorem yields the
solution of Py .

Theorem 2: Let Pixio¢ fulfill the following (sufficient)
condition:
B/
(3.5)° 2 (exp (Aer) — 1) ) )
)\MT 142 (exp ()\EP) — ].)

Pixtot > KYATH (

} The unique solution of Py, is Mg in @7), where 0 <
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e* < pop is the unique solution of:
Pie = cAPF? (e) — (APF (¢) + Piaue)
Fe) (G(e) , Q)
X (1+cF(¢)) 7o <g © + Q(e)) (49)

Proof: See Appendix [D] [ |
By direct inspection of Theorem [2} the following remarks
can be made:

o The EE is a unimodal and strictly pseudo-concave func-
tion in € and Agg if the condition in @8) is fulfilled. The
optimal deployment density of the BSs that maximizes
the EE can be obtained by simply calculating the zero of
a non-linear equation. We note, in particular, that is
a sufficient condition for the strict pseudo-concavity of
the EE.

o From (@3), it is apparent that the EE is always strictly
pseudo-concave if Agp — 0, i.e., reduces to
Pix 1ot = 0. This case study boils down to a single-tier
cellular network where only the MBSs are available. The-
orem El, thus, is consistent with the analysis conducted in
[[L], where single-tier cellular networks and no renewable
energy sources are considered.

o From (48), it is apparent that the EE is always strictly
pseudo-concave if Ayt — o0, i.e., reduces to
Piy tot > 0. This finding implies that, in the fully-loaded
scenario, an optimal density of the BS exists for any
choice of the system parameters.

o From (@8], a similar trend is observed if yo — O,
i.e., the conventional definition of coverage probability
is employed. It is worth noting that, in the presence of
renewable energy sources, this case study is not trivial
as that discussed in [1]], since, in the present paper,
depends on Apg, and the coverage probability in (T9) is
a function of A\gg.

o The solution stated in Theorem [2[ can be simplified
in some asymptotic operating regimes. A relevant case
study is AvT/As < 1, which occurs in ultra-dense
network deployments in which the density of the MTs
is less than the density of the BSs. In this case, in
fact, the left-hand side in, e.g., reduces to 1 —
(Amr/ABs) (g + ag (1 —¢)) ", from which an ex-
plicit expression of € as a function of Agg is obtained.
Case studies like this are not investigated in the present
paper because of space limitations, but they provide
evidence of the usefulness of the proposed analytical
approach to get insight into the impact of renewable
energy sources on the PSE and the EE of multi-tier
cellular networks.

2) Half-Duplex Case Study: As anticipated, due to space
limitations, we do not report the details of the half-duplex case
study, but give only the final result in the following theorem.

Theorem 3: Consider the following optimization problem:

A {]:()\BS) G (ABs) @ (ABs)/(1 + ¢F (ABsg)) }
Aps €[ Amin Amax] (APF (Ags) + Pare)

(50)

13

1A 1
subject to <1 4+ M

—-3.5
3.5 Aps (am +as(l—¢ (ABS))))
(1 —po)e(Ass)
1—¢(Aps) GD
0<e(hps)<(2-po) ' <1

=1-
(52)

Let Py to fulfill the following (sufficient) condition:

8/2
) (2(3.5)2 2exp (Agp) — 2) 3

Py ioy >
ot = FYAON TAMT 3exp (Agp) — 2

The unique solution of the optimization problem in (S1) is
Agg given in the following equation:

A
ABs £ Ags (€7) = %

x (((1 - (11‘_29215*)_” - 1) (ant +as (1 —s*)))

where 0 < e* < (2 — po)71 < 1 is the unique solution of the
following non-linear equation:

(54)

P = cAPF (e) — (AP]:" (e) + Pi(ﬂe) (1 +cF (5))

(55)

G (), F(e) 2 F (¢), and:
—1/3.5 -1
H(e) 2 A:)’“gf((l_fqifo)) _1> (56)

O(e) 21— exp (_mﬂ% B) (1 +cF (5)))

Proof: The proof is similar to Theorem [2] and is omitted
due to space limitations. [ |
We conclude this section by mentioning that the approach
employed in Theorems 2] and [3] for optimizing the EE as a
function of Apg, i.e., formulating an equivalent optimization
problem as a function of ¢ that is easier to solve, can be used
to analyze the impact of other system parameters, e.g., po, M,
and ag. Due to space limitations, these case studies are not
analyzed in this paper, but the proposed approach seems to be
general enough for unveiling the impact of other parameters.
Simplified solutions may be obtained in some special cases
(as discussed already), e.g., in fully-loaded (Anvr/ABs > 1)
and lightly-loaded (Ayr/ABs < 1) cellular networks.

(57)

VI. NUMERICAL AND SIMULATION RESULTS

In this section, we show numerical results in order to
substantiate the proposed approach and approximations for
modeling multi-tier cellular networks empowered by renew-
able energy sources. The simulation setup is summarized
in Table VI, and is in agreement with previous works on
evaluating the EE in cellular networks [1]]. It is worth noting
that we consider a ratio between the association biases equal
to 100, in order to ensure that a sufficiently large number
of MTs is associated to the SBSs, in order to compensate
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TABLE VI: Setup of parameters (unless otherwise stated)

Parameter Value

153 3.5

k= (4nf./3-10%)% | f.=2.1 GHz
N() -174 dBm/Hz
BWit 20 MHz

Pc-l\fr 51.14 dBm
Pile 48.75 dBm
Ptl\itot 43 dBm

PS ot 23 dBm

Ags =1/ (7RZ))) | Reen =70 m
)\MT = 1/ (WRi/IT) RMT =51.29 m
YD = YA 5 dB

L, \gp 31, 1.5 (packets per time-slot)
le’ mL2 3’ 2

mlfl, mIf2 3,6

N, 4

N@f&d’ Nand 8’ 5

T, Ts 100, 1

an, S 1, 3

for the smaller transmit power of the SBSs, and for the fact
that the SBSs rely only on renewable energy sources for their
operation. We study, however, the accuracy of our proposed
approach for different values of the bias factors (7).

As far as Monte Carlo simulations are concerned, we
implement the system model described in Section |lI] without
enforcing any of the modeling assumptions that are made
for developing the analytical frameworks. Notably, the spatio-
temporal correlations are not ignored. The simulator accounts
for spatial and temporal dynamics as follows. First, the MBSs
and SBSs are generated according to two independent PPPs.
The system is then simulated for 1000 time slots, during which
the spatio-temporal dynamics of the network are taken into
account. Based on the assumption that time slot is chosen
according to the mobility of the MTs (see Section II-B for
details), independent realizations of the fast fading and the
locations of the MTs are generated during each time slot.
Also, in each time slot, the number of harvested power packets
is generated according to a Poisson random variable. The
performance metric of interest is computed at each time slot,
and the average, over time and space, is calculated over the
1000 time slots. The procedure is iterated for 200-400 spatial
realizations (depending on the setup) for the locations of the
MBSs and SBSs, and the (spatial) average is calculated.

In Figs. 1-6, we compare the PSE and EE that are obtained
with our proposed approach against Monte Carlo simulations.
We observe a good accuracy, and, in particular, analysis and
simulations provide similar performance trends. Besides the
good accuracy, we emphasize that the simulation results are
difficult to generate and need longer time than our analytical
approach. On average, the time that is needed to obtain
the numerical simulations is at least 10,000 longer than the
computation of the analytical formulas. In other words, it takes
weeks to obtain the simulation results depicted in Figs. 1-
6, while it takes only a few minutes by using the analytical
frameworks. The complexity and time of Monte Carlo methods
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Fig. 1: PSE and EE vs. Rcenn and yvp = ~ya. Setup: full-duplex, load
model 1. Solid lines and markers show analytical frameworks and
Monte Carlo simulations, respectively.

lie in the need of simulating the spatial dynamics of the
network and the temporal dynamics that govern the energy
harvesting. Even though our proposed approach is, in the most
general case, semi-analytical due to the need of computing nu-
merically the steady state probabilities, it advantages in terms
of computation time and insights for system design, in contrast
to Monte Carlo simulations, cannot be overlooked. Some gaps
between analysis and Monte Carlo simulations exist, however,
and they are mainly caused by the approximations employed
to derive the analytical frameworks.

In particular: (i) from Figs. 1, 2, and 4, we evince that an
optimal deployment density, transmit power, and association
bias of the MBSs, respectively, is expected to exist, as proved
in Section [Y] in some case studies; (ii) in Figs. 4 and 6,
we compare the optimal values of the transmit power and
the association bias of the MBSs that are obtained from
the analytical framework and Monte Carlo simulations. We
observe that our approach well captures the optimal operating
regime. The inaccuracy of Monte Carlo simulations is due
to the long simulation time that is needed for estimating the
optima; (iii) from Fig. 3, we evince that both the PSE and
EE increase with Agp. If Agp is large enough, the PSE and
EE converge to a regime that is equivalent to a conventional
two-tier cellular network without energy harvesting, i.e., all
the SBSs are likely to have sufficient power to serve the
MTs in their cells; and (iv) from Figs. 4 and 3, we note that
the proposed approach is accurate for a large range of the
bias factor and the average arrival rate of the power packets,
respectively, which confirms that the temporal dynamics of the
batteries of the SBSs are taken into account sufficiently well.
Finally, even though not reported in the present paper due
to space limitations, we have not noticed, for the considered
setups, major differences (either quantitatively or qualitatively)
between the half-duplex and full-duplex operating modes.

In Figs. 7 and 8, we leverage the analytical framework
to investigate the role played by an; and ag as a function
As and Agp. We consider two case studies: (i) the constraint
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Fig. 2: PSE and EE vs. P&{tot and yp = 7ya. Setup: full-duplex,
load model 2. Solid lines and markers show analytical frameworks
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Fig. 3: PSE and EE vs. Agp and vp = 7ya. Setup: full-duplex, load
model 2. Solid lines and markers show analytical frameworks and
Monte Carlo simulations, respectively.

anm + ag = 1 is enforced; and (ii) ay is kept fixed and ag
takes different values. The first setup provides information on
whether, by keeping Apg fixed, the density of the MBSs can
be decreased while proportionally increasing the density of the
SBSs, and the PSE and EE can still attain appropriate values
even though the SBSs are powered only via renewable energy
sources. The second setup provides information on whether
dense deployments of SBSs enable us to improve the PSE
and EE in cellular networks without the need of modifying
the current deployments of MBSs.

In Fig. 7, we observe that the PSE decreases if ay; decreases
and ag increases but their sum is kept constant. Only if
Agp is very large, the PSE tend to converge to that of a
system model where all the BSs are MBSs, i.e., ag = 0.
The increasing behavior of the PSE as a function of ag is due
to the fact that the probability that the SBSs are available
is approximately equal to one for large values of Agp. If
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full-duplex, load model 2. Stars and circles show the analytical
framework and Monte Carlo results, respectively.

Agp is not sufficiently large, on the other hand, the SBSs
are likely not to be available and the PSE decreases. The
EE, on the other hand, always monotonically increases with
ag. By increasing ag, in other words, we decrease the PSE
but noticeably decrease the power consumption as well, since
the latter is determined only by the MBSs. Therefore, the
EE increases. This is another net example that reminds us
that the EE is an efficiency metric given by the ratio of two
functions. Optimizing the EE does not necessarily imply that
the PSE is optimized as well. We conclude, therefore, that it
is not sufficient to consider a single criterion of optimization,
i.e., the EE. A multi-objective optimization problem, which
jointly considers the PSE and the EE, is a more appropriate
choice, and an interesting generalization of the results obtained
in this paper and in [14] where no renewable energy sources
are considered.

In Fig. 8, we observe that by sufficiently increasing asg,
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Fig. 7: PSE and EE vs. as and vp = ya = 5 dB. Scenario: am +
as = 1 and Reenn = 200 m. The solid lines with markers show the
analytical frameworks.

while keeping ayy fixed, good performance can be obtained.
In particular, both the PSE and EE increase as a function of asg.
Figure 8 highlights that the use of renewable energy sources
is a promising solution in cellular networks as it enables them
to obtain good PSE and EE at the same time. To achieve this
target, however, a sufficiently large number of SBSs need to be
deployed in order not to compromise the coverage probability
of the typical MT. The coverage probability corresponding
to Fig. 8 is depicted in Fig. 9. It can be noted that it first
decreases and then increases, by reaching appropriate values
if ag is sufficiently large. In contrast to the PSE and the EE
that are network metrics, the coverage probability is related to
the typical MT, and the insufficient deployment of SBSs may
be deleterious for it. Figures 8 and 9 confirm that cellular
networks empowered by renewable energy sources have great
potential, but the trade-off between the performance of the
typical user and the network need to be judiciously optimized.

16

25

20

-—
§1sf g
N

I S
Ry =
= e}
= m
w 10 w
%

o

Fig. 8: PSE and EE vs. ag and yp = ya = 5 dB. Scenario: an = 0.5
and Reenn = 200 m. The solid lines with markers show the analytical
frameworks.
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Fig. 9: Coverage probability vs. as and yp = ya = 5 dB. Scenario:
am = 0.5 and Reen = 200 m. The solid lines with markers show
the analytical frameworks.

In this case as well, therefore, embracing a multi-objective
optimization framework seems to be a wise choice.

VII. CONCLUSION

In this paper, we have proposed a new analytical approach
for modeling, analyzing, and optimizing multi-tier cellular
networks in which some base stations are powered solely
through renewable energy sources. By capitalizing on the
theory of Poisson point processes, tractable analytical expres-
sions of the coverage probability, spectral efficiency, power
consumption, and energy efficiency have been obtained. The
proposed approach relies upon a few approximations that
have been validated via Monte Carlo simulations. With the
aid of the proposed analytical framework, some optimization
problems have been formulated and comprehensively studied.
It is proved, notably, that there exist optimal and unique values
of the transmit power and density of the base stations that
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maximize the energy efficiency. This finding is rigorously
proved under the assumption of a two-state model for the
batteries of the base stations. Numerical results have confirmed
these findings for more general system models. Finally, several
important trends associated to the presence of renewable
energy sources have been illustrated.

The proposed approach can be generalized in multiple ways.
For example, multi-objective optimization problems can be
formulated in order to capture the contrasting effects that
renewable energy sources bring about in the design and
optimization of cellular networks.

APPENDIX A
PROOF OF LEMMA[]]

Let P denote a generic power level of the battery. Let us
define ¢ £ mbl+ Nypm! —1if Nyp # NS4 and g 2 £-1

max
if Ny = NS4, respectively. By definition, we have:
PS

serve (d7 0, NMT)
éPr{mIfl—i-(]\TMT—I)le <P<q|P>mp'}
(@ Pr{mlt + (Nyr —1)m™ <P <qgnP >mi'}
Pr{’PZm]fl}
Pr {m%lJr(NMT—l)le <P Sq}
- Pr{P > mi'}

® 1 S\ N do
g, (L AN et

5=81

1 =y
+ 1_7% <1 (NMT = NS]’:X) Z U;L )

8=83

(58)

where (a) follows from the fact that, by definition,
P8 . (d,0, Nyr) is conditioned upon the set of SBSs that
are available, i.e., the normalization by Pr {P > m{"} is nec-
essary; (b) follows by definition of steady state probabilities,
from the identity Pr {73 > mIfl} = 1 — €4,0, and defining
S1 = mlfl + (NMT — ].) le, S = m%l + NMTle -1,
83 = mrfl + (NganF’d - 1) mbl sy =L —1.
APPENDIX B
PROOF OF PROPOSITION[I]

The proof of PIIf’ALl follows by noting that, by defini-

. M,L1 __ .1 _ .

Uol\l/lfdp mA = Rnactivew(ll\él{ o, NRBR = Irs (k, o, 1\]4VRB) if
5 — ’ _ 1

Nmax - NRB’ and PInA — ]Dinactive (M7 o, NLoad)

Tur (k,0, NP 4) if N)MLE = NM . respectively. The proof
of Pln’kl follows by capitalizing on the total probability
theorem as a function of the number of MTs that can be served
due to the power level in the battery and the number of MTs

associated with the SBS. More precisely, the following holds:

NS L1
S.L1 L1 S
PInA - E Pinactive (87 o, NMT) Pserve (LL 0, NMT)
Nyr=1

(59
which is obtained by considering every possible number of
MTs that can be served as a function of the power level
in the battery, and by taking into account the probability of
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occurrence of these events. The final result is obtained by using
Lemmas

APPENDIX C
PROOF OF LEMMAS [10H1 3l

The proof of Lemma ['115] follows from its definition, as
follows:

)

PSEy L1 = Avrrlogs (1+9p) P (90, 7a) (60)
e pw X BWy, NML
% Z tot 1. (jk + Z tot max (jk
= MNrs ‘ ~  Nrg e+l °°
= €=Nmax

where the term in the brackets is obtained by applying the
total probability theorem to the number of MTs that lie in
a cell. In each summation: (i) the first term corresponds
to the bandwidth allocated to an MT; (ii) the second term
corresponds to the probability of scheduling an MT for trans-
mission, which depends on the number of MTs in the cell and
the available resources; and (iii) the third term corresponds to
the probability of occurrence of a given number of MTs in the
cell by conditioning on one MT being in the cell already. The
proof follows from ().
The proof of Lemma follows from its definition, as:

PSEu 1.2 = Amrlogsy (1 4+ D) P1(\/C[OE; (vD>7a) (61)

NM -1 BW > Bw NM
% Z tot -l-cjk + Z tot “YLoad qk
gt e+1 N M Nllf/([)ad e+1 ‘
e=Npgaq
(cov) = 1 =k
= AmTBWiotlogs (1 +vp) Pyppa (905 74) Z et1 e
e=0

where the same rationale as for the proof of Lemma [I0)] is
used. The difference is that the bandwidth allocated to the MTs
(the first term in each summation) depends on the minimum
between the number of MTs in the cell and the available
resources. The proof follows from (g).

The proof of Lemma follows from its definition, as:

PSEs 11 = Awrlog, (1 +9p) P(scivl) (YDsvA) (62)

Nyt Nyr—1 BW 400 BW N,
tot _k tot MT _k
N ( — NRrB Qe 4 NrB e+ 1 qe>
MT= e=0 e=NmT

x PS

serve

(LL o, NMT)

where the first summation accounts for the number of MTs that
can be served as a function of the power levels of the batteries
and the term in the brackets accounts for the number of MTs
that lie in a cell. The two sums are obtained by applying the
total probability theorem as a function of the latter two events.
The rest of the proof is similar to the previous cases.

The proof of Lemma @] follows from its definition, as:

PSEs 12 = Aurlogs (1 +70) PETY (10, 7a) (63)

N3E2 /Nur—1 BW 400 BW N,
tot _k tot MT _k
X - .1 ..
> (Z TR ) o qe)
Nyr=1 e=0 e=NnT

x PS

serve

(LQ, o, NMT)
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+oo
1
= \urlog, (1 BWy, —— . gF
mrlog, (1 +p) tot 2::6+1 q,
NS,'L2
X Z Psserve (Lza 0, NMT) P(S(j(ﬁ\;) (ryD7 fYA)
Nyr=1

where the same rationale as in the previous case is

emplsoglzed. The proof follows by wusing the identity
leﬁl":l S e (12,0, Nyr) = 1 along with (§).

APPENDIX D
PROOF OF THEOREM

Since the proof is lengthly, we report only its main idea
and omit the algebraic details. The proof follows by taking
into account that: (i) G (¢) is an affine and monotonically de-
creasing function in ¢; (ii) F () is a monotonically increasing
and convex function in ¢; and (iii) Q (¢) is a monotonically de-
creasing function in €. Also, it is concave in ¢ if the condition

2

Ci ¢ Pixtot > KYACR (2(3.5)2/(71')\MT (1+ c)))ﬁ/ is ful-
filled. The findings (i) and (ii) originate by direct inspection of
the functions. The finding in (iii) originates by computing the
first-order and second-order derivatives of Q (¢) as a function
of e. If 0 < e* < py, the first-order derivative is negative. It is
not easy to prove that the second-order derivative is negative
for every parameters. A sufficient condition that makes the
latter derivative negative for 0 < &* < pg is when the system
parameters fulfill C;. The proof follows by computing the first-
order derivative of the EE as a function of ¢, and by proving
that sufficient conditions for it to have a unique zero, which is
the maximizer of the EE, are that Cy and C : (1/(1 + ¢))*/? <
(2 (exp (Agp) — 1)/(1 + 2 (exp (Agp) — 1)))*/? are fulfilled
simultaneously. By combining C; and C, we obtain (@g).
Finally, (9) is obtained by equating the first-order derivative
of the EE to zero.
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