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ABSTRACT 

We propose an approach for the characterization of scanning thermal microscopy (SThM) probe response using a sample with silicon dioxide 

steps. The chessboard-like sample provides a series of nine surfaces made of the same material, with identical roughness, but consisting of 

different thicknesses of silica layers standing on a single silicon wafer. The nine regions have different effective thermal conductivities, 

allowing calibration of SThM probes within a given set of surface conditions. A key benefit is the possibility of comparing the spatial 

resolution and the sensitivity to vertical inhomogeneities of the sample for different probes. A model is provided to determine the thermal 

contact area and contact thermal resistance from the experimental data. The results underline that ballistic heat conduction can be significant 

in crystalline substrates below the top thin films, especially for film thicknesses lower than 200 nm and effective thermal contact radius lower 

than 200 nm. They also highlight the sensitivity of SThM to ultrathin films, as well as the substrate below micrometric films under in-air 

conditions but not when in vacuum. This work advances quantitative nanometer-scale thermal metrology, where usual photothermal methods 

are more difficult to implement. 

 

I. INTRODUCTION 

Thermal effects at the micro and nanoscale are very different 

from those at the macroscopic scale, and are of profound 

fundamental and practical importance for nanoscience and 

nanotechnology. The measurement of thermal effects at small scales 

has driven the development of new instrumentation and 

experimental methods since early steps taken 35 years ago. Such 

instrumentation is needed both to elucidate the mechanisms of heat 

transport and as prototypes of utilitarian measurement systems. 

Many techniques have been developed for exploring the thermal 

properties of materials on a small scale, including electrical-based 

ones such as the 3 method [1] and bridge-based ones involving 

self-heating of the nanostructures [2]. Optical methods such as 

thermo-reflectance [3] and Raman spectroscopy [4], have limited 

lateral spatial resolution because of the diffraction of light. To 

overcome this spatial resolution issue, three options are possible. 

The first one is to deposit a thin film of nanometric lateral extent at 

the surface of the sample and illuminate it at a wavelength where it 

selectively absorbs, therefore heats, while the sample itself does not 

absorb [5]. The analysis of the temperature of the deposited element 

can then provide information on the sample thermal properties. 

However, this process is rather complex, limited to certain classes of 

samples, and alters the sample. The second option is to use scanning 

probe microscopy (SPM)-based techniques [6-8]. Mainly based on 

atomic force microscopy (AFM), modern scanning thermal 

microscopy (SThM) can reach lateral resolutions of a few tens of 

nanometers when employing nanoprobes operated under vacuum 

[9]. The method has already made possible the thermal investigation 

of bulk and thick films (thickness larger than 20 µm) [10-12], thin 

films and 2D materials [10,12-13], suspended membranes [14] and 

1D nanostructures such as nanowires [15].  

The principle of thermophysical property measurement by 

SThM is based on the control of the thermal interaction between a 

small self-heated probe located close to or in contact with the surface 

of the sample to be studied. The most popular thermal probes are 

equipped with a resistive element at the tip apex, which in the so-

called ‘active mode’ simultaneously acts as a sensor and a heat 

source for the sample in order to determine its local thermal 

properties. Sufficient dc or ac current is passed through the probe to 

produce significant self-heating by the Joule effect. When the probe 

is in contact with a specimen, the heat flow passing from the tip into 

the sample is affected by the local thermal conductance of the 

sample, leading to a modification of the probe temperature and 

consequently of its electrical resistance. On mechanically scanning 

the probe over the sample the local variations of sample thermal 

conductance are used to obtain the contrast in the thermal image and 

to study heat transport within the sample. 

Using this approach, determination of the thermal properties of 

a sample is not direct, rather a “direct measurand” (i.e. a quantity 

[16] which is related to the heat transfer between probe and sample) 

must first be obtained. Therefore, the SThM technique, when applied 

to thermal property determination, requires inverse methods. The 

whole procedure for thermal conductivity measurement using SThM 

includes a number of steps. The first is the definition of a relevant 

direct measurand. The second one is to find reference samples whose 

thermal properties are well-known. The direct measurand is obtained 

on these samples and then plotted against the sample thermal 

conductivity. The third step is the development of a modelling 
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method to fit the experimental data and provide a calibration curve. 

To determine the thermal conductivity of an unknown sample, its 

direct measurand must be determined and compared with the 

calibration curve. This employs inversion of the model to retrieve the 

corresponding value of thermal conductivity.  

Based on this scheme, different strategies have been proposed. 

The direct measurand is either the change in probe electrical 

resistance (for resistive SThM probes [14, 17]) or the variation of 

derived parameters such as the probe voltage [18] or the change in 

electrical power dissipated in the probe [19] while the probe is first 

held out of contact and then in contact with the sample. Samples used 

for probe calibration are bulk samples having well-known and 

different values of thermal conductivity [12, 19]. An issue is that the 

thermal contact and subsequently its thermal resistance strongly 

depend on parameters of the sample surface such as roughness [20], 

presence of a native oxide [6] and on the thermal resistance of the 

tip-sample contact [6], all of which change for each reference 

sample. Consequently, it would be better to use a different approach 

for determining a calibration curve for thermal conductivity 

measurements performed in air, even in this “simple” case of bulk 

materials. While the previous approach may be sufficient for 

characterizing bulk samples of similar surface states or thermal-

conductivity ranges less sensitive to the surface states, it is clearly 

insufficient for characterizing more complex samples. This is 

especially true for nanomaterials, where a certain degree of 

modelling is required due to the absence of sample with the exact 

same architecture for calibration. Analytical modeling [19-22], used 

for fitting experimental data relative to these samples, is based on the 

analysis of the thermal balance of the “probe-sample-environment” 

system while the probe is either out of contact or in contact with the 

sample. The heat flux transferred from the heated probe to the sample 

is then described using a thermal resistance network accounting for 

the thermal contact and the heat spreading within the sample. Such 

approaches are often based on the assumptions that the thermal 

contact radius and the contact thermal resistance are invariant with 

the sample thermal conductivity and no ballistic thermal transport 

effects operate within the samples [6]. However, it has been shown 

that the thermal contact radius and the contact thermal resistance 

vary as a function of the sample thermal conductivity when 

measurements in and out of contact with the sample are performed 

in air [17, 19, 23-26]. Moreover ballistic effects are expected to 

operate, specifically for high thermal conductivity crystalline 

samples, when the thermal contact radius reaches values of the same 

magnitude or lower than the averaged mean free path of energy 

carriers in the sample material [6]. A conclusion of all these different 

points is that an improved, reliable calibration technique is required. 

The method described here provides the measurand as a function 

of an effective thermal conductivity, with reference bulk samples of 

known thermal conductivity and similar roughness [6] setting limits 

on the thermal conductivity to be inferred from the calibration. This 

method substantially removes the dependence of the estimated value 

of thermal conductivity on errors that exist in estimates of the 

thermal contact radius and resistance. It consists first of assessing a 

sample designed specifically for the calibration of SThM probes. 

Based on steps of silicon dioxide on a silicon substrate, the sample 

presents areas with different effective thermal conductivity on its 

surface. The surface material is the same everywhere, with a 

measured sample roughness lower than 0.8 nm, ensuring invariance 

of the mechanical contact between the probe and the sample. For 

sample analysis a model describing heat spreading from a localized 

heat source at the sample surface in the {thin film+substrate} system 

is proposed, which can also be useful for use with optical methods 

involving heated elements of small lateral extension. Here, both the 

sample and model are used to calibrate two types of SThM probes: a 

“Wollaston” probe [27] and a “Pd” probe [28]. Section 2 of this paper 

describes the sample and the specifications, and introduces the 

model, describing heat conduction within the sample, generalizing 

previous SThM studies of thin films [29]. Section 3 summarizes the 

setup and measurement methodology used. In Section 4 the results 

obtained are analyzed for the two types of probe. A summary of the 

main findings and a discussion regarding the application of the 

proposed sample for probe calibration in SThM precede the 

conclusion of the paper. 

 

II. SAMPLE 

A. Sample description and characteristics  

The fabricated sample consists of steps of wet thermally grown 

silicon dioxide (SiO2) with different thicknesses as defined by 

successive steps of photolithography and wet etching using buffered 

HF. The substrate is a 380 µm thick (100) oriented silicon wafer n-

doped with phosphorus having a nominal electrical resistivity of 0.1-

10 Ω.cm. The sample has nine steps of different SiO2 thickness 

ranging from a few nanometres to 1000 nm (Table I). As shown in 

Fig. 1 patterns are squares of 30 µm of width forming a mosaic of 

(90 µm x 90 µm) which can be completely analyzed from a single 

SThM image. The width of squares were chosen so that each is larger 

than the largest thermal contact radius obtained for the Wollaston 

probe, the largest SThM probe used in this work. Specifically, this 

largest thermal contact radius was found to be about 10 µm for a 

polymeric sample in the frame of measurements performed under 

ambient air conditions.  

Thermo-reflectance microscopy was used elsewhere [30] to 

measure the thermal conductivity kSiO2 of the sample, providing an 

intrinsic conductivity value for the SiO2  as well as the thermal 

resistance at the boundary rtbr between the SiO2 film and the Si 

substrate. Values determined are kSiO2 = 1.1 W.m-1.K-1 and rtbr = 4.4 

10-8 m2.K.W-1. 

 

B. Sample modelling 

In all experiments, a temperature profile is imposed on the top 

surface. It is common practice to replace the profile by an average 

temperature in order to simplify the reasoning.  

(i) Diffusive regime. For an isothermal discoidal heating source 

on a thin layer with perfect contact to a thick (assumed semi-infinite) 

underlying substrate (rtbr = 0) (Fig.2), the thermal resistance can be 

described using the model of Yovanovich et. al. [31] based on 

Dryden's work. The in-plane temperature θ(r,z) relative to the 

ambient temperature is given by: 
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FIG. 1. (a) White light interferometry topography 3D-image and (b) atomic 

force microscopy topography 2D-image of the SiO2 pattern designed for 

SThM measurements. 

 

 

Table I. Thickness and roughness of each of the steps as measured by AFM. 

Step 

number 
1 2 3 4 5 6 7 8 9 

Thickness 

t (nm) 
7 12 30 65 145 237 330 530 950 

Rms 

roughness 

(nm) 

0.12 0.65 0.54 0.65 0.64 0.75 0.39 0.18 0.13 

 

 

 
FIG. 2. Representation of the layer with thermal conductivity kfilm and 

thickness t on a thick substrate with thermal conductivity ksub.  
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where r is the distance from the source centered on r = 0 in the source 

plane, z is the distance from the source located in z = 0 in the cross-

plane direction, Q is the thermal flow, J0 is a Bessel's function of 

order 0 and K is defined as 

𝐾 =  
1−
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 The thermal resistance across the film and substrate is defined 

by Dryden [32]: 

𝑅𝑓𝑖𝑙𝑚+𝑠𝑢𝑏 =  
𝜃𝑚𝑎𝑥

𝑄
,      (3) 

 

where θmax = θ(r,0), 0 < r < b. It is given by: 
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where J1 is a Bessel’s function of the first kind. Accounting for the 

thermal boundary resistance rtbr at z = t can be achieved using an 

effective thickness 𝑡 𝑒𝑓𝑓 as described by Menges et al. and 

Muzychka et al. [33, 34]: 

𝑡𝑒𝑓𝑓 = 𝑡 + 𝑘𝑓𝑖𝑙𝑚. 𝑟𝑡𝑏𝑟 .                                  (5) 

 

The rationale behind this expression is that the boundary resistance 

modifies the flux lines in the film. 

Let us now consider a few asymptotic results. For the bulk case 

(homogeneous isotropic material with a thermal conductivity k = 

kfilm = ksub) with an isothermal heat source on the surface, Eq. (4) 

reduces to 

 𝑅𝑠−𝑏𝑢𝑙𝑘 =
1

4.𝑘.𝑏
 .   (6) 

 

Note that the result for the isothermal hypothesis deviates by 

about 8% from the result for the iso-flux source hypothesis, for 

which the thermal resistance in the sample is 𝑅𝑠−𝑏𝑢𝑙𝑘 =
8

3.𝜋2

1

𝑘.𝑏
. As 

discussed at the beginning of the section, this can lead to some error 

in the model. However, if the experimental temperature profile on 

the top surface is known, the error is cancelled by averaging the 

temperature over the source. The exact bulk thermal resistance lies 

between these two values. For a film thickness smaller than the size 

of the heated disk, such that t/b→0, Eq. (1) leads to  

 

𝑅𝑓𝑖𝑙𝑚+𝑠𝑢𝑏 →
1

4.𝑘𝑠𝑢𝑏.𝑏
   ,     (7) 

 

which indicates that the film thermal resistance becomes negligible 

in comparison to that of the substrate.  

 (ii) Heat conduction involving ballistic dissipation. The 

previous modeling is commonly used in SThM for the analysis of 

thin layers on a substrate whatever the materials involved.  However, 

it applies only to purely diffusive thermal transport and does not 

account for size effects related to the sub-micrometric/nanometric 

heat sources relevant to SThM vacuum experiments. In our sample, 

heat transport in SiO2 is diffusive. However, the Si substrate is 

crystalline, with an inelastic mean free path for acoustic phonons on 
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the order of Λsub =170 nm at ambient temperature Ta [35]. Ballistic 

heat conduction can therefore occur in the substrate, at least partly, 

if the heated region at the oxide-substrate boundary is of same 

magnitude as Λsub or lower than this value. An expression 

generalizing Eq. (1) to heat dissipation without assumption on the 

thermal transport regime would be helpful. To do so, it is key to 

analyze the heated region at the oxide-substrate boundary. Fig. 3 

reports temperature profiles calculated by Eq. (1) at the sample 

surface and at the thin film/substrate boundary (z = t) for two heat 

source radii b (100 and 300 nm) and two film thicknesses t (237 and 

65 nm). Thermoreflectance data was used for the the silicon dioxide 

film thermal conductivity and the thermal resistance at the boundary 

with silicon [30]. Fig. 3(a) shows a case where b (100 nm) is smaller 

than the thickness of the film t (237 nm). Conversely, Fig. 3(b) shows 

a case in which b (300 nm) is greater than t (65 nm). The temperature 

profile at the film/substrate boundary (full blue line) is steeper for 

the lowest thickness, indicating that heat does not spread easily in 

this thin film. In both cases, the heated disc at the oxide-substrate 

boundary is of the order of the phonon mean free path. 

In order to account analytically for the partly-ballistic 

dissipation in the substrate, we rely on Wexler's approach [36], 

where thermal resistance is the sum of the diffusive (Fourier, Eq. (6)) 

and ballistic (Sharvin [37]) resistances. It was shown numerically 

that the maximal error induced by this approach is 11% [38]. The 

ballistic thermal resistance, in the case of the averaged mean free 

path, is given by [36]: 

 

𝑅𝑏𝑎𝑙 =  
4

3.π.𝑏′2

Λ𝑠𝑢𝑏

𝑘𝑠𝑢𝑏
 .    (8) 

 

 However, the Wexler interpolation summing Eq. (6) and Rbal was 

applied for semi-infinite media with isothermal discoidal sources of 

radius b’, which is not the case for the oxide-substrate boundary as 

shown by Fig. 3. An effective radius b’ can be obtained as follows. 

First, the thermal resistance in the substrate is determined by 

dividing the flux by the average temperature at the oxide-substrate 

boundary: 

 

𝑅𝑠𝑢𝑏 =
1
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∞
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sin (ζ)

ζ2
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Then, this expression is equated with 
1

4.𝑘𝑠𝑢𝑏.𝑏′
, which describes heat 

spreading in the substrate by means of diffusion. The effective 

isothermal radius b’ can be plotted by keeping the same average 

temperature in the plane (shown in Fig. 3 using the blue dotted line 

termed “simplified”). The result of the numerical determination of 

b’ is shown in Fig. 4(a). For the lowest values of both t and b, b' may 

be of the order or less than the averaged phonon mean free path in 

the substrate Λsub. The maximum relative difference between the 

“real” temperature and the idealized isothermal profile, observed in 

Fig. 3(a,b) for two special cases, is studied as a function of the b/t 

ratio in Fig. 4(b). It appears that for large thicknesses (vs b), the 

maximum relative difference can be as high as 40%. It takes a b/t  

 

 

 
FIG. 3. Temperature profile at sample surface and at film/substrate interface 

for two b thermal radius configurations compared with the film thickness t. 

(a) b > t, with b = 100 nm, t = 237 nm, (b) b < t, with b = 300 nm, t = 65 nm. 

 

ratio greater than 3 to achieve a maximum relative deviation of less 

than 10%. 

 The impact of ballistic transport in the substrate on the flux 

lines in the film is difficult to assess. There are two options: (a) one 

can treat ballistic resistance to the flow as an additional boundary 

resistance at the oxide-substrate boundary or (b) one can add the 

resistance to the volume resistances. (a) assumes a strong impact on 

the shape of the flux lines, expanding them and therefore modifying 

the size of b’, while (b) is based on the determination of b’ in the 

diffusive regime, as explained earlier. In the following, we will deal 

with assumption (b). The thermal resistance in the thin film (Rfilm) 

can be calculated from the subtraction of Eq. (9) from Eq. (4):  

 

𝑅𝑓𝑖𝑙𝑚 = 𝑅𝑓𝑖𝑙𝑚+𝑠𝑢𝑏 − 𝑅𝑠𝑢𝑏.         (10) 

 

The thermal resistance at the boundary, which depends on the sample 

fabrication process and contacting materials, is simply obtained by 

integrating over the area of the spot: 𝑅𝑡𝑏𝑟 =
𝑟𝑡𝑏𝑟

π.𝑏′2
. Finally, the 

thermal resistance of the sample can be written as follows:  

 

(b) 

(a) 
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𝑅𝑠 = 𝑅𝑓𝑖𝑙𝑚 + 𝑅𝑡𝑏𝑟+ 𝑅𝑠𝑢𝑏−𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐 + 𝑅𝑠𝑢𝑏−𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 ,    (11) 

 

where 𝑅𝑠𝑢𝑏−𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 =
1

4.𝑘𝑠𝑢𝑏.𝑏′
 and  𝑅𝑠𝑢𝑏−𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐 is given by Eq. 

(8). Fig. 5 represents the thermal resistances Rfilm, Rtbr, Rsub-ballistic and 

Rsub-diffusive, and the total resistance RS of the sample as a function of t 

for a heat source radius on the surface b = 100 nm. It is observed that 

for the lowest thicknesses, i.e. t  <  b with b = 100 nm, the thermal 

resistances Rfilm, Rtbr and Rsub-ballistic are very close and all contribute 

to the total resistance. In this regime, Rsub-diffusive may be neglected at 

the first order. Then, for t ≥ 100 nm, as the thickness of the layer 

increases, the decrease of Rsub-diffusive, Rtbr and Rsub-ballistic is significant. 

The thermal resistance of the sample then becomes dominated by 

that of the thin layer of low thermal conductivity. It is key to note 

therefore that the diffusive contribution of the substrate does not 

contribute significantly over the whole range of thicknesses. It is 

only if the heat source is larger that its contribution becomes more 

important.  

 

 
(a)  

FIG. 4. (a) Thermal radius at the film/substrate boundary b' as a function of 

the film thickness, for various heat source radii b. The zone where significant 

ballistic effect is expected is highlighted. (b) Maximum relative difference 

between the “real” temperature and the temperature calculated by 

considering a fixed thermal radius at the film/substrate interface as a 

function of the b/t ratio. 

 

 
FIG. 5. Calculated thermal resistance of the structured sample Rs for a 

discoidal heating source of radius b = 100 nm on the surface of the sample 

and consisting of the sum of four thermal resistances, that of thin film (Rf), 

that due to the film/substrate boundary (Rtbr) and the contributions of the 

substrate in the diffusive (Rsub-diffusive) and ballistic (Rsub-ballistic) regimes. 

 

III. SThM MEASUREMENTS 

A. Set-up, SThM probes and their calibration 

SThM measurements were made using an Atomic Force 

Microscopy based technique in a commercial instrument 

(NTEGRA-Aura AFM from NT-MDT). Two commercially 

available resistive SThM probes were used: a Wollaston wire probe 

and a Pd probe from Kelvin NanoTechnology (KNT). Fig. 6 shows 

scanning electron microscopy (SEM) images of both probes. The 

sensitive part of the Wollaston probe (Fig. 6(a)) comprises a V-

shaped Pt90/Rh10 wire probe of 5 µm in diameter and 200 µm in 

length [27]. 

The Pt90/Rh10 wire probe is obtained by removing the silver 

shell from a Wollaston wire of 75 µm cladding diameter. The 

cantilever is made of non-etched Wollaston wire. This fabrication 

process reveals many grooves on the Pt90/Rh10 surface [23,39]. 

Consequently, when the probe apex contacts the sample, mechanical 

contact is established only between one of these grooves and the 

sample surface. The equivalent curvature radius of an individual 

groove is found to be several hundred nanometers [3]. The spring 

constant of the probe used was calculated to be kr = 5 ± 1 N·m-1 from 

the geometrical and physical parameters of the probe [39]. The 

temperature coefficient of electrical resistance 𝛼 =
1

𝑇𝑝 

𝑑𝑅

𝑑𝑇
  of the 

overall probe was measured to be approximately 1.4×10-3·K-1. This 

was obtained from measurements of the electrical resistance of the 

probe, R, in an oven at different temperatures. Knowing 

𝛼𝑝 =1.66×10-3 K-1 for the Pt90/Rh10 wire part of the probe [39], the 

variation of electrical resistance R, which is due to that of the thermal 

sensor at the apex, can be related to the mean sensor temperature 𝑇𝑝 
̅̅̅̅ :   

 

∆𝑅 = 𝑅 − 𝑅0 = 𝑅𝑝0 𝛼𝑝 (𝑇𝑝 
̅̅̅̅  − 𝑇𝑎) = 𝑅𝑝0 𝛼𝑝𝜃̅𝑝   (12) 

 

where R0 = 3.00 Ω is the total electrical resistance of the probe at 

room temperature Ta, 𝑅𝑝0 = 2.51 ± 0.40 Ω is the electrical resistance 

of the sensitive part of the probe at Ta obtained from 3ω method 

application [40, 41] and Ta = 30 °C.   

(b) 

(a) 
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FIG. 6. SEM images of (a) the Wollaston probe and (b) the Pd probe. 

 

 

The Pd probe comprises a thin resistive Pd film and pads of gold 

deposited on a silicon nitride (Si3N4) cantilever (Fig. 6(b)). Due to 

the shape and configuration of the probe apex, the contact with the 

sample is established through the Si3N4 part of the probe only. The 

apex radius of curvature is smaller than 100 nm [28, 42] and was 

estimated to be 50 nm using a methodology proposed in references 

[43, 44]. The spring constant of the probe was measured to be 

0.09 ± 0.02 N·m–1 using the reference lever technique [45]. The 

overall temperature coefficient α of the Pd probe was determined to 

be 𝛼 = 7.8 ± 0.1 × 10-4 K–1 using the same method as previously 

specified for the Wollaston probe. Knowing 𝛼𝑝 =1.2×10-3 K–1 for 

the Pd wire and those of the other metallic components of the probe, 

the variation of the electrical resistance of the Pd film, which is the 

thermal sensor, can be estimated as a function of the film mean 

temperature. We find Rp0 = 63.95 ± 12.79 Ω at Ta for the Pd probe 

used while 𝑅0 = 313,89 Ω.   

Experimentally a home-made thermal control unit based on a 

balanced Wheatstone bridge was used to monitor the probe mean 

temperature 𝑇𝑝 
̅̅̅̅  and the electrical power Pel dissipated in the probe. 

 

B. Measurement methodology and modeling  

For every sample studied the probe was moved from a position 

out of contact with the sample (probe-sample distance of 2 mm) to 

position in contact, varying the mean probe temperature relative to 

the ambient temperature 𝜃. Knowing the power input 𝑃𝑒𝑙 = 𝑅𝑝𝐼2 (I 

is the current), the change in mean probe temperature was used to 

determine the variation of thermal conductance ΔGp-s of the probe-

sample system (see Fig. 7). Note that it was verified that this is 

similar to keeping temperature constant while monitoring ∆𝑃𝑒𝑙 .  

From this measurement ΔGp-s is associated with the global 

probe-sample heat transfer and is given by: 

 

Δ𝐺𝑝−𝑠 = 𝐺𝑖𝑐 − 𝐺𝑜𝑐   (13) 

 

which involves the thermal conductance of the probe-sample system 

when the probe is in contact (ic index) and out of contact (oc index) 

with the sample, respectively. The heat input P is not punctual but 

distributed over the volume of the electrical sensor (see Fig. 7(b)), 

which results in the fact that the average probe temperature is not 

equal to that of the apex. We introduce the thermal conductance of 

the probe Gp associated with heat conduction in the cantilever. The 

thermal conductance at the tip-sample thermal contact Gc-g is 

associated with heat exchange through the mechanical contact, the 

water meniscus due to capillary condensation around the mechanical 

contact, and direct tip-sample transfer by the gas close to the apex. 

Gs  is the thermal conductance associated with heat dissipation in the 

sample and Gcc-oc is the thermal conductance associated with the heat 

losses to the environment (conduction or convection in the gas – 

however, radiative effects can be neglected). Contrarily to [46] we 

consider the same thermal resistance network (Fig. 7) to describe the 

probe-sample system for both the Wollaston and Pd probes used. 

One can draw two equivalent schematics, where the first one 

represents the real situation and the second, fictitious one involves a 

factor K so that 𝜃𝑝
𝑎𝑝𝑒𝑥

= 𝐾. 𝜃̅𝑝. This factor hardly changes between 

the out-of-contact and in-contact positions. Out of contact, it is found 

analytically to be 1.5 for the Wollaston probe. Numerical simulation 

by FEM for the Pd probe provide a value of 1.42 in the same 

situation [42]. The temperature profile changes slightly at the very 

apex when in contact, which can be embedded in Rc-g. The reader is 

referred to [47] for more details on the probe analysis. From the 

measurement Δ𝐺𝑝−𝑠 is associated with the global probe-sample heat 

transfer and is given by:  

 

           𝐺𝑖𝑐 =
𝑃𝑒𝑙−𝑖𝑐

𝜃𝑝,𝑖𝑐
𝑎𝑝𝑒𝑥 =  𝐺𝑝 +

𝐺𝑠  𝐺𝑐−𝑔

𝐺𝑠+𝐺𝑐−𝑔
              (14) 

and  

              𝐺𝑜𝑐 =
𝑃𝑒𝑙−𝑜𝑐

𝜃𝑝,𝑜𝑐
𝑎𝑝𝑒𝑥 = 𝐺𝑝 + 𝐺𝑐𝑐−𝑜𝑐                           (15)  

 

   

 
FIG. 7. Schematic of a SThM probe in contact with a thin layer on a substrate 

(a). The entire system consists of the thermal resistance of the probe Rp, the 

probe-sample thermal contact resistance Rc-g and thermal resistance in the 

sample Rs. Rs is the sum of the thermal resistance of the thin layer Rfilm, the 

thermal resistance of the thin layer/substrate boundary Rtbr, the ballistic 

resistance Rbal and the thermal resistance in the substrate Rsub. Real situation 

(b) and fictitious situation that involves a factor K so that 𝜃𝑝
𝑎𝑝𝑒𝑥

= 𝐾. 𝜃̅𝑝  (c). 

(b)                                                   (c) 

 (a) 
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Note that in Eq. (14) we do not consider losses to the 

environment. It is now well understood that the losses are not 

constant neither when the probe is far from the sample or close to it. 

On top of that, the sample attracts the heat flowing out of the tip, 

capturing the heat flux lines (possibly inducing a flow of heat into 

the sample over a large micrometric area) so that in the end 𝐺𝑐𝑐−𝑖𝑐 ≈
0. From Eqs. (13-15) the thermal conductance of the sample can be 

determined from experiment as:  

 

𝐺𝑠 =
𝐺𝑐−𝑔 (Δ𝐺𝑝−𝑠 + 𝐺𝑐𝑐−𝑜𝑐)

 𝐺𝑐−𝑔 − Δ𝐺𝑝−𝑠 − 𝐺𝑐𝑐−𝑜𝑐
     (16) 

 

where Gcc-oc is estimated from calibration of the probe under air and 

vacuum conditions. 

If heat dissipation into a bulk sample of thermal conductivity ks 

is diffusive, Gs is also given by Eq. (6). Note that while the 

temperature profile on top of the sample may be complex, as a result 

of the various heat transfer channels between the probe and the 

sample, it is customary to consider a single radius, which can be 

obtained by averaging as in Sec. II.B. In this case, it is 

straightforward to plot Δ𝐺𝑝−𝑠 according to ks: 

 

Δ𝐺𝑝−𝑠 =
𝐺𝑐−𝑔

1+
𝐺𝑐−𝑔

4.𝑏.𝑘𝑠

− 𝐺𝑐𝑐−𝑜𝑐,   (17) 

 

which is a curve of shape close to 𝐴/(1 +
𝐵

 𝑘𝑠
) + 𝐶. The parameters 

A, B and C can be determined from a best fit of Δ𝐺𝑝−𝑠 experimental 

values obtained on bulk reference samples (obtained under the same 

environmental conditions as the measurements being performed).  It 

is important to note that the identification (A=𝐺𝑐−𝑔, B=
𝐺𝑐−𝑔

4.𝑘𝑠
, 

C=−𝐺𝑐𝑐−𝑜𝑐), which has traditionally been made in SThM, is based 

on the assumptions that (i) b and Gc-g are invariant with ks and that 

(ii) ballistic effects do not operate within the reference samples or 

can be embedded in Gc-g due to sample independency. These 

assumptions can be questioned in relation to studies [17, 19, 23-26]. 

that have demonstrated that, in air, b and Gc-g vary as a function of 

ks. Moreover, ballistic effects should be present in crystalline 

samples with high thermal conductivity. In this situation b reaches 

values of the same order of magnitude, or lower than the averaged 

mean free path of energy carriers in the sample material. In addition, 

Gc-g is dependent on sample surface parameters such as roughness, 

as well as the probe and sample material contact resistance, which 

vary for each reference sample. Consequently, care should be taken 

when analyzing the physical meaning of (A, B, C). In the following, 

we initially consider the calibration curve Δ𝐺𝑝−𝑠 = 𝑓(𝑘𝑠,𝑒𝑓𝑓) as a 

way to determine 𝑘𝑠,𝑒𝑓𝑓without requiring the various thermal 

conductances to be identified. Note also that such a curve should be 

obtained for each probe used. 

Interestingly, the film-on-substrate sample proposed allows the 

contribution of the probe-sample thermal contact to be considered as 

constant as the surface material does not change and the roughness 

(lower than 1 nm) does not vary significantly at each site. It is also 

reasonable to assume that changes of the thermal contact due to 

possible changes in the elastic modulus of the sample with the SiO2 

thickness are negligible. Eq. (16) is combined with Eq. (11), 

resulting in the network schematized in Fig. 7. One can associate an 

effective thermal conductivity to the {film+substrate system} so that 

𝐺𝑠 =  4. 𝑏. 𝑘𝑠,𝑒𝑓𝑓. This is possible because the thermal contact radius 

b is determined by the sample effective conductance: the material 

architecture does not play any role [14].  

Once the effective thermal conductances have been determined, 

the sample model given in Eq. (11), where b is the only unknown, 

can be applied. The hope is that the smoothing associated with the 

numerical determination of (A, B, C) prior to the determination of 

𝑘𝑠,𝑒𝑓𝑓 decreases the impact of the variability of Gc-g. The thermal 

radius is determined as follows: 

 

𝑏 = 1/(4. 𝑘𝑠,𝑒𝑓𝑓 . (𝑅𝑓𝑖𝑙𝑚 + 𝑅𝑖𝑛𝑡+ 𝑅𝑠𝑢𝑏−𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐 +                       

𝑅𝑠𝑢𝑏−𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒)),                              (18) 

 

where all the terms depend on the thickness t. The thermal contact 

conductance Gc-g , identical for all samples, can also be deduced from 

a measurement of ΔGp-s with a similar material, e.g. bulk SiO2. 

 

IV. EXPERIMENTS AND RESULTS 

A. Determination of effective thermal conductivities  

SThM images of the mosaic of SiO2 steps were performed in 

ambient air conditions with the two types of probe. The probes used 

were heated to 𝜃= 70 K for the Wollaston probe and  𝜃= 65 K for 

the Pd probe while they had no interaction with the sample (out of 

contact conditions).  Next the probes were brought into contact with 

the sample and scanned. Figs. 8(a) and 9(a) show thermal images of 

Δ𝐺𝑝−𝑠 obtained using the Wollaston probe and the Pd probe, 

respectively. The images are composed of (256 x 256) pixels and 

each pixel corresponds to (300 x 300) nm2. The acquisition time for 

each pixel was 4 ms for the Wollaston probe and 11 ms for the Pd 

probe, larger than their time constants. Based on these images, and 

to avoid topography artifacts that are observed at the edges of the 

steps, the average signal of Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅   for each film thickness was 

calculated in the center of each step over an area of (15 x 15) µm2.            

Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅  is represented as a function of tSiO2 in Figs. 8(b) and 9(b) for 

the Wollaston and the Pd probes, respectively. In these figures the 

dispersion of Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅  corresponds to the rms values, which are 

relatively small and not always visible on the plots. As expected the 

larger the oxide thickness tSiO2, the lower the measured thermal 

conductance Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅ . Using the calibration of each probe, the 

effective thermal conductivity as a function of tSiO2 can be 

determined. Results are shown in Fig. 8(c) and Fig. 9(c). 
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FIG. 8. (a) SThM image of the probe-sample thermal conductance Δ𝐺𝑝−𝑠 

obtained with the Wollaston probe. The orientation of the sample is the 

same as in Fig. 1. (b) Value of the mean signal Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅   (measured on a surface 

(15 x 15) µm² as indicated by the black dotted square in (a) as a function of 

the SiO2 thickness. Figure (b) sets the correspondence between coloured 

circles and the SiO2 film of different thicknesses for following figures.  (c) 

Use of the Wollaston calibration curve deduced from measurements on 

reference bulk samples for evaluating the effective thermal conductivity keff 

of each step. The grey area represents the dispersion of the measurement 

around the mean value of ΔGp--s.  

 

 
 
FIG. 9. (a) SThM image of the probe-sample thermal conductance  Δ𝐺𝑝−𝑠 for 

obtained with the Pd probe. The orientation of the sample is the same as in 

Fig. 1. (b) Value of the mean signal Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅   (measured on a surface (15 x 15) 

µm² as indicated by the black dotted square in (a) as a function of the SiO2 

thickness. (c) Use of the Pd probe calibration curve deduced from 

measurements on reference bulk samples for evaluating the effective 

thermal conductivity keff of each step. The grey area represents the 

dispersion of the measurement around the mean value of ΔGp--s. 

 

 



 

8 
 

For the Wollaston probe (Fig 8(b)) it appears that Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅  varies 

logarithmically as a function of the film thickness. For the thickest 

step, Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅  is almost the same as that measured on the SiO2 

calibration sample, with values of  1.28 W.m-1.K-1 on bulk SiO2 and 

1.1 W.m-1.K-1 on the oxide step sample (Fig. 8(c)). The measurement 

point for the lowest SiO2 thickness (point surrounded in red) is not 

in the sensitive range of the calibration curve (low effective thermal 

conductivities), so the exact effective thermal conductivity keff for 

this point cannot be estimated. It can only be said that for tSiO2 = 7 

nm keff is greater than tens of W.m-1.K-1. Thermal conductivity values 

can be determined from a calibration range of about 8 W.m-1.K-1 for 

tSiO2 = 12 nm to about 1.5 W.m-1.K-1 for tSiO2 = 950 nm.  

For the Pd probe, the decrease of Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅  as a function of tSiO2 is 

also logarithmic (Fig. 9(b)), although the experimental points are 

more dispersed around the fitting curve. The correspondence with 

the calibration curve, shown in Fig. 9(c), shows that the 

measurement point for the lowest thickness (point surrounded in red) 

is also in the area of insensitivity to thermal conductivity for this 

probe. So for tSiO2 = 7 nm a loose lower bound of ~30 W.m-1.K-1 can 

be underlined. Finally, the effective thermal conductivity keff 

measured with the Pd probe ranges from 2 W.m-1.K-1 for the largest 

thickness to more than 30 W.m-1.K-1 for the lowest one.  

Finally, identified effective conductivity values for both probes 

are summarized in Fig. 10, where they are plotted according to the 

film thickness. Equating of Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅ = 𝑓(𝐴, 𝐵, 𝐶) and the logarithmic 

evolution of  Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅  as a function of the thickness suggests a 

functional dependency of keff. One finds that keff vs. t can be 

relatively-well fitted with the following expression:  

 

𝑘
𝑒𝑓𝑓=

𝐸

𝐷

ln(𝑡)−𝐹
−1

 ,   (19) 

where D, E and F are constants depending on the probe used.  

 

B. Thermal contact radii and probe parameters 

Fig. 11 represents the thermal radius b as a function of effective 

thermal conductivity keff. It is obtained from Eq. (18). The same 

information can be obtained in principle directly from the calibration 

curves. However, these results may be less sensitive to the surface 

conditions. Data confirm that the lower the thermal conductivity, the  

greater the thermal radius. That is, for a low thermal conductivity 

material the flow lines extend over the surface (large b), while for a 

conductive material in which heat flows more readily, the flow lines 

are more perpendicular to the surface and sink into the material (low 

b). For the Wollaston probe, the thermal radius in ambient air 

decreases from 1000 nm for keff  = 1.5 W·m-1·K-1 to 200 nm for keff 

larger than 3 W·m-1·K-1. For the Pd probe, b decreases from 2000 nm 

for keff  = 2 W·m-1·K-1 to 250 nm for keff  larger than 3 W·m-1·K-1. b 

values for the nanoprobe used are surprisingly found to be larger than 

those obtained for the Wollaston probe used in air. 

From values of thermal resistance measured experimentally in 

ambient air Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅  (see Eq. (17)) and by using the model (Eq. (11)), 

it is possible to estimate the thermal contact resistance Rc-g between 

the probe and the sample. For the Wollaston probe, Rc-g is larger than 

105 W.K-1. For the Pd probe, the estimated Rc-g value is of (46.6 ± 

1.6).105 K.W-1. 

 

 
FIG. 10. Effective thermal conductivity keff estimated using calibrated 

Wollaston and Pd probes according to the thickness t of the Si02 sample 

steps.  

 
FIG. 11. Thermal radius b as a function of the sample step effective thermal 

conductivity keff for the Wollaston (a) and the Pd (b) probes used. 

 

V. DISCUSSION 

A. Sensitivity to inhomogeneity in depth 

Our results show that in ambient air, the Wollaston and Pd 

probes are sensitive to the decrease in thermal conductance measured 

over the entire range tested t ∈ [3 -1000] nm. That is, the thermal 

signal is sensitive in depth up to a distance of at least 1000 nm for 

both probes used in this range of effective thermal conductivities.  

In spherical coordinates, heat diffusion predicts a 1/r decay of 

the temperature field away of the heat source. As a result, the sample 

thermal conductance is approximately proportional to  

b2 x (1/b-1/D) if D is an isothermal cold bath of hemispherical shape 

centered around the source of sufficient size 2b. This suggests that 
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an object of size L located at d from the heat source impacts the 

power dissipated with respect to a bulk substrate at best with a 

change of 𝑏. 𝑑. 𝑓(𝐿/𝑑), where the first factor accounts for the 

deviation due to an hemispherical perturbation and the second one 

for the fact that the finite size of the object impacts only a limited 

solid angle. For a flat substrate below the film d ~ t and 𝑓 (
𝐿

𝑑
) =

𝑂 (1), so the substrate below films of thickness t can be resolved if 

relative variation of thermal conductance b/t can be measured. This 

suggests sensitivity to depth much larger than 1 m when there is a 

strong contrast of thermal conductivity as numerically shown in 

[48]. The trends of Figs. 8(b), 9(b) (no sign of levelling off in 

logarithmic scale) and the radii larger than hundreds of nanometers 

shown in Fig. 11, appear compatible with a sensitivity to depth larger 

by one order of magnitude [12].       

In contrast, measurements made with a Pd probe under primary 

vacuum show that from a thickness of about 250 nm (Fig. 12) the 

probe-sample thermal conductance, which is one order smaller than 

under ambient air conditions, becomes constant and it is no longer 

possible to differentiate the different thicknesses. The volume 

probed is therefore smaller under vacuum than that probed under 

ambient air due to a thermal contact surface, which is smaller in 

vacuum than in air. 

Note that another popular SThM method is based on the 

difference of thermal conductance Δ𝐺𝑝−𝑠
𝑗𝑢𝑚𝑝

 before and after the 

probe jump into contact with the sample under ambient air [49, 50].      

This allows the effect of the contact (mechanical+meniscus) to be 

singled out without requiring vacuum conditions, and is therefore 

subject to the same limitations as that in vacuum. It is therefore 

expected that the sensitivity to depth would also be limited to few 

hundreds of nanometers for the Pd probe, similar that shown in Fig. 

12. 

In addition, this work also confirms that native oxide can affect 

SThM measurements [14]. Indeed both the Wollaston and Pd probes 

in our experiments detect the variation in effective thermal 

conductance (Figs. 8(b) and 9(b)) generated by the thinnest oxide 

thickness of a few nanometers for the SiO2 steps sample, which is 

comparable to a native oxide film of around 1-2 nm that naturally 

appears under ambient air on the surfaces of certain metals or 

semiconductors. 

 

B. Sensitivity to effective thermal conductivity 

The calibration curves (Figs. 8(c) and 9(c)) level off at large 

thermal conductivities. As a result, the uncertainty of the determined 

effective thermal conductivities becomes very large for values above 

5 W·m-1·K-1, and are already significant above 3 W·m-1·K-1. This 

uncertainty is mostly due to dispersion around the fitting curve 

observed for the bulk samples, which comes from the surface effects 

and partly-ballistic transport which impact the materials. The current 

work indicates that SThM is sensitive to much higher thermal 

conductivities (high repeatability and relatively small dispersion of 

Δ𝐺𝑝−𝑠), maybe almost up to the value of silicon, but the issue is that 

the calibration curve is not accurate enough to exploit this 

sensitivity. This calls for improved calibration curves. 

 

FIG. 12. Probe-sample thermal conductance  Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅    as a function of the SiO2 

thickness for a Pd probe operated in vacuum. The data is averaged over a 

surface of (15 x 15) µm². Error bars represent the dispersion of the 

measurement around the mean value of Δ𝐺𝑝−𝑠
̅̅ ̅̅ ̅̅ ̅̅   . 

 

The present mosaic samples could play the role of the samples 

with different effective thermal conductivities, provided that the 

values are not determined by application of the bulk-reference 

calibration curves but with another manner. In addition, the ideal 

sample for calibration of SThM probes could be based on films with 

thermal conductivity ten to one hundred times lower than SiO2 as it 

is known that SThM probes are particularly sensitive to thermal 

conductivity lower than 1.5 W.m-1.K-1 [6].  

 

VI. CONCLUSIONS 

The proposed oxide steps sample provides a series of nine 

surfaces made of the same material, with identical roughness, but 

with different effective thermal conductivities ranging over more 

than one order of magnitude. This allows the SThM sensitivity to be 

measured within a given set of operating conditions, removing the 

influence of factors such as tip-sample contact resistance and tip-

sample contact area that can mask the true sensitivity. A model has 

been provided to determine the thermal contact area and contact 

thermal resistance from the experimental data. Note that the 

mentioned factors change dynamically with wear of the probe apex 

and one needs to quantify the degradation of the probe before and 

after scanning. By repeating measurements on the different mosaic 

elements regularly, the proposed sample provides a simple way to 

analyze the evolution of the SThM calibration curve with use. 

Key benefits are the possibilities that the proposed sample 

offers measurement of the sensitivity of a SThM system, as well as 

a comparison of the depth and spatial resolution of different probes. 

Used with the proposed modeling it allows comparison of the 

performance of different types of SThM probes. 

The numerical application of the proposed modelling shows 

that ballistic conduction should be taken into account in crystalline 
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substrates below ultrathin films, also for those made of amorphous 

materials. For SiO2 layers of thickness lower than 200 nm on a Si 

substrate, results show that there is ballistic conduction in the 

substrate when the thermally heated surface has a radius smaller than 

the thickness. While this is moderately important under ambient air 

conditions, it is of key importance for vacuum.  
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