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ABSTRACT

Reactive molecular dynamics simulations, especially
those employing acceleration techniques, can provide use-
ful insights on the mechanism underlying the transfor-
mation of buried organic matter, yet, so far, it remains
extremely difficult to predict the timescales associated
to these processes at moderate temperatures (i.e. when
such timescales are considerably larger than those acces-
sible to MD). We propose here an accelerated method
based on flux sampling and kinetic integration along a
1D order parameter that can considerably extend the ac-
cessible timescales. We demonstrate the utility of this
technique in an application to the dehydration of crys-
talline cellulose at temperatures ranging from 1900 K to
1500 K. The full decomposition is obtained at all tem-
peratures apart from T=1500 K, showing the same dis-
tribution of the main volatiles (H,O, CO and COg) as
recently obtained using replica exchange molecular dy-
namics. The kinetics of the process is well fitted with
an Arrhenius law with E, = 93 kcal/mol and kg = 9 x
10* s7!, which are somehow larger than experimental
reports. Unexpectedly, the process seems to consider-
ably slow down at lower temperatures, severely departing
from the Arrhenius regime, probably because of an inad-
equate choice of the order parameter. Nevertheless, we
show that the proposed method allows considerable time
sampling at low temperature compared to conventional
MD.

I. INTRODUCTION

Reactive molecular dynamics (RMD) simulations
based on empirical potentials like ReaxFF '+~ allow inves-
tigating the dynamics of complex reactive systems at a
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fraction of the cost of, more accurate, DF'T calculations”.
Since the development of ReaxFF, an important field
of application has been the transformation of organic
products undergoing either lab pyrolysis - for the pro-
duction of bio-sourced materials or fuels"™ - or geolog-
ical burial’~". In these studies, the pyrolysis of some
form of organic matter (OM) - including coals”' '+ % "2+ 7,
immature kerogen' “'°) wood derivatives like lignin and
cellulose’ ™", or other fossil OM """~ - is simulated at ei-
ther constant or increasing temperature and the distri-
butions of created byproducts (gas or liquid) are ana-
lyzed and discussed as a function of the type of organic
matter”> ", the temperature """ or heating
rate”, or the time” »'%'". Some authors report detailed
chemical mechanisms (i.e., sequences of individual chem-
ical reactions) of the early pyrolysis stages ™75

Few studies also report on rate law predictions, either for
the entire pyrolysis process or for some important steps,
based on timescale estimates at several temperatures and
the assumption of first order kinetics (Arrhenius law)™

Because reactive MD simulations are typically lim-
ited to timescales of the order of a nanosecond, simu-
lations are ususally performed at much higher temper-
atures, generally around or above 2000 K, than those
prevailing in geochemistry or in pyrolysis experiments.
Geochemical OM conversion generally takes place over
million years at about 400 K while pyrolysis experiments
are run for minutes up to 700 K. It is however relatively
unclear how this huge gap in temperature between exper-
iments and simulations may affect the results, especially
the distribution of products in such different thermody-
namic conditions.

Recently, an accelerated scheme, the replica exchange
molecular dynamics (REMD) method'®, was used by At-
mani et al., together with ReaxFF, to investigate the
degradation of cellulose under geological conditions
REMD also uses reactive events obtained at high tem-
perature, however, those are connected to the low tem-
perature replica, the one of interest, on a statistical me-
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chanics basis. This is achieved by exchanging the con-
figurations of adjacent replicas (in terms of temperature)
using a Metropolis scheme ensuring that each replica pro-
gressively converges towards its own equilibrium state.
REMD thus allows for a much faster convergence of
the low temperature replicas than what would be ob-
tained in conventional MD. Using this technique Atmani
et al. showed that the degradation of cellulose proceeds
in two steps. First, cellulose filaments almost entirely
desintegrate into very small molecular entities (count-
ing less than twelve C atoms) while producing a mas-
sive amount of water and to a lesser extent CO and
COs3. Second, a macromolecular carbonaceous phase
(kerogen/coal) grows and progressively maturates - i.e.
evolves from H/O rich aliphatic to C rich aromatic - while
producing additional H/O rich molecules

The work of Atmani et al., is the only simulation work
on the topic which operates under actual geological con-
ditions (i.e. low temperature). It is also the only one, to
our knowledge, to report the full conversion of OM into
fluid and char. The composition of the fluid phase is con-
sistent with pyrolysis experiments’. The char evolution,
both in terms of composition (H:C vs O:C ratios) and
structure is also consistent with knowledge from natural
samples and pyrolysis experiments . However, these
simulations do not allow predicting any time-based infor-
mation (timescale or rate of the different steps), nor pro-
ducing a real dynamic pathway, i.e. a typical sequence
of reactive events at the considered temperature.

In what follows we propose a computational frame-
work, based on flux sampling MD trajectories and a
1D kinetic integration, to investigate the dynamics of
macroscopic transformations in condensed phases involv-
ing multiple reversible barrier crossings. This method is
then applied to investigate the fragmentation, or dehy-
dration, of cellulose at moderate temperatures, i.e. at
temperatures at which the process cannot be simulated
using conventional MD simulations.

Il. PATH SAMPLING METHODS

Rare event sampling methods are used to simulate
physical or chemical transitions between well-defined
states, separated by high free energy barriers compared
to the thermal energy of the systems. In such situa-
tions, the transitions occur too slowly to be observed
on the timescales of regular MD simulations. Several
methods have been proposed in the literature to ad-
dress this difficulty, from the pioneering work of Olender
and Elber”" to the maxflux method”’, the activation-
relaxation technique (ART)“", the hyperdynamics®’, par-
allel replicas dynamics (PRD)”® and temperature ac-
celerated dynamics®’ methods of Voter and co-workers,
metadynamics”", milestoning” and transition path sam-
pling (TPS)** based methods including transition in-
terface sampling (TIS)? and forward flux sampling
(FFS)”"*°. While some of these techniques require mod-

ifications of the dynamical equations®>°”, and hence
of the used MD package, or of the potential energy
surface , some, on the contrary rely on the use of
short, unperturbed MD trajectories”™~”"’”°" and are
thus somehow easier to implement. Amongst them, the
most straightforward is certainly the parallel replica dy-
namics (PRD) method”®. In the PRD method, M MD
simulations (called replicas) starting at the same initial
macrostate yet with slightly different microstates - for in-
stance different distributions of velocities - are run in par-
allel until a reaction is detected in one of them. Noting 7
the time at which the transition is obtained in the succes-
full replica, t = M7 is a properly drawn escape time for
the considered transition time. Repeating the calculation
with different initial conditions allows to determine the
average escape time < ¢t > and reaction rate k =< ¢t >"1.
Also, PRD is an efficient and robust method to investi-
gate a sequence of barrier crossings for which an estimate
of the global timescale is simply the sum of the individ-
ual escape times. However, the acceleration is limited,
i.e. the total physical time simulated is the sum of time
simulated on the different replicas. The gain in timescale
is thus simply the number of parallel replicas used, for
instance two orders of magnitude for 100 replicas.

Another class of accelerated method, derived from
Transition Path Sampling (TPS)**°°, consists in sam-
pling preferentially the region of phase space separat-
ing reactants and products rather than wasting com-
puter resources in sampling these long-lived states. Of
particular interest is the Forward Flux Sampling (FFS)
method” """

As other TPS-based methods, FFS requires that the
initial state A and final state B of the system are un-
ambiguously defined. In addition, FF'S requires some or-
der parameter \ defined as a series of states \; evolving
monotonically from Ag (= A) to A, (= B). The rate
constant of the entire transition (Ao — A,) can thus be
expressed as

kA7 = B 1 - Py, (1)

where @ ; is the flux from Ag to A;, meaning the number
of trajectories leaving A and crossing the first interface
(A1) per time and volume unit, and Py |5, is the prob-
ability that a trajectory that left A, reaches B without
coming back to A. This quantity can be decomposed in a
product of probabilities to cross each interface from the
previous one, without passing through A:

n—1
P/\n‘Al = H PM+1\)\1" (2)
=1

By splitting a large (diffusive) barrier into simple steps,
it is possible to simulate extremely rare processes with
only few hundreds or thousands MD trajectories of few
ps each. FFS has been a very popular technique in the
past years to investigate phase transitions such as the
capillary evaporation of water’” or crystal nucleation in
supercooled liquids, for which the rate is of the order of 1



s~Im™3"%"! This represents a major timescale bridging
considering that such rates are obtained from a total of
about 1 ps of MD simulation of a volume of about 10
nm?®. However, by construction, FFS is only adapted to
the case of a unique free energy barrier. At each step i, it
is required that the different replica reach quickly (within
a few ps) either the next interface (i + 1) or return to the
initial state (A). Complex reactive systems, presenting
rough (free) energy landscapes for which the system may
end up trapped for long times at i or at any intermediate
state j (0 < j < i) cannot efficiently be treated with
FFS.

Finally, the so-called milestoning methods, by Elber
and coworker”"*? **  are also particularly appropriate to
investigate rates associated to rare events. Despite some
variability in its implementations, milestoning, as FF'S or
TIS, is founded on the spatial separation of the transi-
tion in a series of discrete states, called milestones, along
a reaction coordinate or order parameter \ separating re-
actants and products. The system is then simulated at
each milestone \; to investigate its distribution (i.e. the
distribution of states over all the hypersurface of inter-
nal coordinates normal to \). Starting from these states,
simulations are launched to determine the distributions
of local first passage times (LFPTD) K,;(t) for the tran-
sition from \; to A; (j = £1) where ¢ is time. Assuming
that the system is in the initial state at ¢ = 0 and that
the final state is absorbing (configurations reaching the
final state will stick there), expressions for the probability
to make a transition to milestone A; at ¢, Q;(t) and the
probability to find the system at milestone \; at time ¢,
P;(t) were derived by Faradjian and Elber”'. Shalloway
and Faradjian®® then showed that the mean first passage
time at the absorbing final state Ay can be obtained as

< t(f) >= /ttaa]?dt 3)

The transition rate is then simply given by < t1(f) >~1.
It has to be noted that a major difference between
milestoning and transition path sampling methods (TIS
or FFS) is that milestones are sampled independently
from each other. While it allows for parallelizing over
both time and space, it implies a memory loss at the
milestones®""” whereas trajectories in path sampling
methods are continuous.

1. METHOD

Following the idea of the FFS and milestoning meth-
ods, we propose a new computational scheme that is
also based on describing the macroscopic transformation
along a 1D reaction coordinate, or order parameter, A.
This transformation is also splitted into a finite number
of pieces, or milestones, not necessarily known a priori,
which, in a reactive setup, consists in a series of long-lived
minima A; along the reaction path (see Figure 1). The

approach presented here consists first into determining
the forward and backward fluxes at each \; using parallel
reactive molecular dynamics simulations. The resulting
fluxes are then integrated in a second step to determine
the first passage times at each \;, and hence, the tran-
sition rate. Two approaches, a stochastic one and an
analytic one, are proposed for the integration stage.
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Figure 1. Schematic description of (a) an energy landscape
devided in (b) a series of long-lived states \; separated by
high energy barriers. Ao and A, represent the initial and final
states, in red and green, respectively. At state \;, a series of
MD simulations (or replicas) are run for a given time 7 us-
ing different intitial configurations and velocity distributions,
hence producing different trajectories. Probabilities of reach-
ing the next state (A;+1), returning to the former state (A;—1)
or remaining at the current one in time 7 can then be esti-
mated. The trajectories represented in the figure have either
different initial configurations (circles), obtained from differ-
ent trajectories at the former step, or different initial velocity
distributions, and hence trajectories, from the same initial
configuration.

A. Flux sampling

As shown schematically in Figure 1, flux sampling
consists in determining the respective probabilities that
a system located in the long-lived state \; either
reaches state Ajy1 (Px,—x,., (7)), returns to state A\j_;
(Px,—x,_, (7)) or remains in state A; (Py,—,(7)) after a
MD trajectory of duration 7. As indicated in Figure 1,
these probabilities can be obtained by running a series of
n; simulations of duration 7 starting from a set of repre-
sentative configurations of step A\;. A set of trajectories
is obtained either by selecting different initial configura-
tions obtained from successive trajectories at the former
state, or by assigning different velocity distributions to a
given initial configuration (NB: we define here a configu-
ration as the set of atomic coordinates).

Assuming that successive steps are independent from
each other, that is that the system stays sufficiently long
in A; to rethermalize (lose the memory of the formerly
visited state), the probability to have a transition from
A; to Aj41 in a time shorter than 7 is linked to its rate



constant k7 i+1 according to

)\', 1
_phiodigr, IV ot

P)\i—>)\i+1 (T) =1l-e = ’LT (4)

where n; is the total number of replicas and Ni’\i+1 is the
number of replicas that reached \;+;. A similar expres-
sion for the probability to have a backward transition

J

P/\iHAz‘ (T) =1- P)\i‘))\i+l (T) - PAiHAifl(T) =-1l+e

from \; to A;_1 is given by:

PUNIGN ]\/'A’"_1
M N1 ;
PM—Wwfl(T) =1-e T —t— (5)
T
NSV Nio1
where k*i*i-1 ig its rate constant and N;""* is the num-

ber of replicas that returned to A\;_;. Finally, the proba-
bility of having no transition is:

B N}
T (6)
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where N} = n; — N} NZ-A""1 is the number of trajectories that remained at \;.

K2

To summarize, forward and backward fluxes for all A; are computed according to the following algorithm:

1 - Run n; MD replicas from state A; with different initial configurations
and/or different Maxwell-Boltzmann velocity distributions

2 - Stop all replicas after time 7

3 - Compute P>\z:—>)\z:+1 (T) i Prioaioa (T) i Paox (T)
4 - Distribute the successful N{\”l final configurations
of step A; to serve as n;;1 initial configurations at step A;41

We describe in what follows how the set of probabili-
ties described above can be integrated to determine the
average first passage time <t1(\;) > at each step A;.

B. Stochastic integration

A very straightforward integration approach is based
on constant time step kinetic Monte Carlo (KMC) tra-

J

1 - Draw a random number « in [0 : 1]

At) = A1 if
A(t) = A if
A(t) = Aigr if

4 - if first passage at A; then t1(\;) = ¢
5 - if A(t) = A, then stop, else go to I

Within this scheme, it is assumed that At is small
enough to reproduce correctly the residence time in each
state (in other words that Py, _z, (At)> Py, ., _, (At) +
Py, a0, (At)). In general, choosing the length of the
MD trajecrories (7) as time step for the integration At is
a reasonable option. Statistical averages of first passage
times (t1(A;)) can be obtained by averaging over inde-
pendent KMC trajectories (that is, using different series
of random numbers).

(

jectories. Starting from Ay at time ¢ = 0, a stochastic
dynamical trajectory with time step At can be produced
by iterating the following algorithm:

2 - Update the time according to ¢t =t + At

3 - Update the current value of the order parameter \ according to:

a < P)\i_>>\i—1 (At)

PAiHAi—l(At) <a< P)\i‘})\i—l (At) + PAiHAJAt)
a > PAi%Aifl(At) + P, -, (At)

(

C. Analytic integration

The stochastic integration, despite its simplicity, may
become numerically demanding for some energy land-
scape showing a stiffly increasing profile (i.e., for which
Py, —x,_, (1) >> Px,2x,4,(7)). To overcome this diffi-
culty, we propose an analytical expression of <t1(\;) >
based on the equilibrium distribution of replicas on the
coarse-grained energy landscape. A practical way is to



divide the phase space (along the reaction coordinate) in
subsets sub; of increasing dimension from the initial state
only subg, to the full phase space sub,,, as schematized in
Fig. 2. The first passage time <t1(\;)> is thus the sum
of the escape times from the successive subsets leading
to state ¢ and hence, of the inverse of the rate constants
for leaving the successive subsets:

(t1(\i)) = z_: ]{;511137%74—1 (7)
=0

8P)\l |Subj
ot

. e 9Py, |sub;
and assuming equilibrium —5~—~

{t1(Ni))-

D. Comparison with FFS and milestoning

The proposed method constructs a tree of configura-
tions connecting the initial state to the final state with
new branches initiated at all considered values of the or-
der parameter (milestone). In a similar fashion to FFS
it allows producing true dynamical trajectories. How-
ever, the sampling quality is uneven with respect to A
as, while backward moves are accounted for to compute
fluxes, their final configurations are not considered in
describing the system at A;—; (i.e. no simulations are
launched from these configurations). A very practical
feature of the method is that, unlike FF'S or milestoning,
for which all flux sampling simulations need to either
terminate at the next interface or return back to the ini-
tial state (FFS), or at the next or previous milestones
(milestoning), flux sampling in our method is of limited
duration and only a small part of the simulations have
to change their values of the order parameter, which is

— Al—1—A
- P)\lfl‘subj ck L+ P)\l+1|subj :

sub; — Aj41
. \ //\\ i — )\1‘+1 ™

g v ’ - "\'/ bl
55 < 1 1
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52 ! ! |

,L‘S ' Subset ' !

Ao i Aig1

Order parameter ()

Figure 2. Schematics illustrating the difference between the
escaping from state \; or subset i (sub;) to state Aiy1, asso-
ciated to rates k* 7 +1 and kS"PiTri+1 ) respecively.

At equilibrium, the escape rate from subset j simply
reads:

kSUbj_}AjJrl = P)\j‘Subj ’ kAj_)/\j+1 (8)
where Py, jsup; is the equilibrium probability of having
the system in state j within subset j. From Eq. 7 and
Eq. 8 we get the final experssion for (t1(\;)):

1—1
1
(D) = 9)
j:O ]“Sub]’
Recalling that
kkprl—))\[ o P)\l\subj . (k/\l—))\171 + kAL—>A1+1) (10)

= 0 and normalization Zfzo Py jsub;, = 1 allows determining Py, sup, and hence

(

very suited for reactive systems like the one considered
in this work where simulations can be trapped within a
milestone. This somehow reminds of the PRD method
where only one successful replica is required. As in FFS,
configurations at \; are only sampled when visited from
a forward trajectory initiated at A_;. Also, again like
in the FFS method, fluxes at A; can only be sampled
after the calculations \;_1, which does not allow for par-
allelization of the simulation along A, a major advantage
of milestoning. Regarding the integration, the analytical
approach presented in section IITC is similar in essence
to the QP approach presented by Faradjian and Elber”!.

E. Computational details

The proposed method is applied to a small crys-
tal of cellulose containing four periodic cellulose fibers
(C12H2001¢) arranged according to crystal structure I-
5. A major difficulty of the proposed methodology is the



definition of the order parameter (or reaction coordinate)
A, which has to be an easy to compute one-dimensional
parameter, while being able to describe the complex evo-
lution of OM under pyrolysis. In this work we decided to
focus on the initial stage of the pyrolysis process of cellu-
lose which, according to REMD simulations, consists in
the fragmentation of the fibers and the massive produc-
tion of small molecules (mostly water)'’. Therefore, we
adopted the number of created (or released) molecules
as the order parameter for the present work, namely the
difference between the total number of molecules and the
initial number (four). This means that A; — \; ;1 (respec-
tively A\; — \;_1) represents an increase (resp. decrease)
by one of the number of released molecules.

The flux sampling simulations use short MD simula-
tions performed in the NPT ensemble to determine the
sets of reaction rates required in the kinetic integration
stage. As in former work by Atmani et al."”, for compar-
ison purpose, a combination of parameters from the 2013
C-C ReaxFF'° with C-H, C-O, H-H, H-O and O-O pa-
rameters from Refs 47,48 is used to describe interatomic
interactions.

Even though flux sampling significantly accelerates the
dynamics, we cannot expect here to access geological val-
ues for time and temperatures. As we show in the results
section, direct MD sampling of cellulose dehydration can
be performed at temperatures as low as about 1700 K.
Therefore, we apply the flux sampling at temperatures
ranging from 1900 K to 1500 K, by steps of 100 K. A
consequence of these values for the temperature is that
under geological pressures, even at the crystalline state,
the system would certainly evaporate. We thus perform
the simulations at a much higher value for the pressure,
2.5 GPa. This value was chosen as it gives for a tempera-
ture of 1900 K the same equilibrium volume for cellulose
as the one obtained under geological conditions (423 K,
25 MPa). In the MD simulations, the Nosé¢-Hoover ther-
mostat and Nosé-Hoover-Andersen barostat™ are used
to fix temperature and pressure, respectively. Time con-
stants of 0.05 and 0.5 ps are used for temperature and
pressure relaxations, respectively. Equations of motion
are integrated with a velocity-verlet integration scheme,
using a timestep of 0.1 fs.

Initial atomic velocities are drawn according to
Maxwell-Boltzmann distributions at the considered tem-
peratures. Care is taken to make sure that velocities of
different replicas are drawn with different random num-
ber seeds, to make sure of having different trajectories,
even for replicas sharing the same initial atomic positions.
The duration of the MD runs was set to 10 ps, which on
one side, is long enough to have negligible perturbation
from the random distribution of velocities at the begin-
ning of each iteration and, on the other side, is short
enough to ensure a low probability of reaction and thus
ensure that the probability of having successive reactive
events in one MD run is very low. Even though the flux
sampling runs are relatively short (10 ps) with respect
to the barostat frequency (0.5 ps), we verified that the

computed virial pressures were within statistical errors
(< 2%) of the applied pressure.

At the end of a MD run, the geometry of the final con-
figuration is minimized with a conjugate gradient method
to ease the clustering of atoms into molecules. The lat-
ter is achieved using a standard cluster analysis scheme
based on distance cutoffs of 1.95 (C-C), 1.5 (C-H), 2.0
(C-0), 1.05 (H-H), 1.4 (H-O) and 1.9 (0-0) A . It allows
determining the total number of molecules present in the
system, and hence, the corresponding value of the order
parameter A = 4—n,,,,1, where n,,,; is the total number of
identified molecular clusters. The number of parallel MD
replicas per iteration is adjusted (by series of 100), in or-
der to obtain at least five forward and backward events.
Within this constraint we had to perform from 100 to
1400 replicas, depending on temperature and iteration,
to meet the desired statistics. The obtained number of
successive attempts at A;, and thus of independent real-
izations at ;11 varies between 5 and 36, depending on \;
and T. These configurations are then distributed evenly
during the flux sampling simulations at A;y;. On av-
erage, the number of independent realizations increases
from 5.4 (1500 K) to 21.3 (1900 K). Following the de-
sctiption in section IIT A, the fluxes at A\;, Py, (7),
Py, a,_, (1) and Py, .y, (7) are obtained by dividing the
numbers of forward, backward and unreacted trajecto-
ries, respectively, by the total number of attempts (see
Eq. 4,5 and 6).

Finally, the first chemical reaction from perfect peri-
odic fibers appeared to be very rare at the considered
temperatures, and, furthermore, does not lead to the
creation of any extra molecule. The starting point in
this work will thus be a cellulose crystal with an already
broken C-O bond (i. e., the weakest in the considered
system). The Arrhenius parameters for this initial reac-
tion have been estimated by fitting from the results of
direct MD at higher temperatures (1800, 2000 and 2100
K): E, ~ 55 kcal/mol and ko ~ 10'* s7!. This reaction
is excluded in the following results.

The KMC integration is performed with a constant
timestep of 10 ps (i.e., equal to the length of MD sim-
ulations in the flux sampling stage). Average proper-
ties are obtained by averaging over 4 x 10* indepen-
dent KMC trajectories. All the atomistic simulations,
including MD and energy minimizations were performed
with LAMMPS One CPU unit per replica was used
throughout this work and a hundred replicas were run in
parallel during the flux sampling simulations.

IV. RESULTS

Fig. 3 shows the forward and backward rate constants
obtained by applying the flux sampling method to the
cellulose crystal at five temperatures ranging from 1500
K to 1900 K. As can be seen, all reported rates are in
the 10° to 3x10'° s~! range which corresponds to re-
action times varying from 30 ps to a ns. Note that by
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Figure 3. Evolutions of the forward (yellow) and backward (red) rate constants with the number of released molecules (order
parameter A) at (a) 1900 K, (b) 1800 K, (c) 1700 K, (d) 1600 K and (e) 1500 K.
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Figure 4. First passage time < ¢1 > as a function of the
number of released molecules (\) obtained for temperatures
ranging from 1500 K to 1900 K. Symbols: stochastic integra-
tion; lines: analytic integration (Eq. 9).

definition, the backward rate at A = 0 is null, and thus
not considered here. Overall, the reaction rates decrease
with decreasing temperature. Despite some necessarily
large error bars, unquantified here due to unsuffisient
amount of data, the forward rates are generally larger
than the backward rates for most reported values of the
order parameter, thus indicating a spontaneous process
(i.e. that the system’s free energy decreases with increas-
ing A\). Conversely, at the final values of A we system-

atically observe that the backward rate is the largest,
indicating an increase in free energy with increasing \.

Fig. 4 shows the evolutions of the first passage time
< t1 > with the number of released molecules as com-
puted using the stochastic and analytic integration meth-
ods for all the investigated temperatures. First, we note
that the two methods lead to absolutely identical results,
confirming that the equilibrium hypothesis, on which the
analytic method is based, actually holds. Second, we
observe that albeit some initialization at low A values,
< t; > evolves as a power law of A for A in the range
3 - 16 (note that data at 1500 K are incomplete due to
high computational cost at this temperature). Above 16
produced molecules, < t; > quickly increases with A, in-
dicating a significant slowing down of the production of
small molecules.

Fig. 5 shows the initial cellulose fiber and a configura-
tion at A = 20 of the flux sampling method performed
at 1600 K. One can note a significant volume expansion
(of 35 to 45 %), due to the production of fluid. Interest-
ingly, and as obtained at much lower temperature using
the REMD technique (see Atmani et al.'”), the cellulose
crystal has been entirely fragmented into relatively small
molecular species, among which are found a high propor-
tion of water and to a lesser extent CO and COs.

Fig. 6 splits the data of Fig. 4 into five panels (one
per temperature) and add the main contributions to A
in terms of the average numbers of HoO, CO and CO4
molecules. It shows that for all temperatures, and as
expected from Ref. 19, the process starts with the pro-
duction of water in the early stages. The water pro-
duction then quickly accelerates when the system starts
releasing CO and COs. Apart from the incomplete data



Figure 5. Snapshots of (a) the initial cellulose fiber with main
axis normal to the screen (top) and (b) a configuration at A =
20 at 1600 K (bottom). Common small molecules (H2O, CO
and CO2) are highlighted with larger spheres, boxes represent
the periodic boundary conditions and the color code is carbon
(black), oxygen (red) and hydrogen (white).

at 1500 K, one observes that the production of small
molecules plateaus, or at least its rate significantly de-
creases, above a total number of around 16. At this stage,
in addition to the extremely small molecules (with zero
or one C atom), some short oxygen-rich fragments and
few hydrocarbons (CgHg, CsH7, C5Hg) are still present
in the system. Interestingly, the composition of the sys-
tem near the plateau marking the end of the dehydration
process, is very similar to the one obtained at 423 K using
REMD'?, which at equivalent system size would read: 13
H>0, 2.4 CO and 1.6 COs. Identifying the average first
passage time required to produce 13 water molecules can
thus provide a definition for the characteristic time of
dehydration.

The evolution of the dehydration time with tempera-
ture is shown in Fig. 7, together with the corresponding
Arrhenius fit. As can be seen the dehydration time in-
creases by more than two orders of magnitude, from ~ 3
x 10719 s to ~ 7 x 1078 s, when T decreases from 1900
to 1600 K. These data can be fitted with an Arrhenius
rate law with activation energy of 93 kcal/mol and pre-
exponential factor of ~ 9 x 10'? s!. We note that both
activation energy and pre-exponential factor are signifi-
cantly larger than published data for cellulose pyrolysis,
with typical average values of about 55 kcal /mol and 1014
s~1 for E, and ko, respectively (see the detailed review
of experimental data in Ref. 51). Moreover, while the
fitted rate law predicts a dehydration time slightly lower
than 1076 s at T = 1500 K, the simulation data in Fig.
4 show that dehydration remains incomplete after 1073

s at this temperature, clearly showing that our method
fails at lower temperatures.

To better quantify the issue with the proposed method,
we compare in Fig. 8 the evolution of A with < #1(A) >
obtained with the proposed method and brute force MD.
As can be seen, first passage times at given A are gen-
erally lower with the brute force MD and the difference
between the two methods increases when T decreases.
Note that we could not produce the brute force MD data
at T lower than 1700 K, due to high computational cost.

Explaining why the method fails at simulating dehy-
dration at low temperatures is not straightfoward, how-
ever, there are good reasons to consider that it all stems
from the definition of the 1D order parameter. Indeed,
the choice made for the definition of A, i.e. a global
increase in the number of molecules, may be overcon-
straining. This implies that the dehydration process goes
backward when the total number of molecules decreases.
Inspection of some \; — \;_1 events in the flux sampling
simulations at 1500 K shows that this is not necessar-
ily the case. Indeed, many events actually correspond to
reactive events within the fluid, for instance the combi-
nation of a formaldehyde molecule with a water molecule
to form methanediol. Such a reaction corresponds to the
maturation of the created fluid which accompanies dehy-
dration. It is wrongly accounted as a backward transition
because of the definition of the order parameter. While
these states are properly accounted for in the direct MD
simulations, they are discarded from the reactive paths
in the accelerated method as configuration obtained from
backward moves are rejected (they are not accounted for
in the description of A\;_1). Indeed, as other accelerated
methods (FFS and TIS for instance), the present method
produces a tree of reaction paths, meaning that many
possible ;11 states are considered when progressing for-
ward but that backward moves are assumed to return to
the limited set of already visited configurations at A\;_;.
Therefore, the predicted rates are obtained from a lim-
ited subset of the possible reactive pathways, for instance
those that do not consider maturation within the fluid,
and hence are necessarily underestimated. This is a con-
sequence of the fact that the adopted, system-specific,
order parameter does not satisfy the assumption of be-
ing monotonously increasing from the initial to the final
state. From the results in Fig. 8, showing that the re-
sults mostly depart from brute force MD at large A, we
can guess that fluid maturation mostly become impor-
tant close to the end of the dehydration process.

In order to check for possible size effects we repeated
the calculations at 1700 K with systems of 336 and 504
atoms obtained by replicating the cellulose crystal along
the smallest cell dimension (the vertical direction in Fig.
5). Fig. 9 shows the dehydration ratio - the average num-
ber of produced water molecules nrr,o normalized by the
expected amounts of water ny,0,remp at the end of the
dehydration process (from REMD results), respectively
13, 26 and 39 molecules for system sizes of 168, 336 and
504 atoms, respectively - as a function of first passage
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Figure 7. Evolution of the dehydration time with tempera-
ture. Crosses: simulation data; line: Arrhenius fit.

time. As can be seen, the obtained results are very simi-
lar for the three system sizes, showing no systematic de-
viation with size even if not totally superimposed due to
statistical errors. The obtained dehydration times, ob-
tained by interpolating < t; > at ——2% _ — 1 are

M HyO,REMD
within 3-6 ns. We note however that the computational

cost increases linearly with the number of atoms as the

number of molecules produced, and hence of milestones,
is extensive.

Finally, Fig. 10 shows the physical times that we were
able to simulate at each temperature (i.e., the first pas-
sage time at the largest \; displayed in Fig. 4) compared
to the effective simulated MD times over all replicas and
per replica. The considerable acceleration obtained with
the proposed integrated flux sampling method is obvious,
especially at reduced temperature. Note that the purple
and yellow curves would correspond to the times acces-
sible to PRD and serial MD simulations, respectively,
within the same wall clock time.

V. CONCLUSION

We have proposed a novel method based on flux sam-
pling and 1D kinetic integration aimed at enhancing the
reach of current reactive MD simulations by orders of
magnitude. As a case study, the method has been applied
to the decomposition (dehydration) of cellulose upon py-
rolysis in confined conditions, i. e. at constant temper-
ature, pressure and mass. The number of independent
molecular clusters was chosen as the order parameter de-
scribing the progress of the process. Using this method
we were able to produce a tree of molecular trajectories
connecting the initial cellulose crystal to a miriad of fully
decomposed configurations at various moderate tempera-
tures, i. e. temperatures at which the process could not,
or at least hardly, be simulated with standard MD simu-



10

25 i : : : 25
20 4 2
1900 K
15 @ 4 15
< MD <
10 AN —e— 4 10
5 i 5
0 i d i i i U i i
1070 10° 10° 107 10 1070 1070 107° 10°°

<ti(A) > (s)

<ti(A) > (s)

T T

i 20 | i

1800 K
() 15 i

MD —— <
A —e— E 10 + E
i 5 L i
i — d - i 0 d i i i d

107 10 107 10°° 107 10°° 107 10°° 1070

<t1(A) > (s)

Figure 8. Comparison of the evolution of A with < t1(A) > as obtained with the proposed method and brute force MD
simulations at (a) 1900 K, (b) 1800 K and (c) 1700 K. In grey are shown the standard deviation amongst five independent MD

runs at each temperature.

1.2 —

—_

I
o0
T

NH,0/ N HyO. REMD
=} =}
=~ (=)}
T T

<
o
T

Figure 9. Dehydration ratio nu,o/nm,0,rEMD as a function
of first passage time obtained at 1700 K for systems of 168,
336 and 504 atoms. nmg,o and ng,0,rREMD are the number
of water molecules in the simulations and at the end of the
dehydration process (from REMD), respectively.

lations, demonstrating the acceleration capability of the
method. Interestingly, the proportions of some important
volatile molecules produced during the process, namely
H>0O, CO and COy were found in excellent agreement
with results from replica exchange MD simulations'”. We
have also been able to estimate the characteristic times
required for dehydration down to 1600 K, for which a
value of about 100 ns was obtained, however, at lower
temperatures, the simulation results depart significantly
from the fitted Arrhenius law at higher temperatures and
the dehydration timescale could not be estimated. Com-
parison with brute force MD simulations at higher tem-
peratures also show an overestimation of the predicted
times. While the accuracy and statistical significance of
the presented results could be improved with enhanced
sampling, at the price of a much higher computational
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Figure 10. Comparison, at every temperature, of (red) the
computed physical time to reach the final state in Fig. 4,
(purple) the total simulated MD time (summed over replicas)
and (yellow) the simulated MD time per replica.

cost, the main reason for the discrepancy between the
accelerated and direct MD results on the dehydration
times is certainly due to the choice of the order param-
eter \. We have shown that the order parameter used
in the simulations is not appropriate as, for instance, it
does not allow to capture fluid maturation effects, which
appears to accelerate dehydration. Choosing an appro-
priate order parameter for such complex systems, which
are both reactive and highly disordered (low symmetry)
is extremely difficult. Some techniques, like the maxflux
algorithm?®, exist to define on the fly the best order pa-
rameter, yet they have never been applied, to our knowl-
edge, to such complex systems. Although further work
on the definition of a more suitable order parameter is
definitely required to solve the considered problem (cel-



lulose dehydration), the methodology presented in this
work can easily be transferred to other systems and es-
pecially those for which it is easier to identify a transition
coordinate. This method can certainly compete with ex-
isting ones like FFS or milestoning, especially for systems
showing rough energy landscapes for which the proposed
flux sampling strategy may prove to be more efficient.
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