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ASYMPTOTIC LIMIT FOR THE STOKES AND NAVIER–STOKES PROBLEMS IN

A PLANAR DOMAIN WITH A VANISHING HOLE

ALEXANDRE MUNNIER

Abstract. We show that the eigenvalues of the Stokes operator in a domain with a small hole converge
to the eigenvalues of the Stokes operator in the whole domain, when the diameter of the hole tends to

0. The convergence of the eigenspaces and the convergence of the Stokes semigroup are also established.
Concerning the Navier–Stokes equations, we prove that the vorticity of the solution in the perforated

domain converges as the hole shrinks to a point r to the vorticity of the solution in the punctured domain

(i.e. the whole domain with the point r removed). The main ingredients of the analysis are a suitable
decomposition of the vorticity space, the formalism elaborated in [7] and some basics of potential theory.

1. Introduction

Let F be an open, bounded and smooth domain in R2. The Lebesgue space L2(F) = L2(F ,R2) and
the Sobolev space H1

0(F) = H1
0 (F ,R2) are equipped with their usual scalar products and the Hilbert

spaces:

(1.1) J0(F) =
{
u ∈ L2(F) : ∇ · u = 0 in F , u · n = 0 on ∂F

}
and J1(F) = J0(F) ∩H1

0(F),

are provided respectively with the scalar products:

(u, v)J0(F) = (u, v)L2(F) for all u, v ∈ J0(F),(1.2a)

(u, v)J1(F) = (∇⊥ · u,∇⊥ · v)L2(F) for all u, v ∈ J1(F).(1.2b)

In (1.1), n stands for the unit outer normal vector to ∂F . In (1.2b) and subsequently in the paper, for
every x = (x1, x2) ∈ R2, the notation x⊥ is used to represent the vector (−x2, x1). Identifying J0(F)
with its dual space J′0(F) and denoting by J−1(F) the dual space of J1(F) with respect to the pivot
J0(F), we obtain a Gelfand triple of Hilbert spaces:

J1(F) ⊂ J0(F) ⊂ J−1(F),

both inclusions being continuous and dense. The Stokes operator JF is the unbounded operator on J0(F)
of domain

D(JF ) =
{
u ∈ J1(F) : (u, ·)J1(F) ∈ J′0(F)

}
,

and defined for every u ∈ D(JF ) by means of the Riesz representation Theorem by:

(JFu, ·)J0(F) = (u, ·)J1(F).

The spectrum of JF consists in a sequence of monotonically ordered positive eigenvalues (λFk )k>1 that
tends to +∞. The eigenvalues are counted with their multiplicity. They meet the Courant–Fischer
min-max principle:

(1.3) λFk = min
V ∈WJ

k

max
θ∈V
θ 6=0

‖θ‖2J1(F)

‖θ‖2J0(F)

for all k ∈ N, k > 1,

where W J
k stands for the set of all the subspaces of dimension k in J1(F). For every positive integer k,

we denote by IFk the set of all the indices j such that λFj = λFk and by ΛFk the eigenspace associated with

the eigenvalue λFk . This implies in particular that dimΛFk = #IFk and that ΛFj = ΛFk if j ∈ IFk . To every

eigenvalue (still counted with algebraic multiplicity) we associate an eigenfunction uFk chosen in such a
way that the family

{
uFk , k > 1

}
is a Riesz Basis orthonormal in J0(F) and orthogonal in J1(F).

Our first purpose is to study the behavior of the spectrum of JF when the domain F has a small
hole whose diameter tends to 0. More precisely, the geometry considered is as follows: G is an open,
bounded and simply connected domain with a smooth boundary denoted by Γ. For every ε (a real number
ranging from 0 to some positive real number ε0) we define a smooth and simply connected domain Oε
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(subsequently referred to as the “hole” in the domain or the “obstacle” in the fluid). The boundary of
Oε is denoted by Σε and we assume that there exists a point r ∈ G such that:

D(r, ε0) ⊂ G and Oε ⊂ D(r, ε) for all ε ∈ (0, ε0),

where D(r, ε) stands for the disk of center r and radius ε. As ε tends to 0, we shall write that Oε “shrinks”
(or vanishes) to a point. The perforated domain (occupied by the fluid) is Fε = G \ Oε and thereby its
boundary is the disjoint union Γ ∪ Σε. Notice that the notion of “vanishing” obstacle as defined here is
more general than the one considered in [4] or [6] for instance, where the obstacle is the homothetic image
of a reference configuration. Our definition is roughly the same as in [3] (where the more intricated case
of moving obstacles is addressed).

The statement of the first main result yet requires making precise the notion of subspace convergence:
For every ε ∈ (0, ε0), let Wε be a closed subspace in a Hilbert space H and let the orthogonal projection
on Wε be denoted by ΠWε

. Let W be another closed subspace of H and let the orthogonal projection on
W be denoted by ΠW . We shall write that Wε −!W as ε −! 0 when:

sup
θ∈H
θ 6=0

‖ΠW θ −ΠWε
θ‖H

‖θ‖H
−! 0 as ε −! 0.

Extending the functions by 0 inside Oε, we can assume that for every ε ∈ (0, ε0), J0(Fε) is a closed
subspace of J0(G) and that J1(Fε) is a closed subspace of J1(G). In the same manner, the eigenspaces

ΛFεk can be considered as closed subspaces of J1(G).

Theorem 1.1 (Convergence of eigenvalues and eigenspaces). Assume that Oε shrinks to a point as ε
goes to 0. Then, for every positive integer k:

λFεk −! λGk as ε −! 0,(1.4a) ⊕
j∈IGk

ΛFεj −! ΛGk in J0(G) as ε −! 0.(1.4b)

We emphasize that in (1.4b) the sum ranges over all the indices j such that λGj = λGk (because some

eigenvalues can be different when ε > 0 and may eventually meet when ε = 0).
The asymptotic behavior of solutions of the (stationary) Stokes equations in a domain with a small

hole has been widely investigated; see for instance [1] and references therein. However, the asymptotic
limit of the eigenvalues and eigenspaces of the Stokes operator has not been dealt with so far.

The proof of Theorem 1.1 rests on a restatement of the Stokes operator in term of so–called non–
primitive variables (stream function and vorticity). This task was carried out in the paper [7] and briefly
summarized later on. Then, the conclusion of the theorem derives from a suitable decomposition of the
vorticity space (established in Section 3) for a perforated domain.

The convergence results (1.4) allow quite easily deriving convergence results for the Stokes semigroup.
Denote by

{
TG(t), t > 0

}
the Stokes semigroup whose infinitesimal generator is JG (the Stokes operator

for the domain G). For every θ ∈ J0(G), we have the classical expression:

(1.5) TG(t)θ =
∑
j>1

(
θ, uGj

)
J0(G)

e−λ
G
j tuGj , t > 0.

In the same manner and for every ε ∈ (0, ε0), we can define for the domain Fε the semigroup
{
TFε(t), t >

0
}

whose infinitesimal generator is the Stokes operator JFε . Thus:

(1.6) TFε(t)θ =
∑
j>1

(
θ, uFεj

)
J0(G)

e−λ
Fε
j tuFεj , t > 0,

and this expression makes sense for every θ ∈ J0(G).

Corollary 1.2. The following limit holds for every T > 0 and every θ ∈ J0(G):

(1.7a) sup
t∈[0,T ]

eλ
G
1 t
∥∥TG(t)θ − TFε(t)θ

∥∥
J0(G)

−! 0 as ε −! 0.

For every compact set K ⊂ J0(G) and every T > 0:

(1.7b) sup
t∈[0,T ]
θ∈K, θ 6=0

eλ
G
1 t

∥∥TG(t)θ − TFε(t)θ
∥∥
J0(G)

‖θ‖J0(G)
−! 0 as ε −! 0.
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The exponential decay property:

‖TG(t)θ‖J0(G) 6 ‖θ‖J0(G)e
−λG1 t for all θ ∈ J0(G),

explains the role played by the term eλ
G
1 t in the estimate (1.7).

We turn now our attention to the Navier–Stokes equations. For every ε ∈ (0, ε0), let u0
ε be given in

J0(Fε) and let uε be the unique function in

L2(R+; J1(Fε)) ∩ C(R+; J0(Fε)) ∩H1(R+; J−1(Fε)),
that solves the following Cauchy problem for every θ ∈ J1(Fε):

d

dt
(uε, θ)J0(Fε) + ν(uε, θ)J1(Fε) − ((uε · ∇)θ, uε)L2(Fε) = 0 on R+(1.8a)

uε(0) = u0
ε in Fε.(1.8b)

Theorem 1.3. Assume that there exists u0 ∈ J0(G) such that u0
ε −⇀ u0 weak in J0(G) (here and

subsequently, u0
ε and uε are extended by 0 inside Oε). Then, as ε goes to 0:

uε −⇀ u weak–? in L∞(R+; J0(G)),(1.9a)

uε −! u strong in L2
`oc(R+; J0(G)),(1.9b)

uε −⇀ u weak in L2(R+; J1(G)),(1.9c)

where the function u belongs to:

L2(R+; J1(G)) ∩ C(R+; J0(G)) ∩H1(R+; J−1(G)),

and solves the Cauchy problem for every θ ∈ J1(G):

d

dt
(u, θ)J0(G) + ν(u, θ)J1(G) − ((u · ∇)θ, u)L2(G) = 0 on R+(1.10a)

u(0) = u0 in G.(1.10b)

Let now χ be in D(G \ {r}) and denote by ω0
ε the vorticity of the velocity field u0

ε. Assume that for every
ε ∈ (0, ε0), ω0

ε is in V0(Fε) and that the quantity ‖χω0
ε‖L2(G) is uniformly bounded. Then, as ε goes to 0:

χωε −⇀ χω weak–? in L∞(R+;L2(G)),(1.11a)

∇(χωε) −⇀ ∇(χω) weak in L2(R+; L2(G)),(1.11b)

where ω = ∇⊥ · u and ωε = ∇⊥ · uε.

Although stated in a different and more intricate contexte (exterior domain or moving obstacles),
the convergence results (1.9) meet those obtained in [4] and [3] and to this extent cannot be consid-
ered as new. However, we shall provide a completely different and more simple proof based on the
stream–vorticity formulation of the Navier–Stokes equations introduced in [7] and involving a different
compactness argument. In contrast, the convergence (1.11) of the vorticity is new.

As already mentioned in [7], the analysis of the solutions to the Navier–Stokes equations in a planar
domain is tightly related to the analysis of the harmonic functions and more precisely on some L2–
mass concentration properties near the boundaries of the domain. This provides an efficient and original
strategy to deal with the problem.

The rest of the paper is organized as follows: The next Section is a short summary of results from
[7]. Section 3 is dedicated to technical lemmas addressing mainly L2–mass concentration properties of
harmonic functions in a perforated domain. A theorem describing the structure of the vorticity space is
also provided. The proofs of Theorem 1.1 and Corollary 1.2 are carried out in Section 4 and the last
section contains the proof of Theorem 1.3.

2. The Navier–Stokes equations in non–primitive variables

Let us put aside for a while the perforated domain Fε and consider back as in the Introduction the
more general domain simply denoted by F . In addition of being smooth and bounded, the domain F
is also assumed to be N–connected (N a nonnegative integer). The boundary of F can be split into a
disjoint union of smooth Jordan curves:

(2.1) ∂F =
( N⋃
k=1

Σk

)
∪ Γ.
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The curves Σk for k ∈ {1, . . . , N} are the inner boundaries of F while Γ is the outer boundary. The
Hilbert spaces:

S0(F) = {ψ ∈ H1(F) : ψ|Γ = 0 and ψ|Σj = cj , cj ∈ R, j = 1, . . . , N},(2.2a)

S1(F) =

{
ψ ∈ S0(F) ∩H2(F) :

∂ψ

∂n

∣∣∣
∂F

= 0

}
,(2.2b)

are provided with the scalar products:

(ψ1, ψ2)S0(F) = (∇ψ1,∇ψ2)L2(F) for all ψ1, ψ2 ∈ S0(F),(2.2c)

(ψ1, ψ2)S1(F) = (∆ψ1,∆ψ2)L2(F) for all ψ1, ψ2 ∈ S1(F).(2.2d)

The space S1(F) is continuously and densely embedded in S0(F). Using the latter as pivot space and
denoting by S−1(F) the dual of S1(F), we obtain a Gelfand triple of Hilbert spaces:

S1(F) ⊂ S0(F) ⊂ S−1(F).

This provides the suitable functional framework to deal with the Navier–Stokes equations in stream
function formulation. Thus:

Theorem 2.1 (Well posedness of the weak NS equations in stream function formulation). For any
ψ0 ∈ S0(F), there exists a unique function:

ψ ∈ H1(R+;S−1(F)) ∩ C(R+;S0(F)) ∩ L2(R+;S1(F)),

satisfying for every θ ∈ S1(F) the Cauchy problem:

d

dt
(ψ, θ)S0(F) + ν(ψ, θ)S1(F) − (D2θ∇⊥ψ,∇ψ)L2(F) = 0 on R+,(2.3a)

ψ(0) = ψ0 in F ,(2.3b)

where D2θ is the Hessian tensor field of θ in G.

The proof of this result (as the proofs of all the results stated in this section) can be found in [7].
We shall now established the expression of the Navier–Stokes equations in vorticity formulation. Let

H(F) stand for the closed space of the harmonic functions h in L2(F) verifying, for every smooth Jordan
curve C included in F :

(2.4)

∫
C

∂h

∂n
ds = 0,

where n is the unit normal vector to the curve C (when F is simply connected, this condition is auto-
matically satisfied by any harmonic function in L2(F)). In the flux condition (2.4), the normal derivative
of h on C is well defined as an element of H−1/2(C ) (so the integral should be understood as a duality
bracket). Next, we introduce V0(F) = H(F)⊥ so that:

(2.5) L2(F) = V0(F)
⊥
⊕H(F).

We recall that (see [2], [7] for a proof):

Proposition 2.2. The following operators are isometries:

∇⊥ : S0(F) −! J0(F), ψ 7−! ∇⊥ψ,(2.6a)

∇⊥ : S1(F) −! J1(F), ψ 7−! ∇⊥ψ,(2.6b)

∆ : S1(F) −! V0(F), ψ 7−! ∆ψ.(2.6c)

The inverse of the last operator is usually referred to as the Biot-Savart operator.

For a velocity field u in the space J1(F), the function ψ such that ∇⊥ψ = u is the associated stream
function and ω = ∆ψ = ∇⊥ · u is the vorticity field. From Proposition 2.2, it can easily be deduced that
the formulation (2.3) of the Navier–Stokes equations is equivalent to the classical one, (1.8).

The operator (2.6c) being an isomorphism, the space V0(F) will be called in the sequel the vorticity
space. This space is provided with the classical L2–scalar product that is denoted by (·, ·)V0(F).

Definition 2.3 (The projectors PF and QF ). The orthogonal projector onto V0(F) in L2(F) is denoted
by PF and the orthogonal projection from H1(F) onto S0(F) for the semi-norm (∇·,∇·)L2(F) is denoted
by QF .

The projectors PF and QF will play an important role in the proof of Theorem 1.3. They enjoy the
following properties:
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Proposition 2.4. For every positive integer k, the operators PF and QF map continuously Hk(F) into
Hk(F). The mapping PF : S0(F) 7−! V1(F) is invertible and its inverse is QF : V1(F) 7−! S0(F).

The function space V1(F) = V0(F) ∩H1(F) provided with the scalar product:

(ω1, ω2)V1(F) = (∇QFω1,∇QFω2)L2(F) for all ω1, ω2 ∈ V1(F),

is densely and continuously included in V0(F). The dual of V1(F) using V0(F) as pivot space is denoted
by V−1(F) so that:

V1(F) ⊂ V0(F) ⊂ V−1(F),

is a Gelfand triple of Hilbert spaces. We recall:

Theorem 2.5 (well posedness of the strong NS equations in vorticity formulation [7]). For every vorticity
field ω0 in V0(F), there exists a unique function ω in the space:

L2(R+;V1(F)) ∩ C(R+;V0(F)) ∩H1(R+;V−1(F)),

satisfying the following Cauchy problem for every θ ∈ V1(F):

d

dt
(ω, θ)V0(F) + ν(ω, θ)V1(F) − (ω∇⊥ψ,∇QFθ)L2(F) = 0 on R+,(2.7a)

ω(0) = ω0 in F ,(2.7b)

where ψ is the stream function deduced from ω by means of the Biot-Savart operator.

Remark 2.6. We emphasize that in the equation (2.7a), the dissipative term is ‖ω‖2V1(F) = ‖∇QFω‖2L2(F)

and not ‖∇ω‖2L2(F) as it could be envisioned.

An other consequence of Proposition 2.2 is the restatement of the Courant–Fischer min-max principle
(1.3) for the eigenvalues of the Stokes operator, in term of stream functions. Thus, for every positive
integer k, we have:

(2.8) λFk = min
V ∈WFk

max
θ∈V
θ 6=0

‖θ‖2S1(F)

‖θ‖2S0(F)

,

where WFk stands the set of all the subspaces of S1(F) of dimension k. We can defined as well a family{
ψFk , k > 1

}
in S1(F) that is an orthonormal Riesz basis in S0(F) and orthogonal in S1(F) and such

that:
(ψFk , θ)S1(F) = λFk (ψFk , θ)S0(F) for all θ ∈ S1(F).

3. Decomposition of the vorticity space

In this section we consider a fixed perforated domain F = G \ O with O ⊂ G, the sets G and O being
open, bounded and simply connected, with smooth boundaries denoted respectively by Γ and Σ (see the
left hand side picture of Fig. 1). We are not yet interested in letting the obstacle O shrink into a point but
we shall assume that, loosely speaking, O is small enough or far enough from the boundary Γ for allowing
an annulus encircling O to be included in F . The precise statement of the geometric hypothesizes on the
domains is rather technical:

Hypothesis 3.1. There exist four concentric disks De, Di, D+ and D− (see Fig. 2) such that:

G ⊂ De, Di ⊂ G, D+ ⊂ Di, D− ⊂ D+ and O ⊂ D−.
The radii of the disks De,Di,D+ and D− are denoted respectively by Re, Ri, R+ and R− (Re and Ri are
fixed while R+ and R− are meant to tend to 0). They are such that:

(3.1) R− = Ree
−δ2

, R+ = Ree
−δ for some δ > δ0 with δ0 = 2 + ln(Re/Ri).

In the case where the obstacle Oε shrinks into a point, the hypothesis above is obviously satisfied for
ε small enough providing that:

(3.2) δ 6
√

ln(Re/ε).

We define the annuli Ce = De \ D+ and C+ = D+ \ D−. When the obstacle shrinks, the analysis requires
distinguishing between the behavior of some quantities near the boundary Σ and far from this boundary.
To this purpose, we introduce also the domains FΣ = D+ \O (a vanishing neighborhood of the boundary
Σ in F where some boundary layer phenomena will take place) and FΓ = F \ D+ its supplement in F
(see the right hand side picture of Fig. 1). The size of the “boundary layer” FΣ is given by the identities
(3.1).
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F

O

Γ

Σ
FΓ FΣ

Figure 1. On the left: The domains and the boundaries; G = F ∪O. On the right: the
partition of F into FΣ (a neighborhood of the boundary Σ) and FΓ.

D+

D−

Di

De

Figure 2. The four concentric disks introduced in Hypothesis 3.1. We recall also the
definition of the annuli Ce = De \ D+ and C+ = D+ \ D−.

Considering the decomposition (2.5), we may imagine that the structure of V0(G) is tightly related to
the structure of H(G). The analysis of this latter space is carried out in a series of Lemmas. In the sequel,
we shall denote by f? a function in L2(G) obtained by extending by 0 a function f of L2(F) or L2(O).

Lemma 3.2. Both following assertions hold true:

(1) The space H(O) is the closure in L2(O) of the space {h|O : h ∈ H(G)}.
(2) The space HG(F) = {h|F : h ∈ H(G)} is closed in L2(G). We denote by H0(F) its orthogonal

complement in H(F) so that:

(3.3) H(F) = HG(F)
⊥
⊕H0(F).

The space H0(F) is never reduced to {0} and thereby

(3.4) H?0(F) = {h? : h ∈ H0(F)},

is a nonempty closed subspace of V0(G).

Proof. Concerning the first assertion, assume that there exists a function hO ∈ H(O) such that:∫
O
hOhG dx = 0 for all hG ∈ H(G).

This means that h?O (i.e. hO extended by 0 in F) belongs to V0(G) and therefore (using the isometry
(2.6c) of Proposition 2.6), there exists a function ψ ∈ H2

0 (G) such that ∆ψ = h?O. But in F the function
ψ is harmonic and on the boundary Γ it satisfies ψ|Γ = 0 and ∂ψ/∂n|Γ = 0. The unique continuation
principle for harmonic functions asserts that ψ = 0 in F . Since ψ belongs to H2

0 (G), we deduce that
ψ|Σ = ∂ψ/∂n|Σ = 0 and therefore that hO is in V0(O) (using again the isometry (2.6c) of Proposition 2.6).
By definition V0(O) = H(O)⊥ and hence hO = 0.
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Addressing the second assertion of the lemma, observe that the convergence of a sequence of functions
in HG(F) entails in particular the convergence of the traces of these functions in H−1/2(Γ) and therefore
of the functions in H(G). This proves that HG(F) is closed.

Let hG be a nonconstant function in H(G) and define g0 = hG |Σ and g1 = ∂hG/∂n|Σ (notice that g0

cannot be constant because this would entails that hG is constant in O and then also in G). Let ψ be
the biharmonic function in F such that ψ|Γ = 0, ∂ψ/∂n|Γ = 0 and ∂ψ/∂n|Σ = g1, ψ|Σ = g0 + c with
c a constant such that

∫
Σ
∂(∆ψ)/∂nds = 0 (this condition makes sense since ∂(∆ψ)/∂n ∈ H−1/2(Σ)).

Then, for every h′G ∈ H(G):∫
F

∆ψ h′G dx =

∫
Σ

(
g1 h

′
G − g0

∂h′G
∂n

)
ds =

∫
O

(
∆h′G hG − h′G∆hG

)
dx = 0,

and therefore ∆ψ belongs to H0(F). Moreover the function ψ cannot be harmonic in F because its
boundary conditions on Γ would imply that ψ = 0 in F (according to the unique continuation principle)
and then that g0 is constant. The proof of the lemma is now complete. �

We shall establish now some L2–mass concentration properties for harmonic functions. We remind
that Ri and Re are fixed (and depend only on G) while R+ and R− are meant to tend to 0.

Lemma 3.3. Under Hypothesis 3.1, the following estimate holds:

sup
h∈H(G)

‖h‖L2(O)

‖h‖L2(F)
6

√
R2
−

R2
i −R2

−
.

Proof. In Di, the function h can be expanded in polar coordinates as:

h(r, θ) = a0 +
∑
n>1

rn
[
an cos(nθ) + bn sin(nθ)

]
,

where (an)n>0 and (bn)n>1 are two sequences of real numbers. Straightforward computations lead to:

‖h‖2L2(D−) =

(
R−
Ri

)2
πa2

0R
2
i + π

∑
n>1

(
a2
n + b2n

2n+ 2

)
R2n+2
i

(
R−
Ri

)2n
 6 (R−

Ri

)2

‖h‖2L2(Di).

We denote by Ci the annulus Di \ D− and, because of the inclusions O ⊂ D− and Ci ⊂ F , we have for
every h ∈ H(G):

‖h‖2L2(O)

‖h‖2L2(F)

6
‖h‖2L2(D−)

‖h‖2L2(Ci)
=

‖h‖2L2(D−)

1− ‖h‖2L2(D−)

.

The conclusion follows. �

We introduce the exterior domain K = R2 \ O and the space:

HK(F) =
{
h|F : h ∈ L2

`oc(K), h harmonic in K and lim
|x|!+∞

h(x) = 0
}
.

The asymptotic behavior of the functions in HK(F) entails in particular that the flux condition (2.4) is
satisfied for every h ∈ HK(F) and every smooth Jordan curve C included in K.

The space H(F) ∩H1(F) is denoted by H1(F). Similarly, we define

H1
G(F) =

{
h|F : h ∈ H1(G)

}
= HG(F) ∩H1(F),

H1
K(F) =

{
h|F : h ∈ H1(K)

}
= HK(F) ∩H1(F),

where H1(K) = H(K) ∩ H1
`oc(K). Notice in particular that every function in H1(K) has finite Dirichlet

energy i.e. ‖∇h‖L2(K) < +∞. It is worth observing that the spaces H1(G) and H1(K) can also be
defined by means of single layer potentials. We refer for instance to the book [9] for details on the
single layer potential. Basics on this topic are also available in a section of [10]. Thus, we denote by
SΓ : H−1/2(Γ) −! H1(G) the single layer potential on Γ defined for every q ∈ L2(Γ) (and extended by
density in H−1/2(Γ)) by:

SΓq(x) =
1

2π

∫
Γ

ln |x− s|q(s) ds for all x ∈ G.
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The operator SΓ is an isomorphism. Define now Ĥ−1/2(Σ) =
{
q ∈ H−1/2(Σ) :

∫
Σ
q ds = 0

}
and the

operator SΣ : Ĥ−1/2(Σ) −! H1(K), for every q ∈ L2(Σ) ∩ Ĥ−1/2(Σ), by:

SΣq(x) =
1

2π

∫
Σ

ln |x− s|q(s) ds for all x ∈ K.

Then, the operator SΣ is also an isomorphism.
We gave earlier a first decomposition (see (3.3)) of the space H(F). We shall provide below an other

one in terms of the spaces HG(F) and HK(F).

Lemma 3.4. The space H(F) admits the following (non-orthogonal) decomposition:

(3.5) H(F) = HG(F)⊕ HK(F).

Moreover, under Hypothesis 3.1, the following equivalent estimates hold for the functions in HK(F):

(3.6a) inf
h∈HK(F)

‖h‖L2(FΣ)

‖h‖L2(F)
>

√
1− 1

δ
and sup

h∈HK(F)

‖h‖L2(FΓ)

‖h‖L2(F)
6

√
1

δ
.

Concerning the functions in HG(F), they satisfy the estimates:

(3.6b) sup
h∈HG(F)

‖h‖L2(FΣ)

‖h‖L2(F)
6

√
R2

+

R2
i −R2

−
and inf

h∈HG(F)

‖h‖L2(FΓ)

‖h‖L2(F)
>

√
R2
i − (R2

− +R2
+)

R2
i −R2

−
.

According to (3.5), every function h ∈ H(F) can be decomposed into a sum hG +hK with hG ∈ HG(F)
and hK ∈ HK(F). Suppose now that O shrinks into a point (i.e. δ tends to +∞ or equivalently R+ tends
to 0). Then, (3.6b) means that the function hG concentrates (as far as the L2–norm is concerned) far
from the boundary Σ, namely in FΓ while, according to the estimate (3.6a), the function hK concentrates
in FΣ, that is to say along the boundary Σ. So, although the decomposition (3.5) is not orthogonal, it
becomes in some sens “more and more” orthogonal as O shrinks.

Proof. Every function in H1(F) is the sum of a single layer potential with a density supported by Γ (a
function of H1

G(F)) and a single layer potential with a density supported by Σ (a function of H1
K(F)).

The identity (3.5) follows by density.
Let now h be in HK(F), h 6= 0. We begin with the obvious estimate:

(3.7)
‖h‖L2(FΣ)

‖h‖L2(FΓ)
>
‖h‖L2(C+)

‖h‖L2(Ce)
.

In the exterior domain R2 \ D−, the harmonic function h can be expanded in polar coordinates as:

h(r, θ) =
∑
k>1

r−k
(
ak cos(kθ) + bk sin(kθ)

)
,

where (an)n>1 and (bn)n>1 are two sequences of real numbers. It follows that, in the annulus C+:

(3.8a) ‖h‖2L2(C+) = π(a2
1 + b21) ln(R+/R−) +

∑
k>2

π

(
a2
k + b2k

2k − 2

)(
1

R+

)2k−2
[(

R+

R−

)2k−2

− 1

]
,

while in the annulus Ce:

(3.8b) ‖h‖2L2(Ce) = π(a2
1 + b21) ln(Re/R+) +

∑
k>2

π

(
a2
k + b2k

2k − 2

)(
1

R+

)2k−2
[

1−
(
R+

Re

)2k−2
]
.

We deduce from both identities (3.8) that:

‖h‖2L2(Ce) 6 max

{
ln(R+/Re)

ln(R−/R+)
, (R+/Re)

2

}
‖h‖2L2(C+),

and from (3.1) that:

(R+/Re)
2 6

ln(R+/Re)

ln(R−/R+)
6

1

δ − 1
.

All together, with (3.7) and since ‖h‖2L2(F) = ‖h‖2L2(FΣ) + ‖h‖2L2(FΓ), we prove (3.6a).

Finally, for every h in H(G), proceeding as in the proof of Lemma 3.3, we easily show that:

‖h‖L2(FΣ)

‖h‖L2(F)
6
‖h‖L2(D+)

‖h‖L2(Ci)
6

√
R2

+

R2
i −R2

−
,

and we conclude the proof. �
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Slight modifications in the proof of the lemma 3.4 lead to the statement of its counterpart in terms of
the H1–norm.

Lemma 3.5. The following estimate holds true:

(3.9) sup
h∈H1(K)

‖∇h‖L2(R2\G)

‖∇h‖L2(F)
6

√
R2
−

R2
i −R2

−
.

The space H1(F) admits the following non-orthogonal decomposition:

(3.10) H1(F) = H1
G(F)⊕ H1

K(F).

Moreover, under Hypothesis 3.1, the following (equivalent) estimates hold for the functions in H1
K(F):

(3.11a) inf
h∈H1

K(F)

‖∇h‖L2(FΣ)

‖∇h‖L2(F)
>

√
1−

(
R−
R+

)2

sup
h∈H1

K(F)

‖∇h‖L2(FΓ)

‖∇h‖L2(F)
6

(
R−
R+

)
.

Regarding the functions in H1
G(F), we have:

(3.11b) sup
h∈H1

G(F)

‖h‖L2(FΣ)

‖h‖L2(F)
6

√
R2

+

R2
i −R2

+

.

According to the space decompositions (3.3) and (3.5), every function h0 of H0(F) can be decomposed
as:

(3.12) h0 = hK −ΠGhK,

where ΠG is the orthogonal projection on HG(F) in H(F). Notice that in (3.12):

‖hK‖2L2(F) = ‖h0‖2L2(F) + ‖ΠGhK‖2L2(F).

As O shrinks, h0 tends to hK in (3.12), or equivalently ΠGhK tends to 0. More precisely, we claim:

Lemma 3.6. For every hK ∈ HK(F), under Hypothesis 3.1, the following estimate holds:

(3.13) ‖ΠGhK‖L2(F) 6 2

√
δ0
δ
‖hK‖L2(F).

Proof. The L2–norm of ΠGhK can be expressed as:

‖ΠGhK‖L2(F) = sup
θ∈HG(F)

θ 6=0

1

‖θ‖L2(F)
(hK, θ)L2(F),

and we have:

1

‖θ‖L2(F)
|(hK, θ)L2(F)| 6 ‖hK‖L2(FΣ)

‖θ‖L2(FΣ)

‖θ‖L2(F)
+
‖hK‖L2(FΓ)

‖hK‖L2(F)

‖θ‖L2(FΓ)

‖θ‖L2(F)
‖hK‖L2(F).

Using the estimate (3.6b) for the first term in the right hand side and the estimate (3.6a) for the second
term, we obtain that:

‖ΠGhK‖L2(F) 6

(√
R2

+

R2
i −R2

−
+

√
1

δ

)
‖hK‖L2(F),

and (3.13) follows, taking into account (3.1). �

We can now address the structure of the space V0(G).

Lemma 3.7. For every hO in H(O), there exists a unique function ThO in HG(F) such that the function
ω defined in G by:

ω|O = hO and ω|F = ThO,

belongs to V0(G). Under Hypothesis 3.1, the mapping T : hO ∈ H(O) 7−! ThO ∈ HG(F) is bounded and:

(3.14) ‖ThO‖L2(F) 6

√
R2
−

R2
i −R2

−
‖hO‖L2(O) for all hO ∈ H(O).

It follows in particular that

(3.15) W0(G) =
{
ω ∈ L2(G) : ω|O = hO, ω|F = ThO, hO ∈ H(O)

}
,

is a closed subspace of V0(G).
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Thus, the space W0(G) contains piecewise harmonic functions in G that are orthogonal in L2(G) to the
harmonic functions in G.

Proof. Let hO be given in H(O) and define ψ in H2
0 (G) by setting ∆ψ = hO in O with ψ = c on Σ (a

constant that will be fixed later) and ∆2ψ = 0 in F with ψ|Γ = 0, ∂ψ/∂n|Γ = 0. Choose the constant
c such that

∫
Σ
∂(∆ψ|F )/∂nds = 0 (the normal derivative of ∆ψ|F on Σ belongs to H−1/2(Σ)). Then

define ThO as the orthogonal projection in H(F) of ∆ψ|F on the subspace HG(F). This proves existence.
Uniqueness is deduced from the first point of Lemma 3.2.

Notice that the function ThO can equivalently be defined either by:

ThO = argmin
{
‖θ‖L2(F) : θ ∈ H(F),

∫
F
θhdx+

∫
O
hOhdx = 0 ∀h ∈ H(G)

}
,

or by ThO = ∆ψG |F where:

ψG = argmin
{
‖∆ψ‖L2(G) : ψ ∈ H2

0 (G), ∆ψ|O = hO
}
.

To prove the estimate (3.14), let hO be given in H(O). By definition of the space HG(F), the function
ThO (defined in F) can be extended in the whole domain G in such a way that it belongs to H(G).
Keeping the same notation for this extended function, it follows that:

‖ThO‖2L2(F) +

∫
O
hOThO dx = 0.

Invoking now Lemma 3.3, we obtain that:

‖ThO‖2L2(F) 6 ‖hO‖L2(O)‖ThO‖L2(O) 6 ‖hO‖L2(O)

√
R2
−

R2
i −R2

−
‖ThO‖L2(F),

and the proof is completed. �

By extending the functions by 0 in O or F , we define V ?0 (F) and V ?0 (O), two closed subspaces of
V0(G). These spaces, together with H?0(F) (defined in (3.4)) and W0(F) (defined in (3.15)) enter the
decomposition of V0(G).

Theorem 3.8. The vorticity space V0(G) admits the following orthogonal decomposition:

(3.16) V0(G) = V ?0 (F)
⊥
⊕V ?0 (O)

⊥
⊕H?0(F)

⊥
⊕W0(G).

Under Hypothesis 3.1 and for every ω ∈ V0(G):

(3.17) ‖ω − ωF‖L2(G) −! 0 as δ tends to +∞,

where ωF is the orthogonal projection of ω on V ?0 (F). Moreover, for every δ > 4δ0 (what means that O
is small enough), we have the following L2 estimate outside the boundary layer FΣ:

(3.18) ‖ω − ωF‖L2(FΓ) 6

√
2δ0

δ − 4δ0
‖ω‖L2(F).

In (3.18), the domain FΓ depends also on δ since FΓ = G \D+ and the radius R+ = Ree
−δ of the disk

D+ tends to 0 when δ goes to +∞. Recall that when the obstacle shrinks (i.e. when O = Oε), we can

choose δ =
√

ln(Re/ε) for Hypothesis 3.1 to be satisfied.

Proof. Let ω be in V0(G) and define ωO = ω|O. The function ωO can be decomposed as ω0
O + ωH

O with

ω0
O ∈ V0(O) and ωH

O ∈ H(O) (because by definition V0(O) is the orthogonal complement of H(O) in

L2(O)). Then extend ωO (keeping the same notation) by setting ωO = TωH
O in F and notice that ωO,

this extended function, belongs to V0(G). Introduce now ωF = ω−ωO in G. This function is in V0(G) (like
ω and ωO) and equal to zero in O. Therefore, its restriction to F belongs to (HG(F))⊥ = V0(F)⊕H0(F)
and the proof of the identity (3.16) is completed.

Consider again a function ω in V0(G). According to (3.16), ω can be decomposed into the orthogonal
sum:

(3.19) ω = ωF + ωO + ωH + ωW ,

with ωF ∈ V ?0 (F), ωO ∈ V ?0 (O), ωH ∈ H?0(F) and ωW ∈ W0(G). In this sum, every term depends on δ.
Notice first that ω|O = ωO|O + ωW |O and this sum is orthogonal in L2(O). The dominated convergence
theorem yields the convergence toward 0 of ωO|O and ωW |O in L2(O). The latter convergence combined
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with Lemma 3.7 yields the convergence of ωW toward 0 in L2(G). Let us turn our attention now to the
term ωH in (3.19). By definition of the orthogonal projection, we have:

(3.20) ‖ωH|F‖L2(F) = sup
h0∈H0(F)
h0 6=0

1

‖h0‖L2(F)
(ω, h0)L2(F).

For every h0 ∈ H0(F) decomposed as in (3.12):

(3.21)
1

‖h0‖L2(F)

∫
F
ωh0 dx =

‖hK‖L2(F)

‖h0‖L2(F)

[∫
F
ω

hK
‖hK‖L2(F)

dx−
∫
F
ω

ΠGhK
‖hK‖L2(F)

dx

]
.

However, in the decomposition (3.12), by definition of the space HG(F), the function ΠGhK can be
supposed to be in H(G) (we keep the same notation). From this observation, we deduce that in (3.21):

(3.22) −
∫
F
ω

ΠGhK
‖hK‖L2(F)

dx =

∫
O
ω

ΠGhK
‖hK‖L2(F)

dx.

According to (3.13), we have when δ > 4δ0:

(3.23a)
‖hK‖L2(F)

‖h0‖L2(F)
6

√
δ

δ − 4δ0
.

On the other hand, according to (3.6a):

(3.23b)

∣∣∣∣∫
F
ω

hK
‖hK‖L2(F)

dx

∣∣∣∣ 6 ‖ω‖L2(FΓ)

√
1

δ
+ ‖ω‖L2(FΣ),

and the second term tends to 0 according to the dominated convergence theorem. Finally, considering
the last term in (3.21):

(3.23c)

∣∣∣∣∫
O
ω

ΠGhK
‖hK‖L2(F)

dx

∣∣∣∣ 6 ‖ω‖L2(O)

‖ΠGhK‖L2(O)

‖ΠGhK‖L2(F)

‖ΠGhK‖L2(F)

‖hK‖L2(F)
,

and according to Lemma 3.3 and Lemma 3.6:

(3.23d)
‖ΠGhK‖L2(O)

‖ΠGhK‖L2(F)
6

√
R2
−

R2
i −R2

−
and

‖ΠGhK‖L2(F)

‖hK‖L2(F)
6 2

√
δ0
δ
.

Using the estimates (3.23) in the equality (3.21), we conclude the proof of the first convergence result
(3.17). Let us address now the estimate (3.18). Considering back the decomposition (3.19) , we have:

(3.24) (ω − ωF )|FΓ = ωH|FΓ + ωW |FΓ .

According to the decomposition (3.12), there exists ωK ∈ hK such that:

(3.25) ωH = ωK −ΠGωK,

whence we deduce that:
‖ωH‖L2(FΓ) 6 ‖ωK‖L2(FΓ) + ‖ΠGωK‖L2(F).

Using (3.6a) for the first term in the right hand side and (3.13) for the second, we get :

(3.26a) ‖ωH‖L2(FΓ) 6 3

√
δ0
δ
‖ωK‖L2(F).

On the other hand, proceeding as for (3.23a), we obtain that:

(3.26b) ‖ωK‖L2(F) 6

√
δ

δ − 4δ0
‖ωH‖L2(F) 6

√
δ

δ − 4δ0
‖ω‖L2(F).

Combining both estimates (3.26) yields:

(3.27a) ‖ωH‖L2(FΓ) 6 3

√
δ0

δ − 4δ0
‖ω‖L2(F).

Going back to (3.24) and recalling the definition (3.15) of W0(G), it comes:

‖ωW ‖L2(F) = ‖T(ωW |O)‖L2(F).

We can then apply Lemma 3.7 to obtain:

(3.27b) ‖ωW ‖L2(F) 6

√
R2
−

R2
i −R2

−
‖ωW |O‖L2(O) 6

√
R2
−

R2
i −R2

−
‖ω‖L2(F).

Using both estimates (3.27) in (3.24), we obtain (3.18) and complete the proof. �
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The last lemma of this section is the cornerstone of the proof of Theorem 1.3. It concerns also the
behavior of harmonic functions. Thus, let ψ be in S0(G) (this space is defined in (2.2)). The function
ψ|F can be decomposed as

(3.28) ψ|F = QFψ + hF ,

where hF belongs to H1(F) and the projector QF is introduced in Definition 2.3. We shall now prove
that when the domain O shrinks (or more precisely when R− tends to 0), the H1–norm in FΓ of the
harmonic function hF tends to 0.

Lemma 3.9. Under Hypothesis 3.1, there exists a constant c[G] such that, for every ψ ∈ S0(G):

‖∇(ψ − QFψ)‖L2(FΓ) 6 c[G]

√
R2
−

R2
i −R2

−
‖ψ‖S0(G).

Proof. According to the identity (3.10) in Lemma 3.5, the harmonic function hF in (3.28) can be decom-
posed as:

(3.29) hF = hG + hK.

Forming the scalar product of (3.29) with hK in H1(F), we deduce that:

‖∇hK‖2L2(F) 6 ‖∇hF‖L2(F)‖∇hK‖L2(F) + ‖∇hG‖L2(FΓ)‖∇hK‖L2(FΓ) + ‖∇hG‖L2(FΣ)‖∇hK‖L2(FΣ).

We use now the estimates (3.11) to obtain:

‖∇hK‖L2(F) 6

((
R−
R+

)
+

√
R2

+

R2
i −R2

+

)
‖∇hG‖L2(F) + ‖∇hF‖L2(F).

The very same estimate holds true inverting the roles played by hG and hK, whence:

(3.30) ‖∇hK‖L2(F) 6

(
1−

(
R−
R+

)
−

√
R2

+

R2
i −R2

+

)−1

‖∇hF‖L2(F) 6 c‖∇hF‖L2(F),

the second inequality resulting from (3.1). The decomposition (3.28) being orthogonal, ‖∇hF‖L2(F) 6
‖ψ‖S0(G) and therefore there exists a constant c such that:

(3.31) ‖∇hG‖L2(F) 6 c‖ψ‖S0(G) and ‖∇hK‖L2(F) 6 c‖ψ‖S0(G).

The combination of the estimate (3.9) with (3.31) yields:

(3.32) ‖∇hK‖L2(R2\G) 6

√
R2
−

R2
i −R2

−
‖∇hK‖L2(F) 6 c

√
R2
−

R2
i −R2

−
‖ψ‖S0(G).

Applying TΓ (the trace operator on Γ valued in H1/2(Γ)) to the identity (3.28), taking into account
(3.29), we obtain:

(3.33) 0 = TΓ hF = TΓ hG + TΓ hK.

Let us recall now some elementary results of potential theory (we refer again to the book [9] or to the
dedicated section in [10]). The flux condition

∫
Γ
∂hK/∂nds = 0 entails that the trace of hK on Γ belongs

to the following subspace of H1/2(Γ):

Ĥ1/2(Γ) =
{
γ ∈ H1/2(Γ) :

∫
Γ

γ eΓ ds = 0
}
,

where eΓ stands for the equilibrium density of Γ. For any γ ∈ Ĥ1/2(Γ), there exists a unique function hγ
harmonic in R2 \ G such that TΓ hγ = γ and ‖∇hγ‖L2(R2\G) < +∞. In Ĥ1/2(Γ), the norm:

‖γ‖Ĥ1/2(Γ) = ‖∇hγ‖L2(R2\G),

is equivalent to the usual norm of H1/2(Γ).
Combining (3.32) and (3.33), we deduce first that:

‖TΓ hG‖H1/2(Γ) 6 c

√
R2
−

R2
i −R2

−
‖ψ‖S0(G),
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and next (considering the function hG as defined in the whole domain G) that:

(3.34a) ‖∇hG‖L2(G) 6 c[G]‖TΓ hG‖H1/2(Γ) 6 c[G]

√
R2
−

R2
i −R2

−
‖ψ‖S0(G).

The second estimate in (3.11a) together with (3.31) leads to:

(3.34b) ‖∇hK‖L2(FΓ) 6 c

(
R−
R+

)
‖ψ‖S0(G).

Using both estimates (3.34) in the identity (3.29), we conclude the proof of the lemma. �

4. Proof of Theorem 1.1 and Corollary 1.2

Proof of of Theorem 1.1. For every positive integer k, define WGk the set of the subspaces of S1(G) of

dimension k. Similarly WFεk stands for the set of the subspaces of S1(Fε) of dimension k (the spaces S0

and S1 are defined in (2.2)). Then, the Courant–Fischer min-max principle (2.8) for the eigenvalues of
the Stokes operator read as follows for the domains G and Fε respectively:

λGk = min
V ∈WGk

max
θ∈V
θ 6=0

‖θ‖2S1(G)

‖θ‖2S0(G)

and λFεk = min
V ∈WFεk

max
θ∈V
θ 6=0

‖θ‖2S1(Fε)

‖θ‖2S0(Fε)
.

Notice that every function of S0(Fε) (or S1(Fε)) can be seen as a function in S0(G) (or S1(G)) with the
same norm once extended by the suitable constant inside Oε. We can then consider that S0(Fε) ⊂ S0(G)

and S1(Fε) ⊂ S1(G). From the inclusion WFεk ⊂WGk we deduce straightforwardly that λGk 6 λ
Fε
k .

Denote by
{
ψG1 , . . . , ψ

G
k

}
an orthonormal family in S0(G) (and orthogonal in S1(G)) made of the k first

eigenfunctions of the Stokes operator and let WGk be the subspace spanned by the stream functions ψGj .

We denote by ΠFε the orthogonal projection from S1(G) onto S1(Fε) and Π⊥Fε = Id − ΠFε . From the
convergence result (3.17) of Theorem 3.8 and (2.6c) of Proposition 2.2, we deduce that:

ηk(ε) = max
θ∈WG

k
θ 6=0

‖Π⊥Fεθ‖S1(G)

‖θ‖S1(G)
−! 0 as ε −! 0.

Considering now the norm of S0(G) we have also:

max
θ∈WG

k
θ 6=0

‖Π⊥Fεθ‖S0(G)

‖θ‖S0(G)
6 ηk(ε)

√
λGk
λG1
.

Then, by direct computation, we show that for ηk(ε) small enough:

max
θ∈WG

k
θ 6=0

∣∣∣∣∣‖θ‖
2
S1(G)

‖θ‖2S0(G)

−
‖ΠFεθ‖2S1(G)

‖ΠFεθ‖2S0(G)

∣∣∣∣∣ 6 c[λG1 ,λ
G
k ]ηk(ε),

where c[λG1 ,λ
G
k ] is a positive constant depending on λG1 and λGk only. For ηk(ε) small enough, the family{

ΠFεψ
G
1 , . . . ,ΠFεψ

G
k

}
is free and spanned a subspace of S1(Fε) of dimension k. If follows that:

λFεk 6 max
θ∈WG

k
θ 6=0

‖ΠFεθ‖2S1(G)

‖ΠFεθ‖2S0(G)

6 max
θ∈WG

k
θ 6=0

‖θ‖2S1(G)

‖θ‖2S0(G)

+ max
θ∈WG

k
θ 6=0

∣∣∣∣∣‖θ‖
2
S1(G)

‖θ‖2S0(G)

−
‖ΠFεθ‖2S1(G)

‖ΠFεθ‖2S0(G)

∣∣∣∣∣ 6 λGk + c[λG1 ,λ
G
k ]ηk(ε),

and the proof of (1.4a) is completed.
Let us address the result (1.4b) about the convergence of the eigenspaces. We consider again a Riesz

orthonormal basis
{
ψGj , j > 1

}
of S0(G) made of eigenfunctions of the Stokes operator in G (in stream

function formulation). Similarly, for every ε, we introduce
{
ψFεj , j > 1

}
a Riesz orthonormal basis in

S0(Fε) made of eigenfunctions of the Stokes operator in Fε. Let a positive integer k be given and let
m /∈ IGk (recall that IGk is the set of all the indices j such that λGj = λGk ). Then:(

ψFεk , ψGm
)
S0(G)

=
1

λGm

(
ψFεk ,ΠFεψ

G
m

)
S1(G)

=
λFεk
λGm

(
ψFεk ,ΠFεψ

G
m

)
S0(G)

.

It follows that:

(4.1)
(
ψFεk ,

(
1−

λFεk
λGm

)
ψGm +

λFεk
λGm

Π⊥Fεψ
G
m

)
S0(G)

= 0.
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According to (1.4a), for ε small enough, the eigenvalue λFεk is closed to λGk and therefore λFεk 6= λGm. We
deduce first that:

(4.2)
(
ψFεk , ψGm

)
S0(G)

=
λFεk

λFεk − λGm

(
ψFεk ,Π⊥Fεψ

G
m

)
S0(G)

,

and then, summing over all the indices m /∈ IGk :

∑
m/∈IGk

(
ψFεk , ψGm

)2
S0(G)

=
(
λFεk

)2 ∑
m/∈IGk

(
ψFεk ,Π⊥Fεψ

G
m

)2
S0(G)(

λFεk − λGm
)2 .

It is known (see for instance [5]) that λGm = O(m) as m! +∞. On the other hand, for every m:∣∣(ψFεk ,Π⊥Fεψ
G
m

)2
S0(G)

∣∣ 6 1

λG1
‖Π⊥Fεψ

G
m‖2S1(G),

and this quantity tends to 0 along with ε according to the convergence result (3.17) of Theorem 3.8. The
dominated convergence Theorem ensures next that:

(4.3)
∑
m/∈IGk

(
ψFεk , ψGm

)2
S0(G)

−! 0 as ε −! 0.

Define now ΛFεk =
⊕

j∈IGk
ΛFεj (recall that ΛFεj is the eigenspace associated to the eigenvalue λFεj ). Then,

for every θ ∈ S0(G):

Π⊥
ΛGk

ΠΛFεk
θ =

∑
m/∈IGk

∑
j∈IGk

(θ, ψFεj )S0(G)(ψ
Fε
j , ψGm)S0(G)

ψGm,

whence we deduce that:

(4.4) ‖Π⊥
ΛGk

ΠΛFεk
θ‖2S0(G) 6 ‖θ‖

2
S0(G)

∑
j∈IGk

 ∑
m/∈IGk

(ψFεj , ψGm)2
S0(G)

 ,

and the double sum in the right hand side tends to 0 as ε goes to 0 according to (4.3).
Let consider back the identity (4.1), switching the indices k and m:

(4.5)
(
ψFεm ,

(
1− λFεm

λGk

)
ψGk +

λFεm
λGk

Π⊥Fεψ
G
k

)
S0(G)

= 0.

Denote by k− the lowest index in IGk and by k+ the largest index. Recall that the indice m is assumed

not belonging to IGk . It means that either m 6 k− − 1 and we can assume that for ε small enough λFεm is

closed to λGm or m > k+ + 1 and for every ε, λFεm > λ
G
k++1 > λGk . In either case, for every ε small enough,

λFεm 6= λGk . We deduce that: (
ψFεm , ψGk

)
S0(G)

=
λFεm

λFεm − λGk

(
ψFεm ,Π⊥Fεψ

G
k

)
S0(G)

,

and then, summing over all the indices m /∈ IGk :

∑
m/∈IGk

(ψGk , ψ
Fε
m )2

S0(G) =
∑
m/∈IGk

(
λFεm

λFεm − λGk

)2

(Π⊥Fεψ
G
k , ψ

Fε
m )2

S0(G).

In the right hand side, the first term in the sum is uniformly bounded (with respect to ε and m) and for
the second, Parseval’s identity yields:∑

m>1

(Π⊥Fεψ
G
k , ψ

Fε
m )2

S0(G) = ‖Π⊥Fεψ
G
k ‖

2
S0(G) 6

1

λG1
‖Π⊥Fεψ

G
k ‖

2
S1(G).

Altogether, we have proved that∑
m/∈IGk

(ψGk , ψ
Fε
m )2

S0(G) −! 0 as ε −! 0.
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Noticing now that:

‖ΠΛGk
Π⊥
ΛFεk

θ‖2S0(G) 6 ‖θ‖
2
S0(G)

∑
k∈Ik

∑
m/∈Ik

(ψGk , ψ
Fε
m )2

S0(G)

 ,

we deduce with (4.4) that, for every θ ∈ S0(G), θ 6= 0:

‖ΠΛFεk
θ −ΠΛGk

θ‖2S0(G)

‖θ‖2S0(G)

=
‖Π⊥

ΛGk
ΠΛFεk

θ‖2S0(G) + ‖ΠΛGk
Π⊥
ΛFεk

θ‖2S0(G)

‖θ‖2S0(G)

−! 0 as ε −! 0,

and the proof of (1.4b) is completed. �

Proof of Corollary 1.2. The semigroup of the Stokes operator in the domain G reads:

(4.6) TG(t)θ =
∑
j>1

(
θ, ψGj

)
S0(G)

e−λ
G
j tψGj , for all t > 0 and θ ∈ S0(G).

Notice that although we use the stream function formulation, we keep the same notation as in (1.6). In
(4.6), we reuse the Riesz orthonormal basis

{
ψGj , j > 1

}
of S0(G) made of eigenfunctions of the Stokes

operator in G that was introduced in the proof of Theorem 1.1 above. With similar notation for the
Stokes semigroup in the domain Fε, we have, for every θ ∈ S0(Fε) and every t > 0:

eλ
G
1 t
(
TG(t)θ − TFε(t)θ) =

∑
j>1

e(λG1−λ
G
j )t
((
θ, ψGj

)
S0(G)

ψGj −
(
θ, ψFεj

)
S0(G)

e(λGj −λ
Fε
j )tψFεj

)
.

For every positive integer k, define the spaces Λ
G
k =

⊕k
j=1 Λ

G
j and Λ

Fε
k =

⊕k
j=1 Λ

Fε
j where we recall that

ΛFεk =
⊕

j∈IGk
ΛFεj .

Let now θ be fixed in S0(G) and any ζ > 0 be given. Let N be an integer large enough such that:

‖Π⊥
Λ
G
N

θ‖S0(G) 6 ζ.

According to Theorem 1.1, for ε small enough:

‖Π⊥
Λ
Fε
N

θ −Π⊥
Λ
G
N

θ‖S0(G) = ‖Π
Λ
Fε
N
θ −Π

Λ
G
N
θ‖S0(G) 6 ζ.

Denote by N+ the largest index in IGN and notice now that:

‖eλ
G
1 t
(
TG(t)θ − TFε(t)θ)‖S0(G) 6

N+∑
j=1

∥∥∥(θ, ψGj )S0(G)
ψGj −

(
θ, ψFεj

)
S0(G)

e(λGj −λ
Fε
j )tψFεj

∥∥∥
S0(G)

+ ‖Π⊥
Λ
G
N

θ‖S0(G) + ‖Π⊥
Λ
Fε
N

θ‖S0(G).

Invoking again Theorem 1.1, the sum in the right hand side can be made smaller than ζ assuming that
ε is small enough. It follows that for N large enough and ε small enough:

‖eλ
G
1 t
(
TG(t)θ − TFε(t)θ)‖S0(G) 6 4ζ,

which concludes the proof of (1.7a).
To prove (1.7b), it suffices to notice that:

sup
θ∈K
θ 6=0

‖Π⊥
Λ
G
N

θ‖S0(G)

‖θ‖S0(G)
−! 0 as N −! +∞,

and also (according to Theorem 1.1, (1.4b)):

sup
θ∈S0(G)
θ 6=0

‖Π⊥
Λ
Fε
N

θ −Π⊥
Λ
G
N

θ‖S0(G)

‖θ‖S0(G)
−! 0 as N −! +∞,

and the conclusion follows. �



16 ALEXANDRE MUNNIER

5. Proof of Theorem 1.3

For every ε ∈ (0, ε0), the solution to the Navier–Stokes equations in Fε with initial data ψ0
ε ∈ S0(Fε)

(as defined in Theorem 2.1) is denoted by ψε. The function ψε belongs to the space:

H1(R+;S−1(Fε)) ∩ C(R+;S0(Fε)) ∩ L2(R+;S1(Fε)).
It satisfies ψε(0) = ψ0

ε and for every θ ∈ S1(Fε):

(5.1)
d

dt
(ψε, θ)S0(G) + ν(ψε, θ)S1(G) = (D2θ∇⊥ψε,∇ψε)L2(G) on R+.

One easily verifies that for any ε ∈ (0, ε0) and any t > 0:

(5.2) ‖ψε(t)‖S0(G) 6 ‖ψ0
ε‖S0(G)e

−νλG1 t and

∫ +∞

0

‖ψε(s)‖2S1(G) ds 6
1

2ν
‖ψ0

ε‖2S0(G).

Assume now that ψ0
ε −⇀ ψ0 weak in S0(G) as ε goes to 0. Then, there exists a function ψ ∈

L∞(R+;S0(G)) ∩ L2(R+;S1(G)) such that up to a subsequence,

ψε −⇀ ψ weak–? in L∞(R+;S0(G)) and ψε −⇀ ψ weak in L2(R+;S1(G)).

We shall now establish some estimates for the time derivative of ψε and apply a classical result of
compactness (see for instance [8, Theorem 5.1] in the book of Lions). From this point on, our proof
differs from the one in [4], where the authors deduce compactness from Arzelà–Ascoli Theorem.

Thus, let Ω be a fixed smooth subdomain included in every Fε (for ε small enough) such that G \Ω has
a finite number of connected components. As usual, every function ψ ∈ S1(Ω) can be seen as a function
of S1(G) once extended by suitable constants in G \Ω. For every θ ∈ S1(Ω), we deduce from (5.1) that:

(5.3a)

∣∣∣∣ d

dt
(ψε, θ)S0(G)

∣∣∣∣ 6 ν‖ψε‖S1(G)‖θ‖S1(Ω) + ‖D2θ‖L2(G)‖∇ψε‖2L4(G) a.e. on R+.

On the one hand:

(5.3b) ‖D2θ‖L2(G) 6 c[G]‖∆θ‖L2(Ω) = c[G]‖θ‖S1(Ω).

On the other hand, using Ladyzhenskaya’s inequality (see [11, Lemma 3.3, page 291]), we get:

(5.3c) ‖∇ψε(t)‖2L4(G) 6 c‖ψε(t)‖S1(G)‖ψε(t)‖S0(G) for a.e. t ∈ R+.

Combining (5.2) and (5.3), we infer that ∂t(QΩψε) is uniformly bounded in L2(R+;S−1(Ω)). By definition
of QΩ as a projector (see Definition 2.3), we have:

(5.4a) ‖QΩψε(t)‖S0(Ω) 6 ‖∇ψε(t)‖L2(Ω) 6 ‖ψε(t)‖S0(G) for a.e. t ∈ R+.

On the other hand, according to Proposition 2.4, QΩψε(t) is in S0(Ω) ∩H2(Ω) for a.e. t and:

(5.4b) ‖∆QΩψε(t)‖L2(Ω) = ‖∆ψε(t)‖L2(Ω) 6 ‖ψε(t)‖S1(G) for a.e. t ∈ R+.

From (5.4) and (5.2) we deduce that the functions QΩψε (for every ε ∈ (0, ε0)) are uniformly bounded in
L2(R+;S0(Ω) ∩H2(Ω)) where the Hilbert space S0(Ω) ∩H2(Ω) is provided with the norm:[

‖θ‖2S0(Ω) + ‖∆θ‖2L2(Ω)

]1/2
.

We can now apply the result of compactness [8, Theorem 5.1] with the triple of compactly embedded
Hilbert spaces:

S0(Ω) ∩H2(Ω) ⊂ S0(Ω) ⊂ S−1(Ω).

We deduce that the family of functions (QΩψε)ε>0 is precompact in L2
`oc(R+;S0(Ω)) and thereby that,

up to a subsequence:

(5.5) QΩψε −! QΩψ strong in L2
`oc(R+;S0(G)).

We consider now a geometric configuration as described in the beginning of Section 3 with in particular
two concentric disks D+ and D− of radii R+ and R− given in (3.1) for some δ large enough such that,
for every ε small enough Oε ⊂ D− (what means that the condition (3.2) between δ and ε is satisfied).
We choose Ω = G \ D− and we denote ΩΓ = Ω \ D+. Let us recall also the definition of the annulus
C+ = D+ \ D−. According to Lemma 3.9 (in which Ω plays the role of F , ΩΓ of FΓ and C+ of FΣ), we
have:

(5.6) ‖∇(ψε − QΩψε)(t)‖L2(ΩΓ) 6 c[G]

√
R2
−

R2
i −R2

−
‖ψε(t)‖S0(G) for a.e. t ∈ R+.
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The same estimate holds true replacing ψε by ψ. We shall now let ε tends to 0 and δ tends to +∞ (or
equivalently R+ tends to 0) and prove that ψε converges strongly to ψ in L2

`oc(R+;S0(G)), i.e. remove
the projector QΩ in (5.5). On the one hand, a.e. on R+:

(5.7) ‖ψ − ψε‖2S0(G) = ‖∇(ψε − ψ)‖2L2(D+) + ‖∇(ψε − ψ)‖2L2(ΩΓ),

and the first term in the right hand side tends to 0 in L1(R+) uniformly with respect to ε as δ tends to
+∞ according to the dominated convergence Theorem and the uniform estimate (5.2). Concerning the
second term, we write that:

(5.8) ‖∇(ψε(t)− ψ(t))‖L2(ΩΓ) 6 ‖∇(ψε(t)− QΩψε(t))‖L2(ΩΓ) + ‖∇(QΩψε(t)− QΩψ(t))‖L2(ΩΓ)

+ ‖∇(QΩψ(t)− ψ(t))‖L2(ΩΓ),

and therefore, with (5.6), for every pair (δ, ε) satisfying (3.2), we have a.e. on R+:

‖∇(ψε − ψ)‖L2(ΩΓ) 6 c[G]

√
R2
−

R2
i −R2

−

(
‖ψε‖S0(G) + ‖ψ‖S0(G)

)
+ ‖∇(QΩψε − QΩψ)‖L2(ΩΓ).

We can now choose δ large enough in such a way that the first term in the right hand side is small in
L2(R+) for every ε satisfying (3.2). Then (δ being fixed) for every T > 0 we can make the last term in
the right hand side also small in L2(0, T ) by choosing ε small enough, according to (5.5). All together
with (5.7), we can now conclude that (up to a subsequence in ε):

ψε −! ψ strong in L2
`oc(R+;S0(G)).

It is classical (see for instance [8, pages 76–77]) to combine this convergence result with the estimate
(5.3c) and obtain that, for every θ ∈ S1(G):

(D2θ,∇⊥ψε,∇ψε)L2(G) −! (D2θ,∇⊥ψ,∇ψ)L2(G) weak in L2
`oc(R+) as ε −! 0.

For every ε ∈ (0, ε0) and a.e. t ∈ R+, denote by ξε(t) the linear form ∂tψε(t) in S−1(Fε). The same
computations as for (5.3) lead for every θ ∈ S1(Fε) to:

(5.9)
∣∣〈ξε, θ〉S−1(Fε),S1(Fε)

∣∣ 6 ν‖ψε‖S1(G)‖θ‖S1(Fε) + ‖D2θ‖L2(Fε)‖∇ψε‖
2
L4(G) a.e. on R+.

Since S1(Fε) is a closed subspace of S1(G), we can extend by 0 every linear form ξε(t) on S1(G) (consider
an orthogonal supplement of S1(Fε) in S1(G), which is actually made explicit in Theorem 3.8). We
still denote by ξε(t) this extended form. From (5.9) and the uniform estimates (5.2) and (5.3c), we
deduce that ξε is uniformly bounded with respect to ε in L2(R+;S−1(G)) and therefore that there exists
ξ ∈ L2(R+;S−1(G)) such that (up to a subsequence):

(5.10) ξε −⇀ ξ weak in L2(R+;S−1(G)).

Consider again an open set Ω = G \ D− and let θ be in D(R;S1(Ω)). Then, for every ε small enough
Ω ⊂ Fε and: ∫

R+

(ψε(s), ∂tθ(s))S0(G) ds = (ψ0
ε , θ(0))S0(G) −

∫
R+

〈
ξε(s), θ(s)

〉
S−1(G),S1(G)

ds.

Letting ε go to 0, we obtain that:∫
R+

(ψ(s), ∂tθ(s))S0(G) ds = (ψ0, θ(0))S0(G) −
∫
R+

〈
ξ(s), θ(s)

〉
S−1(G),S1(G)

ds.

This identity being true for every θ ∈ D(R+;S1(Ω)) and for every Ω, we conclude with Theorem 3.8
(Ω plays the role of F) that it is also true for every θ ∈ D(R+;S1(G)) and therefore that ξ = ∂tψ and
ψ(0) = ψ0.

Consider back an open set Ω = G \ D− and let θ be in S1(Ω). Then, we can pass to the limit in every
term of the equation (5.1) and obtain that ψ belongs to the space:

L2(R+;S1(G)) ∩ C(R+;S0(G)) ∩H1(R+;S−1(G)),

and solves the Cauchy problem:

d

dt
(ψ, θ)S0(G) + ν(ψ, θ)S1(G) = (D2θ∇⊥ψ,∇ψ)L2(G) on R+,

ψ(0) = ψ0 in G.

This is true for every Ω and therefore, invoking again Theorem 3.8, this is true for every θ ∈ S1(G).
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We shall prove now the convergence results (1.11). For every ε, the vorticity field ωε belongs to the
space:

H1(R+;V−1(Fε)) ∩ C(R+;V0(Fε) ∩ L2(R+;V1(Fε)),
and solves for every θ ∈ V1(Fε), the Cauchy problem:

d

dt
(ωε, θ)V0(Fε) + ν(ωε, θ)V1(Fε) + (ωε∇⊥ψε,∇QFεθ)L2(Fε) = 0 on R+,(5.11a)

ωε(0) = ω0
ε in Fε.(5.11b)

Let now χ be in D(G \ {r}). Then, for every ε small enough, the domain Oε and the support U of the
function χ are disjoint. We choose θ = θε = PFεχ

2ωε in (5.11a) and this function is indeed in V1(Fε)
because QFεPFεχ

2ωε = χ2ωε belongs to S0(Fε). On the one hand, we have:

(5.12a) (ωε, θε)V0(Fε) = (ωε, χ
2ωε)V0(Fε) = ‖χωε‖2L2(G).

On the other hand:

(∇QFεPFεχ2ωε,∇QFεωε)L2(Fε) = (∇χ2ωε,∇ωε)L2(G)

= ‖∇(χωε)‖2L2(G) − ‖ωε∇χ‖
2
L2(G).(5.12b)

Using (5.12) in (5.11a), we obtain:

(5.13)
1

2

d

dt
‖χωε‖2L2(G) + ν‖∇(χωε)‖2L2(G) =

ν‖ωε∇χ‖2L2(G) − (ωε∇⊥ψε, χωε∇χ)L2(G) − (χωε∇⊥ψε,∇(χωε))L2(G).

Applying Hölder’s inequality to the second term in the right hand side term leads to:

(5.14a) |(ωε∇⊥ψε, χωε∇χ)L2(G)| 6 ‖∇χ‖L∞(G)‖ωε‖L2(G)‖∇ψε‖L4(G)‖χωε‖L4(G),

Then, Ladyzhenskaya’s inequality yields:

‖∇ψε‖L4(G) 6 c‖ψε‖1/2S0(G)‖ωε‖
1/2
L2(G),(5.14b)

‖χωε‖L4(G) 6 c‖χωε‖1/2L2(G)‖∇(χωε)‖1/2L2(G).(5.14c)

Putting together the estimates (5.14) and applying Young’s inequality, we obtain:

(5.15a) |(ωε∇⊥ψε, χωε∇χ)L2(G)| 6
ν

2
‖∇(χωε)‖2L2(G)

+ c[ν]‖∇χ‖2L∞(G)‖ωε‖
2
L2(G) + c[ν]‖ψε‖2S0(G)‖ωε‖

2
L2(G)‖χωε‖

2
L2(G)

The last term in the right hand side of (5.13) can be dealt with the same way:

(5.15b) |(χωε∇⊥ψε,∇(χωε))L2(G)| 6
ν

2
‖∇(χωε)‖2L2(G) + c[ν]‖ψε‖2S0(G)‖ωε‖

2
L2(G)‖χωε‖

2
L2(G).

Going back to (5.13) and using both estimates (5.15), we get:

d

dt
‖χωε‖2L2(G) +

(
νλdU − c[ν]‖ψε‖2S0(G)‖ωε‖

2
L2(G)

)
‖χωε‖2L2(G) 6 c[ν]‖∇χ‖2L∞(G)‖ωε‖

2
L2(G),

where λdU is the smallest eigenvalue of the Dirichlet Laplacian in the domain U (the support of the function
χ). We can now apply Grönwall’s inequality and thanks to the uniform estimates (5.2), we prove first
that ‖χωε‖L2(G) is uniformly bounded in L∞(R+) and next, with (5.13), that ‖∇(χωε)‖2L2(G) is uniformly

bounded in L2(R+). The convergence results (1.11) follow and the proof is completed.
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