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We study the excitation and ionization of cesium Rydberg states in an electric field (∼ 2200 V/cm)
near the classical field ionization threshold (∼ −280 cm−1 binding energy at this field) by 3-D ion-
electron coincidence spectroscopy. Cesium atoms are produced by an effusive oven and excited with
lasers to Stark-shifted Rydberg states or directly ionised. Using a double Time of Flight setup
we record 3-D (X, Y, Time of Flight) coincidence imaging of cesium produced electrons and ions.
Above-threshold photo-ionisation creates broad images with poor electron/ion-coordinates correla-
tion. Depending on the coupling of particular Rydberg states to the continuum, various images and
correlations are observed. Fast ionising states show very good correlations and reveal the electric
field lines, creating an efficient electric field mapping of the ionisation region. Slow ionising states
show that the relatively high atomic velocity is detrimental to the correlations. Experimental data
are accurately reproduced by detailed Monte Carlo excitation and ionization simulations based on
Stark maps obtained with local-frame transformation (LFT) theory. Spectroscopic LFT agreement
is usually very good with better that hundreds of MHz accuracy but on particular states several
GHz discrepancy is found. The study can be used to select appropriate states for the creation of
ion and electron beams with high brightness, good correlation and low energy dispersion, as well as
to provide a detailed analysis of LFT-theory shortcomings.

I. INTRODUCTION

Rydberg states of alkali metal atoms present strong
similarities with hydrogen atoms. However, under an
electric field, the presence of a polarizable core induces
couplings between hydrogenic states that deeply modify
the Stark diagram, the photoabsorption spectrum as well
as the field ionization lifetimes [1]. For instance, alkali
metal atoms ionize typically at the so called classical ion-
isation field F = 1/16n∗4 (in atomic units) where n∗ is
the effective quantum number that is linked to the bind-
ing energy of the states in zero field E = 1/2n∗2; whereas
many of the Stark states of hydrogen with energies well
above the classical ionization threshold are considered
stable [1–5]. The behaviour of atoms under electric fields
near their threshold is well known and various different
species have been studied: Rb [6, 7], Na [8, 9], He [10, 11]
or Ba [12], featuring observations of unstable levels cross-
ings and interference narrowing effects. However, almost
no study on Cs exists [13–15]. This is unfortunate be-
cause Cs atoms, being the heavier (stable) alkali metal
atoms, have the strongest relativistic (such as spin-orbit)
couplings, resulting in exaggerated behaviour compared
to other alkali metal atoms. An improved comprehen-
sion of the ionisation rates in this energy region would
allow the prediction of the ionisation rate of a given Stark
shifted Rydberg state which is not easy, as standard ma-
trix diagonalisation technique does not give insights into
ionisation [16]. Introducing complex absorbing potentials
in the Hamiltonian has shown good results in the predic-
tion of ionisation rate in Rubidium[17], but this demands
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the introduction of field-dependent parameters. Local-
frame transformation theory[18] is particularly adapted
to treat this problem, and naturally gives the ionisation
rate of individual states through their linewidths.

We report in this work on a detailed experimental
study of the lifetime of Cs Rydberg states with n ∼ 25,
near the classical ionisation threshold (laser wavelength
of ∼ 794 nm) in a static electric field of F ∼ 2200 V/cm.
The experimental set-up is a recently developed coinci-
dence spectrometer (see Fig. 1(a) and ref. [19]) based
on time-position-sensitive detectors (TPSD), allowing 3-
D correlation imaging of the ionisation region and the
production of beams of correlated ions and electrons. It
has both time-of-flight (ToF) and spatial imaging capa-
bilities that allow precise electric field mapping, study
of the ionization time for slow ionization process as well
as of the photo-ionisation kick-energy. Numerous states
have been studied, and only typical cases are presented in
this work. Accurate simulations based on realistic elec-
tric field lines and theoretical Stark maps help us to re-
late the observed images with individual ionisation rate.
Section II presents the experimental set-up, that is cali-
brated using above-threshold photo-ionisation data pre-
sented in section III. Section IV presents detailed anal-
ysis of several typical cases, from fast to slow ionising
states. Critical assessment of local-frame transformation
(LFT)-theory performance is also presented. We con-
clude in section V about the applicability of this method
to choose an appropriate state for high-performance elec-
tron or ion sources.



2

FIG. 1. a) 3-D view of the apparatus showing the cesium oven, the neutral cesium beam, the three lasers, time-and-position-
sensitive detectors (TPSD) and electron and cesium ions beams. P and S arrows define the polarisation for the Ti:Sa laser,
S polarization being along the Z axis. b) Planar view of the simulation c) Stark map of Rydberg states in cesium, from
−400 cm−1 up to 100 cm−1 above the classical ionisation threshold (shown in blue dashed line), from 0 V/cm to 3000 V/cm,
with the ionisation paths at 2170 V/cm used in this work. It is constructed from individual calculations using local-frame
transformation (LFT) theory at a given electric field. The four low energy electronic states (6S1/2, 6P3/2, 7S1/2 and 8S1/2)
have negligible Stark shift. Arrows represent one photon absorption with different ionisation paths. The inset is a zoom on
the Stark map, showing in details the region of further investigated ionising Rydberg states, with an explicit reference to the
figures featuring the circled states.
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II. SETUP

The experimental setup has been described in detail
previously [19, 20] and only a brief description will be
given here. It is based on a double time-of-flight (ToF)
spectrometer with two TPSD at opposite ends monitored
in coincidence mode. We create ion-electron pairs by
excitation and ionization of a neutral Cs beam created
by an effusive oven. The Cs beam enters a DC electric
field produced by two parallel plates with 4 mm-diameter
apertures, separated by ∼ 10 mm. The holed plates also
act as zoom-electrodes, allowing the imagery of the 1 mm
diameter excitation region. The apertures create curved
electric field lines, introducing field in-homogeneity of ∼
0.4 V/cm across the ionisation zone.

Narrowband laser excitation is performed by a three-
step (6s(F = 4) → 6p3/2(F = 5) → 7s(F = 4) → Ry-
dberg) excitation. We can thus only excite states with
total magnetic quantum number m = 1/2 (taking into
account the electron spin). The first two lasers per-
form Doppler selection reducing the effect of the effu-
sive atomic beam velocity dispersion. Low laser power
(∼ 10 µW for 852 nm, ∼ 100 µW for 1470 nm) ensures
that the power-broadening of the spectroscopic lines is
negligible. The only scanned laser is the Rydberg ex-
citation (7s → Rydberg) laser, a 45◦ angle Ti:Sa (wave-
length ∼ 794 nm and power ∼ 100 mW), monitored using
a high precision wavemeter (HighFinesse WSU-2), allow-
ing ∼ 5 MHz absolute frequency precision with sub-MHz
relative precision.

Pairs of created electrons and ions are oriented by the
static electric field towards the detectors, where their po-
sition and ToF are recorded. The electron detector is
composed of a set of microchannel plates (MCP) and
a delay line detector (DLD). The ion detector is com-
posed of a double stack of MCPs, a phosphor screen and
a CMOS camera. It uses the correlation between the
brightness of the spot on the phosphor screen and the
amplitude of the time signal on the MCP to correlate
signals from the same event [21]. Both detectors have
a position resolution of about 50 µm. If the measured
ToF fits within a given range around the expected value
(' 200 ns, corresponding to the spread caused by the po-
tential difference across the ionization region), the pair is
considered as coming from a unique ionization event and
is labeled as coincident in time. A low counting rate (kHz
range) allows image acquisition with the CMOS camera.
This rate also ensures that the false coincidences are neg-
ligible.

III. CALIBRATION USING ABOVE
THRESHOLD DATA

The first experimental studies on field-ionization pro-
cesses in Rydberg atoms ionization were done using only
spectral (from laser wavelength) and time information
from ToF [1, 22]. The ToF t also gives access to the

energy of the particles, with a resolution ∆V (in eV)

typically given by ∆V/V = 2
√

2∆t/t, where V is the en-
ergy of the produced beam (∼ 1 keV) and ∆t (∼ 100 ps)
is the time resolution of the detector [23]. The ToF val-
ues (∼ 19 ns for electron and ∼ 7.5 µs for the Cs+) al-
low only an energy resolution at the eV scale and thus
this is not very informative about the ionisation process.
However, our apparatus adds an imaging capability, that
gives access to the energy acquired by the particles dur-
ing ionisation. Indeed the initial position of an electron
is given by the detected correlated ion, and any deviation
from this position is a signature of ionisation kick-energy.
Any additional energy from the ionisation process will,
due to energy conservation and mass difference between
electrons and cesium ions, result in high electron veloc-
ities, and broadening of the image of the electrons, as
well as poor correlations. For a kick-energy of 1 meV, an
electron has a velocity on the order of 20 km/s and so,
without any other zoom effect, the spot size of the elec-
trons on the detector will be of the order of 4 mm, that
is easily visible. The ions will almost not be affected by
this energy and will fly as if they were initially at rest.
For each coincident event, the X (resp. Y) coordinate of
the electron is plotted with respect to the X (resp. Y) co-
ordinate of the coincident ion, giving rise to a correlation
curve for each coordinate. In our experimental condi-
tions, the width of these correlation curves is dominated
by the ionisation kick-energy [19].

This effect is first clearly visible on figure 2 where the
ionisation is done far above-threshold, thus releasing the
electrons with well-defined ionisation kick-energy, corre-
sponding to the difference between the photon energy
and the ionisation energy [24]. This is performed via a
fortunate direct two-photon resonant ionization process
(see Fig. 1(c)): one photon at 794.606 nm excites atoms
in the 6p3/2 state to the 8s level. Excited atoms can then
be ionised by a second 794.606 nm photon, with an extra
energy above threshold of ∆V ∼ 0.72 eV (∼ 0.68 eV are
due to field free above threshold, the rest due to Stark
shifted threshold lowering).

Ion images in both polarisation are very comparable,
showing that their position are not noticeably modified
by the direction of the ionisation kick. Electron images
are broad and feature a clear influence of the ionising
laser polarisation. The X and Y electron/ion correlation
curves are thus very broad, a clear signature that addi-
tional energy is given to the electron during the ionisa-
tion. Electrons are mostly emitted along the polarization
axis, introducing a clear difference between P-polarized
light, that has an electric field polarized parallel to the
(lasers) plane of incidence, and S-polarized that is per-
pendicular to this plane (see Fig. 1(a)). As expected,
the S-polarized image is smooth, while the P-polarized
one shows two bands (separated by ∼ 13 mm) due to the
electron initially ejected in the two directions along the
polarization axis. Indeed as we start from the 8s state,
and following dipolar transition rules, the free electron is
emitted in a p partial wave with a photoionization dif-
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FIG. 2. Experimental images obtained with the Ti:Sa pho-
toionization laser set with a photon energy ∼ 0.72 eV above
field-shifted threshold. Two different laser polarizations (S
and P) are shown. The 45◦ angle of the laser propagation axis
is clearly visible in all images. Top line: ion images. Middle
line: electron images. Bottom line: corresponding (X) corre-
lation images between electrons and ions (the Y correlations
are not shown but similar).

ferential cross section of dσ/dΩ ∝ cos2 θ where θ is the
polar angle (from the polarization axis).

Using an excitation from the 7s state to above-
threshold with a blue-detuned TiSa laser up to 700 nm,
we have checked the link between the width of the exper-
imental correlation curve (see lower panel of Fig. 2) and
the ionisation kick energy. We find a quadratic depen-
dence between the energy above threshold ∆V and the

FWHM of the correlation curve D: ∆V
0.72 eV ≈

(
D

13mm

)2
.

The quadratic dependence is expected from the simple
kinetic energy formula e∆V = 1

2mv
2
⊥ combined with

the ToF that converts the radial velocity v⊥ in posi-
tion. This quadratic dependence is approximated and
validated down to few tens of meV of kinetic energy [24].
Below this value the classical trajectories starts to be
modified by the coulomb interaction with the ionic core
[25]. For even lower electron kinetic energy, electron wave

function could play a role [26]. However, because we are
not in a Velocity Map Imaging configuration we are less
sensitive to the wave function behaviour and, as shown
below, our classical trajectory simulations are able to re-
produce our results.

A first conclusion is that this ion-electron correlation
scheme allows for radial energy (or velocity) measure-
ment that an electron acquires during photo-ionisation.
It clearly shows that positive energy photo-ionisation
is not suitable for the production of high-quality elec-
tron beams, and that ion/electron position correlation is
poor. For ionisation with low to zero extra energy (auto-
ionising Rydberg states) the correlation curve is a thin
line and we attain the resolution limit near 1 meV. This is
confirmed by simulations showing similar line broadening
than experimental ones for 1 meV electrons. Thus, with-
out more stable voltage power supplies (the one we use
have noise around 1 mV) it is difficult to know what ex-
perimentally ultimately limits the energy-resolution [19].

IV. IONISATION OF STRONGLY SHIFTED
RYDBERG STATES

In this section we will use the above-described tech-
nique to study the ionisation of diverse Stark-shifted Ry-
dberg states.

A. Short lifetime state: coupling spatial and
spectral resolution

A parameter that plays an important role in the pre-
cision of the measurement is the interplay between the
field inhomogeneity and the narrow spectral selection.
For sufficiently narrow atomic resonances and states with
strong Stark slope (dependence of energy versus field),
the excitation occurs only at precise field values, so that
a given laser frequency will excite atoms at different spa-
tial location. As the electric field is created by conduct-
ing plates with circular apertures, the regions of con-
stant field norms are hyperboloids. By carefully tuning
the laser frequency (while keeping the same potentials
on electrodes), we can thus select a particular region of
ionisation. Two kinds of ionisation regions can be ad-
dressed: two-sheets hyperboloid symmetric around the
centre of the electrodes, or one-sheet hyperboloid avoid-
ing the central axis. These two cases are presented re-
spectively in figures 4 and 3. Figure 3 shows the results
with an excitation at 794.241 65 nm under an electric field
of 2168.8 V/cm while figure 4 correspond to another state
at 794.234 985 nm under the electric field of 2166.6 V/cm.

In both cases the excited states have very similar prop-
erties as shown in the LFT-Stark map, with a lifetime
∼ 10 ns, short enough to allow direct auto-ionization be-
fore any visible atomic motion, but long enough in or-
der to have a narrow resonance condition. The thinness
of the correlation line indicates that the electrons are
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FIG. 3. Experimental and simulated results for the excitation
of a fast-ionizing Stark-shifted Rydberg state. The ionising
laser is set at λ = 794.241 65 nm and the resonant electric field
is 2169.35 V/cm. Electrode potentials are chosen to place this
field value off-axis. a) LFT-Stark map around the area of in-
terest with linewidth of the state, b) Central zoom on the
Simion simulation. The field line is taken at 2169.35 V/cm),
c) 3D representation of the initial ionizing point for the ex-
cited Rydberg states (the axis are 2 mm spread) d) experi-
mental (top line) and simulated (bottom line) images, from
left to right the electron image, the electron-ion (Y) correla-
tion image and the Time of Flight (ToF) between correlated
ions and electrons.

ejected with small velocity, just at the threshold.

This is clearly illustrated by simulation: in the one
sheet hyperboloid case (Fig. 3) atoms are excited when
their motion cross the proper (resonant electric field) one
sheet hyperboloid. This occurs at many different axial
positions producing only a broad ToF but in two different
region radial points along their trajectories, producing,
due to the cylindrical symmetry, a hollow image. On
the contrary, in the two sheets hyperboloid case (Fig. 4)
atoms are excited all along their trajectories, producing

FIG. 4. Same as Fig. 3 but now after the excitation of an
fast-ionising Rydberg state resonant on electric field lines at
the center of the electrodes. The field line of b) is taken at
2165.6 V/cm. The axis for the 3D representation, in c), have
been modified to obtain a better view.

a single image, but at two different electric field axial
positions, producing two different ion groups and so two
different ToF forming two lines in the correlation curve.

1. Stark and ionization map simulation

In order to have a better understanding on the
Rydberg behaviour (the Stark shift and the life-
time/ionisation rate), we have compared our results to
a well established theory of photoabsorption, based on
quantum defects and field-dependent frame transforma-
tion between spherical and parabolic coordinates [18]. It
is able to give a Stark map (see panel a) in the lower line
of figures 3 and 4, where the apparent linewidths give
the ionisation rate of individual states. This theory[18]
is based on a Local Frame Transformation (LFT) that is
performed between the wavefunctions near the core (that
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are well described by phase shifted spherical Coulomb
functions) and the wavefunctions at large distances (that
are well described by the solutions of the Coulomb plus
Stark potential in parabolic coordinates). Thus, the
transformation matrix only depends on the strength of
the electric field. The resonance lifetimes are obtained in
this theory through the scattering between the different
parabolic channels which occurs because the low angular
momentum partial waves have a phase shift. The spe-
cific properties of the atoms are incorporated through
the zero field quantum defects and transition dipole ma-
trix elements of the atom. The transition dipole matrix
elements can be obtained from effective one-electron po-
tentials, however we didn’t implement them in the pre-
sented calculations.

2. Simion simulation

The simulation of the results (see middle lines of Fig. 3
and Fig. 4) is performed using the Simion R© Ion and Elec-
tron Optics Simulator. For this purpose we use the Lua
programming language allowing to transform an initial
moving atom, at constant velocity v, first into a Ryd-
berg atom, then into an ion and electron pair thanks to
a Monte Carlo algorithm. The atomic beam is taken as
a Gaussian beam of ∼ 1 mm size moving at vz = 200 m/s
velocity along z but, to take into account our beam ge-
ometry and the Doppler selection, with a Gaussian rms
uncertainty of 5 m/s on all 3 axis. The evolution is done
at every time step dt ∼ 5 ns. The excitation to the Ry-
dberg state (with rate Γexc) and its subsequent ioniza-
tion (at rate Γion) are calculated using the Metropolis-
Hastings algorithm (the reaction is effective if Γdt is
smaller than a random number taken uniformly between
0 and 1). The ion and electron trajectories are then di-
rectly handled by the Simion software. The excitation
rate is taken from a perturbative two level model, giving
Γexc ∝ I

δ2+Γ 2/4 where I is the laser intensity, δ is the

detuning from resonance and Γ is the sum of the Ryd-
berg and 7s states spontaneous emission rate (Γ7s), the
ionization rate (Γion) and of the Ti:Sa laser linewidth
(Γ7s ≈ 1

50 ns and Γion dominate). The evolution of the
detuning δ and of Γion with the electric field seen by the
atoms are extracted from the corresponding LFT-Stark
map (see panel (a) in the lower line of Fig. 3 and Fig. 4)
and implemented using a quadratic fit in the code.

The only fitted parameter is the transition dipole ma-
trix element, that is not provided by the LFT code. This
parameter enters (squared) in the proportionality factor
of the excitation rate together with the spatial depen-
dence of the (∼ 0.9 mm waist) Ti:Sa Gaussian laser in-
tensity I.

Simulations, typically performed with 500 000 parti-
cles, agree very well with the experimental data. These
simulations also help us study the excitation efficiency.
For instance a neutral atom is excited to a Rydberg state
with ∼ 2% efficiency in the figure 4 case but ∼ 20% in

FIG. 5. Experimental and simulations results after the exci-
tation of a long lived Rydberg state excited on the one-sheet
hyperboloid. Upper (experimental results) and bottom (sim-
ulation) lines: from left to right the electron image, the X and
Y electron-ion correlation images.

the figure 3 one. The higher rate is mainly due to the fact
that almost all atoms cross a field value where they can
be excited in the second case but the central atoms just
go through the apparatus and do not find any resonant
field. The efficiency is also directly visible on the experi-
mental data, for instance with a ∼ 20% reduction of the
signal in the right part of the ”hollow circle” data in fig-
ure 3. Indeed neutral atoms arriving in this part are the
one that have not been excited in the first hyperboloid
sheet.

B. Long lifetime state: motion

Due to the atomic beam velocity, a few micrometer
spatial region is covered in only few tens of nanosecond.
Thus, for a slower ionizing resonance (lifetime bigger
than 100 ns) the narrow spatial excitation region, cre-
ated thanks to the stringent spectral resolution, can still
lead to a large ionisation region. This is visible in fig-
ure 5 where we excite atom with a Ti:Sa wavelength of
794.555 780 nm at a mean electric field of 2169.7 V/cm.
The LFT ionization rate is only Γion ≈ 1/(12 µs). The
rate is small enough to allow a narrow linewidth exci-
tation and thus a resonance condition (creating the hol-
low structure). However, the spatial zone of ionization is
very large due to the long lifetime of the state. This also
broadens the correlation curves,

C. Motion induced field ionization

The lifetime of the state presented in figure 5 is long
enough to allow the atoms to move to another region
before their ionisation. In the case of a long-lived state
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FIG. 6. Results after the excitation of a “double” state on
the one-sheet field hyperboloid. Left: experiment (top) and
simulation (bottom) and right: rate equation simulation for
a traveling excited atom.

that has a rapidly-changing ionisation rate with the elec-
tric field [15], we could observe a sharp ionisation zone
shifted from the excitation zone. We found rare occur-
rences of this behaviour, for example when tuning the
ionising laser at 794.434 55 nm and under a 2168.8 V/cm
electric field. Experimental results of this state can be
found on figure 6, showing a clear distinction between
excitation and ionisation.

The central spot on Figure 6 is quite similar to the
one on figure 5 but stops abruptly. This clearly indicates
that we excite a state that is field ionized when atoms
move to higher fields. Unfortunately, if for all states pre-
sented up to now we found very good agreement between
the experiment and the LFT theory, the state shown on
figure 6 is not well reproduced by the LFT theory, show-
ing an energy discrepancy of several GHz. Scanning the
wavelength and field around 794.435 nm and 2170 V/cm
showed the same image structure, with the excitation of
a Rydberg state that ionizes ”on the spot” and a second
spot which is always located near the 2173 V/cm field
lines. This observation possibly indicates that we excite
two degenerate Rydberg states, one short lived that ion-
izes immediately and a second, long-lived, that ionises
when reaching the 2173 V/cm field line during its flight
through the excitation region.

We have thus simulated this situation using a 60% ex-
citation for the unstable state with a lifetime of 550 ns
and a 40% excitation for the stable state that ionizes at
a 2173 V/cm field. To take this into account, we use a
Gauss error function dependence of Γion, as a function
of the field, from 0 to 1400 ns with a rms σ ∼ 0.1 V/cm.
These values scale with our choice of a typical Stark shift
of 0.007 cm−1 per 1 V/cm. The agreement between the
experiment and the simulation is very good, as seen on
figure 6. However, our interpretation is still questionable
because it is not supported by the LFT Stark maps.

FIG. 7. Comparison of experimental and theoretical (LFT)
photoionisation scans. The classical ionisation field threshold
is indicated by a blue dashed line. Intensity scales are arbi-
trary, and both spectra are cut from the top in order to better
see the low intensity lines.

D. Critical comparison of experimental data with
LFT theory

As mentioned before, and as shown on figure 8, the
LFT code [18] at our disposal accurately predicts the en-
ergies and lifetimes of Stark states both below the shifted-
threshold and way over it. Figure 7 shows a comparison
between LFT scans and experimental scans over a large
energy range (1.2 THz) around the field-shifted thresh-
old, that is at −285.082 cm−1 at the field of 2169 V/cm.
The direct comparison shows very good agreement both
on the energy positions and linewidths of probed states,
both below and above threshold. The intensity of exper-
imental peaks artificially decreases below −290 cm−1 be-
cause of long-lived states, leading to low electron collec-
tion. Even more, comparing intensities is tricky for two
other reasons: we did not implement field-free transition
dipoles in the code; and we compare experimental ion-
isation intensity with theoretical absorption, which are
linked by ionisation rates. This means that the relative
intensities differences between experiment and theory (in
particular in the low-energy, low ionisation rates region)
can not directly be attributed to defects in the theory.
However, in regions with ionisation efficiency close to 1
(above the classical threshold), the raw LFT-intensity
still compares very well with experiments.

To improve the comparison, in particular on the
linewidths, from qualitative to quantitative, we per-
formed the same scan on another set-up (described in
[15]), with smaller field inhomogeneities and tighter-
focused lasers. A comparison of these data with the cor-
responding LFT spectrum is shown in figure 8.

We improved the comparison by convoluting the the-
oretical spectra with an estimation of the field inhomo-
geneity in the ionisation region. The result is a very good
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FIG. 8. Comparison of computed and experimentally ac-
quired photo-absorption spectra at F = 2172.3 V/cm. The
theoretical spectrum is a weighted sum of spectra at different
electric field values to compensate for the finite extension of
the ionisation zone (and thus the electric field inhomogeneity).
The code is accurate on the position, Stark slopes and natural
linewidth of all peaks but the peculiar one corresponding to
the state studied on figure 6 visible at ∼ −283.3 cm−1.

agreement on the predicted energies of most states, with
mean errors of 200 MHz. Two instances of higher dis-
crepancy (at −283.5 cm−1 and −281.2 cm−1) in the GHz
range were nevertheless present, indicating critical points
in the LFT (the first one corresponds to the state pre-
sented on figure 6). The observed linewidths are in very
good agreement, even for states whose energy is poorly
predicted. This confirms that LFT can be used to predict
energies and ionisation rate in this energy range.

The accuracy of the LFT theory was already ascer-
tained in many systems [27–29], but to our knowledge
this is the first time that this theory is compared with
experimental results on cesium with good energy resolu-
tion [30]. These calculations were considered as reliable
enough to be used for an electric field calibration, with
an estimated precision better than 1 V/cm. As the code
uses sets of quantum defects as input, we wanted to rule
out the possible role of inaccurate quantum defects in
the aforementioned large discrepancies, so we performed
additional calculations with different sets of quantum de-
fects.

The main set of quantum defects was constructed from
the most recent experimental values and completed with
older measurements [31–34]. It was compared with the
quantum defects set used in the software and python li-
brary Alkali Rydberg Calculator [32, 33] for ease of com-
parison with other published data. We also tested the
influence of each value not present in the most precise
reference [31]. This analysis revealed that the amplitude

of quantum defects errors, that would be responsible for
the observed inaccuracies, are too big to be credible. It
means that the match between the calculated and ob-
served states positions is not primarily dependent on the
precision of the quantum defects values, and we conclude
that the errors come solely from the theory. This study
also proves that, when the quantum defects for d3/2 states
is changed, of all the states presented in figure 8, the
most affected by this change are the one with the initial
higher discrepancy. This is a strong indication that the
LFT theory, while accurate on most states in this energy
field range, particularly lacks accuracy with states with
strong d-component. This resonates with recent findings
that the LFT does not, in some cases, conserve the total
angular momentum [35].

A more exact theory named Generalized Local-Frame-
Transformation (GLFT), based on R-matrix local frame
transformation, has been shown to improve the accu-
racy of computed photoionization Stark spectra by two
or three orders of magnitude, down to a few tens of MHz
[35]. We believe that the lack of accuracy in the present
calculations could be detrimental to our future experi-
mental effort and thus that it will become interesting to
implement GLFT or any other supposedly more precise
theoretical framework [27].

V. CONCLUSION

In conclusion we have studied many cases of Rydberg
field-ionisation, from way above threshold (very unsta-
ble states) to way below threshold (meta-stable states)
including crossing, tunneling or interference narrowing
effects. By combining the 2D spatial image and the ToF
we have a full 3D information on the initial ion-electron
position: the image gives access to the transverse posi-
tion where the ToF refers to the axial position.

Excitation of states with lifetime bigger than 100 ns
(slow ionisation) converts the spectral resonant excita-
tion to a spatial selection thanks to the inhomogeneous
electric field. This can be used to produce narrow ex-
citation, or ionization zone much smaller than the laser
spot. This is an interesting situation where the spatial
position, and thus the ion electrical potential energy, can
be modified simply by changing the laser frequency. The
use of ion-electron correlation allows good energy resolu-
tion for the ionisation kick-energy, and already indicates
the potentiality for the use of such states to produce very
monochromatic electron or ion beams [15, 19, 36]. In par-
ticular this technique should allow us to identify states
that experience a rapidly changing ionisation rate when
evolving in an inhomogeneous electric field.

Standard photoabsorption theory based on quantum
defects and field-dependent frame transformation was
found to agree well with our experimental results, both
for the energy positions and for the linewidths/ionisation
rates of the Rydberg-Stark states, for all the data except
two peaks that shows several GHz discrepancy. Updating
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this code to the more recent and more precise GLFT[35]
could resolve these discrepancies.
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