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Abstract. Aiming to retain their position in the marketplace, organizations are 

constantly enhancing research and development-based digital innovation 

activities in order to constantly develop new products and deploy new 

technologies. However, innovative trends and products are prone to failure, 

leading to undesired repercussions. In addition, when evaluating a product life-

cycle, many decision-makers confront unprecedented challenges related to the 

estimation of potential disruptive innovation. To address this gap and to tackle 

the opportunities of digitalization, we conduct quantitative study to investigate 

the usage of research and development activities that can represent a main 

economic driver for new product/service development. A new approach for 

predicting innovative technology-based product success is proposed using 

Neural Networks models and based on the analysis of patents, publications and 

technologies revenues which are considered major key performance indicators 

in measuring technology-based product power. The proposed methodology 

consists of two main steps: forecasting patents and publications growths 

separately for a specific candidate technology using a common predictive 

Neural Network regression model, then integrating the results into a Multi-

dimensional Neural Network classifier model in order to predict future revenue 

growth for this candidate technology. The present methodology is applied using 

two different types of Neural Networks for comparison purpose: “Wide and 

Deep Neural Networks” and “Recurrent Neural Networks”. Consequently, 

addressing this estimation represents a decision support and a crucial 

prerequisite step before proceeding with investments, where organizations can 

improve decision making in innovative technology-based product/service 

development. The findings show that the Recurrent Neural Networks models 

achieve higher prediction accuracy, and outperform the Wide and Deep Neural 

Networks, proving to be a more reliable model that can enhance digital 

innovation development. 
 

Keywords: Innovative product development. Forecasting product revenues. 

Neural Networks. Decision support. 
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1 Introduction 

 
Nowadays, with the intention to increase financial revenues and to determine 

competitiveness in the market, organizations are constantly enhancing research and 

development-based digital innovation activities which represent a main driver for new 

product/service development [1]. For instance, Jneid and Saleh stated in their study 

that innovation represents the main component that contributes to the success of new 

start-ups encountering a competitive environment [2]. However, despite the fact that 

organizations are constantly developing new products while increasing R&D 

investments and deploying new technologies, innovative trends are prone to failure, 

leading to undesired repercussions [3]. Furthermore, when evaluating a product life-

cycle, the decision-makers of the organization first need to consider and estimate the 

potential disruptive innovation, in order to assess when a product is threatened to 

enter the decline phase [4]. For example, Apple with its innovative iPhone series and 

Samsung with its Android operating system forced Nokia phones to enter the decline 

phase of their life-cycle in 2007 [5].  

Nevertheless, while innovation disruptiveness can threaten the existing product 

market performance, the adoption of this disruptive technology may improve and 

lead to a new product development [6].  

The main problematic of the current study is to explore how disruptive innovation can 

be estimated quantitatively in an early stage, and therefore to examine how digital 

innovation development can be enhanced by forecasting new technology-based 

product success by applying a convenient predictive technique that can support the 

decision-making in the organizations.  

Several previous studies proposed different methodologies to identify a potential 

disruptive innovation in order to improve efficiency during new product development 

process. Nagy, Schuessler and Dubinsky [7] suggested a qualitative study that can 

determine if a new candidate technology would be a  potential disruptive innovation. 

This method highlights the importance of comparing the technical standards, the 

functionality and the ownership of this new candidate innovation with the existing 

technology currently used in the organization. In addition, Momeni and Rost [8] 

proposed a systematic tool that can analyze quantitatively the relationship between 

technological disruptiveness and highly cited patents. It is based on patent-

development path, topic-modeling used for patent-citation analysis and k-core 

analysis to classify different subgroups of each technology. A quantitative study of a 

visualization bibliometric analysis has been elaborated as well to explore potential 

disruptive innovation [9].  

However, each of those methodologies has limitations. For instance, the 

aforementioned qualitative procedure often rely on subjective judgments of decision-

making experts, which may influence results [9]. The patent-development path 

solution and the bibliometrics-based analysis cover only single indicators, patents and 

bibliometrics dimensions respectively. 

Consequently, to address this gap, the technologies-based products development 

process can be monitored by analyzing historical data of the related R&D activities 

and products revenues. Specifically, patents, publications and revenues are considered 

major key performance indicators and effective dimensions in measuring technology-

based product power. In this regard, we propose a new methodology based on two 

main steps: forecasting patents and publications growths separately for a specific 

candidate technology using a common predictive Neural Network regression, then 

integrating the results into a Multi-dimensional Neural Network classifier in order to 

predict the future revenue-volume for this candidate technology. The present 

methodology is applied using two different types of Neural Network models for 

comparison purpose: “Wide and Deep Neural Networks” and “Recurrent Neural 

Networks”.  

Consequently, addressing this estimation represents a decision support in technology-

based product/service development and a prerequisite step before proceeding with 

investments.  
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The present study represents a proof of concept where it focuses on forecasting the 

patents, publications and revenues dimensions growth for a single candidate 

technology, noting that when this approach is to be applied on a real case study on 

organizational level, it can involve both a new technology representing a potential 

disruptive innovation, and an existing technology currently used in the organization, 

for comparison purposes. 

In addition, given the fact that a single product may embed several combined 

technologies (such as a drone that can be composed of 3D mapping technology, 

Infrared cameras, etc.), and since patents and publications data are technology-bound 

whereas revenues data are product-bound, the current study focuses on a specific type 

of product which is based on one major trending technology.  

The remainder of this paper is structured as following: Section 2 presents the related 

work on the patent, publication and revenues-based forecasting methods. Section 3 

presents the research design and the proposed methodology. The experimental setting 

of the present study and the results are described in section 4. Section 5 concludes the 

work and points to the study limitations and to future research directions. 

 

2 Literature Review 

 
R&D-based digital innovation activities represent a main driver for new 

product/service development. Patents data play a significant role in forecasting the 

success of trending technologies as justified in the paper “Predicting Technology 

Success based on Patent Data, using a Wide and Deep Neural Network and a 

Recurrent Neural Network” [10]. Publications data can be used as well to measure 

technological and scientific capabilities [11]. Furthermore, patents and publications 

data are considered among the most important dimensions that have potential benefits 

and reflection into the knowledge‐based economy [12, 13]. 

Patent and Publication-based technology forecasting methods: Growth curves, 

scenario planning and analogies technology forecasting tools have been used based on 

patent and bibliometrics analysis, while focusing on food safety, fuel cell and optical 

storage technologies [14]. Moreover, patent analysis, bibliometric analysis and the 

technology roadmapping method have been combined to visualize and predict the 

future development of the Nanogenerator technology in China [15]. 

Revenue forecasting studies: Different revenue forecasting techniques are used to 

evaluate the product level and thus to support planning and decision making. An 

efficient solution based on three different machine learning models for regression and 

time series forecasting has been provided to predict revenues and applied on 

Microsoft’s Finance organization real finance data [16]. The travel toll revenue 

forecasting has been applied and illustrated in a probability distribution, using a 

Neural Network model [17]. Moreover, an analysis on historical data has been 

conducted as well using a Neural Network model, in order to predict rental income for 

enterprises having several malls [18].  

However, although several previous studies propose to identify future technology 

development, none of them rely on combining patents, publications and technologies 

revenues as key performance indicators. Accordingly, and based on our research, the 

current study has not been applied so far when evaluating and monitoring technology-

based product development in this specific context. 

3 Research Design 

 
The analysis of patents, publications and revenues data is considered as a quantitative 

approach to assess their impact on the technology-based product success. Precisely, 

this study visualizes the historical growth of patents, publications and revenues 

dimensions, as well as their predictive future variation for a given candidate 
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technology, using two separate types of Neural Networks for comparison purposes: a 

Wide and Deep Neural Network model and a Recurrent Neural Network model. These 

neural networks are to be implemented as following: The one-dimensional WDNN 

(ODWDNN) and RNN (ODRNN) models are employed to separately predict the 

patents and publications growth. Therefore, their predicted results, as well as the 

historical data of these two dimensions, will then be used as inputs in either a 

Multidimensional Wide and Deep Neural Network (MDWDNN) classifier for 

WDNN, or a Multidimensional Recurrent Neural Network (MDRNN) classifier for 

RNN. These multidimensional neural networks are designed to forecast future 

revenues ranges for specific trending technologies, and therefore evaluating and 

measuring technology-based product power. 

Why use a Neural Network model: Based on different studies, Artificial Neural 

Network models can outperform traditional models, such as Linear Regression [19] 

and Autoregressive Integrated Moving Average [20] in the context of time series 

forecasting and obtaining higher accuracy. In addition, since this study model will 

eventually be targeting organizations in a future work, a predictive neural network can 

be trained and tested through historical Big Data for an unsupervised [21] and 

dynamic learning [22]. 

Why use a Wide and Deep Neural Network model: A wide and deep model can 

handle complex large-scale data, integrating heterogeneous input data [23]. 

Furthermore, Deep Learning algorithms can generalize the relationships in the data 

and the extracted representation, by extracting rare or new combinations by 

transitivity of correlations. However, deep neural network may over-generalize and 

extract less relevant features [24]. Accordingly, the exception rules and the 

memorization of features correlations or interactions in the historical data, is a crucial 

need to improve the neural network forecasting. Hence the power of combining a 

deep model for learning interactions within historical data and then generalizing the 

output on new data with a wide model for memorizing specific rules and learning 

exceptions [24]. 

Why use a Recurrent Neural Network model: A recurrent neural network can 

process sequences of inputs, which represent the time series of patents and 

publications in our case, with different lengths, to return a sequence of outputs [25]. In 

addition, LSTM (Long Short-Term Memory) can be used in the RNN to reduce the 

vanishing gradient problem that occurs in the basic recurrent neural networks [26]. 

 
3.1 Proposed Methodology 

 
The current methodology relies on three dimensions: patents, publications and 

revenues. It first predicts the growth of the number of patents and the number of 

publications respectively, which will be used in the final prediction phase of revenues 

ranges. It covers different principle objectives explained in Table 1. Noting that these 

objectives and tasks are applied for both neural network types. 
 

Table 1. Methodology design objectives. 

Objective: Data Collection 

1 Listing new and old trending technologies based on different sources. 

2 Searching for related keywords for each technology. 

Objective: Database integration 

3 Inserting the collected data into a new integrated database. 

Objective: Data Collection 

4 Extracting patents, publications and revenues data for each technology from several 

sources based on keywords matching. 

Objective: Database integration 
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5 Manipulating and inserting the collected data into the integrated database. 

Objective: Data manipulation 

6 Computing the total number of patents / publications per technology per year. 

Objective: Datasets creation 

7 Grouping patents / publications data by technology for max years. max represents the 

maximum number of years per technology where historical data is available in the 

training dataset. 

Objective: Neural Network 1 (NN1) implementation 

8 Training the first Neural Network (ODWDNN and ODRNN) with patents data. 

9 Testing the Neural Network (ODWDNN and ODRNN) with patents data. 

10 Predicting the number of patents for the candidate technology for the next p years. 

Objective: Database integration 

11 Inserting the output data of Neural Network 1 (ODWDNN and ODRNN) into the 

integrated database. 

Objective: Neural Network 1 (NN1) implementation 

12 Training the first Neural Network (ODWDNN and ODRNN) with publications data. 

13 Testing the Neural Network (ODWDNN and ODRNN) with publications data. 

14 Predicting the number of publications for the candidate technology for the next p 

years. 

Objective: Database integration 

15 Inserting the output data of Neural Network 1 (ODWDNN and ODRNN) into the 

integrated database. 

Objective: Dataset creation 

16 Grouping patents, publications and revenues data by technology and by year. 

Objective: Neural Network 2 (NN2) implementation 

17 Training the second Neural Network (MDWDNN and MDRNN) based on the three 

dimensions. 

18 Testing the Neural Network (MDWDNN and MDRNN) with patents, publications 

and revenues data. 

19 Predicting the revenues classes for the candidate technology for future p years. 

Objective: Database integration 

20 Inserting the output data of Neural Network 2 (MDWDNN and MDRNN) into the 

integrated database. 

Objective: Results visualization and Decision-making 

21 Illustrating the revenues variation in statistical graphs. 

22 Evaluating the candidate technology based on business perspective. 

 

3.2 Neural Network Structures 
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The present Neural Networks are implemented using the TensorFlow1 software 

library under Python. As previously mentioned, two Neural Network types are 

structured as following: 

Neural Network 1. The first neural network is implemented using two different 

models for comparison purposes, in order to separately estimate the number of patents 

and the number of publications. 

One-dimensional WDNN (ODWDNN). This Neural Network is structured as a “DNN 

Linear Combined Regressor” where the predicted output represents a continuous 

variable. It is designed with the same architecture and configuration as the WDNN of 

the Saade, Jneid & Saleh paper [10]: ODWDNN contains h hidden layers, and each 

layer contains a specific number no of nodes. It is built based on the Adam 

optimization method which is designed for training deep neural networks and can 

outperform other stochastic optimization methods [27]. In addition, the number of 

patents / publications will be predicted for the technology in question for each future 

year separately, where each predicted output is serving as input for the next prediction 

until the number of future years p is reached. 

One-dimensional RNN (ODRNN). This Neural Network model is structured with the 

same architecture and configuration as the RNN in the study of Saade, Jneid & Saleh 

[10]: ODRNN contains h recurrent hidden layers, with a specific number no of nodes. 

It is built based on the following features: 

- Long Short-Term Memory (LSTM) cells: they are activation cells that can 

outperform traditional recurrent layers. 

- Sequence-to-Sequence (seq2seq) neuronal architecture: where the RNN 

encodes a variable-length sequence of inputs into a fixed-length vector 

representation and then decoding a fixed-length vector representation into a 

sequence of outputs [28]. Noting that the input sequences lengths vary according 

to the data availability of each technology. 

- Many-to-many structure: where both the input and the output represent 

sequences of data with same or different lengths. 

- Adam optimizer: can outperform other stochastic optimization methods [27]. 

In addition, the output layer represents a sequence of number of patents / publications 

forecasted in a single step from Year1 till Yearp. 

Neural Network 2. The second Neural Network is implemented using two different 

models for comparison purposes. They are designed as multidimensional neural 

networks and classification predictive models. Patents and publications data represent 

the inputs dimensions and the ranges of revenues represent the output classes. This 

classifier would return a probability distribution for each of the defined classes. 

Multi-dimensional WDNN (MDWDNN). MDWDNN is structured as a “DNN Linear 

Combined Classifier”. Adam is applied as well in the MDWDNN as an optimization 

method. This Neural Network consists of the following layers: 

 

                                                           
1 Tensorflow is an open-source API created by Google and is used for Machine Learning 

purposes. 



7 

 

 

Fig. 1. Multi-dimensional Wide and Deep Neural Network (MDWDNN). 

 
• Input Layer: The input layer represents the number of patents and publications for 

a technology for each available year. 

• Hidden Layers: This neural network contains h hidden layers, and each layer 

contains no nodes. 

• Output layer: represents the revenues ranges to be forecasted. Noting that each 

predicted output is serving as input for the next prediction until the number of future 

years p is reached. 

Multi-dimensional RNN (MDRNN). MDRNN processes time series sequences of 

multidimensional inputs, and predicts the probability distribution for each class for 

these sequences. In addition, it is based on encoder-decoder sub-models using LSTM 

and is structured as a Many-to-One model for classification usage, where the inputs 

represent sequences of data and the output represents a category. Moreover, Adam is 

applied as well in the MDRNN as an optimization method. Accordingly, it is built 

based on the following three layers: 

 

 

Fig. 2. Multi-dimensional Recurrent Neural Network (MDRNN). 

 

 Input Layers: MDRNN consists of a specific number nb of input layers or 

dimensions. They take time series sequences with a variable length. 

 Hidden Layers: Since a multidimensional recurrent neural network (MDRNN) 

consists of replacing the single self-connection in each node in a standard recurrent 

neural network with as many of self-connections as there are dimensions in the 

input data [29], MDRNN contains h recurrent hidden layers, with a specific number 

no of nodes, where each node in each hidden layer contains nb self-connections. 

 Output Layer: The output layer represents a sequence of classes to be predicted in 

a single step from Year1 till Yearp. 

 

4 Experimentation  
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In order to train and test the neural networks, patents, publications and revenues data 

are collected for 15 trending technologies. Noting that since this study model will be 

targeting actual organizations in a future work, this predictive neural network can be 

eventually trained and tested using historical Big Data. The candidate technology’s 

data are applied on the neural networks to predict its future patents, publications and 

its revenues ranges for the next four years. 

 

4.1 Data Collection 

Technologies Listing. Different web sources such as IEEE, Scientific American, 

Elsevier, etc. are used to list several trending technologies and their related keywords, 

such as the “Additive manufacturing” term for the “3D printing” technology. 

 

Patent Data Source. Data of the granted patents applications that have been 

published before December 31, 2019, are extracted from the United States Patent and 

Trademark Office (USPTO) database which is considered among the richest 

intellectual property databases [30]. 

Publications Data Source. Publications data such as title, year, author name, etc. are 

extracted from Springer that includes a wide range of bibliometric resources. 

Revenue Data Source. The revenues related to each technology for several years 

have been extracted from different web sources, such as: Statista web pages, Smart 

Insights and different reports and articles.  

 
4.2 Training, Testing and Prediction Datasets Creation 

 

Given that the amount of the collected data is limited in volume, it has been split 

manually into training and testing datasets. Furthermore, in order to compare the 

predicted values with the actual values and to visualize the accuracy of the Neural 

Networks, the validation dataset is also taken as the prediction dataset, where “Virtual 

Reality” represents the candidate technology for which its future values will be 

forecasted. In addition, the predicted outputs of ODWDNN and ODRNN are 

integrated into MDWDNN and MDRNN respectively, along with the historical data 

of patents, publications and revenues dimensions. Furthermore, given that Neural 

Network 2 (MDWDNN and MDRNN) represents a classifier model that predicts the 

future revenues ranges for a specific trending technology, revenues data have been 

grouped into 3 classes based on data availability, as following:                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           

 

Table 2. Revenues classes. 

Class Revenues ranges (in USD) 

1 0 <= Revenue <= 10 Billion 

2 10 Billion <= Revenue <=  50 Billion 

3 Revenue > 50 Billion 

 

4.3 Neural Networks Implementation 
 

The configurations and the training parameters of the neural networks have been 

adjusted and tuned progressively and determined experimentally according to the 

most accurate results. In addition, in order to ensure a fair comparison, the number of 

training steps applied for both neural network types are similar, and equal to 1000 

steps. 
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Neural Network 1. Regarding the results accuracy of the ODWDNN and ODRNN 

models, it is calculated based on the same steps and formulae employed in the Saade, 

Jneid & Saleh article [10]. 

One-dimensional WDNN (ODWDNN). ODWDNN is implemented with the following 

main parameters, as defined in the Proposed Methodology section: 

 
 

 

 

 

One-dimensional RNN (ODRNN). It represents a Sequence-to-Sequence Recurrent 

Neural Network. It has been built and implemented based on the following main 

parameters defined in the previous sections: 

 
 

 

 

Neural Network 2. The results accuracy of the Multi-dimensional Neural Networks 

Classifiers MDWDNN and MDRNN are generated based on the built-in Softmax 

function that provides the probability distribution for output classes [31], which 

means Softmax takes the predicted output values and normalizes them into 

probabilities. 

Multi-dimensional WDNN (MDWDNN). MDWDNN is implemented with the 

following main parameters, as defined in the Proposed Methodology section: 

 
 

 

 

 

Multi-dimensional RNN (MDRNN). The parameters of MDRNN are configured as 

following:  

 

 

 

4.4 Results 
 

The following subsections represent the obtained results for the “Virtual reality” 

candidate technology using both types of Neural Networks, illustrating the predictions 

quality, where the ordinate axes represent the dimensions values and the abscissa axes 

represent the time. 

Neural Network 1 
As per the below graphs and Table 3, the ODRNN achieves a better performance and 

accuracy and outperforms the ODWDNN, given that the average prediction accuracy 

of the ODRNN is higher than that of the ODWDNN. 

 

Table 3. Prediction accuracies of Neural Networks 1. 

ODWDNN ODRNN 

Patents prediction 

accuracy 

Publications 

Prediction accuracy 

Patents prediction 

accuracy 

Publications 

Prediction accuracy 

51.40% 83.58% 84.86% 70.18% 

Average prediction accuracy: 67.49% Average prediction accuracy: 77.52% 

p = 4 years;  max = 10 years;  h = 5 hidden layers;  no1 = 1000 nodes;  no2 = 750 nodes;  

no3 = 500 nodes;  no4 = 300 nodes;  no5 = 150 nodes 

 

nb = 2;  p = 4 years;  h = 2 recurrent layers;  no = 250 hidden nodes per layer 

 

p = 4 years;  max = 10 years;  h = 2 recurrent layers; no = 250 hidden nodes per layer 

 

p = 4 years;   max = 10 years;  h = 5 hidden layers;  no1 = 1000 nodes;  no2 = 750 nodes;  

no3 = 500 nodes;  no4 = 300 nodes;  no5 = 150 nodes 
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One-dimensional WDNN (ODWDNN). 

 

 
Fig. 3. Actual and predicted number of patents in the ODWDNN for the "Virtual reality" 

technology from 2006 to 2019. 

 

 

Fig. 4. Actual and predicted number of publications in the ODWDNN for the "Virtual reality" 

technology from 2006 to 2019. 

One-dimensional RNN (ODRNN). 

 

 

Fig. 5. Actual and predicted number of patents in the ODRNN for the "Virtual reality" 

technology from 2006 to 2019. 

 

 

Fig. 6. Actual and predicted number of publications in the ODRNN for the "Virtual reality" 

technology from 2006 to 2019. 
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Neural Network 2. As per the following table, the MDRNN achieves a better 

performance and accuracy and outperforms the MDWDNN, given that the MDRNN 

was able to detect the actual revenue class of the fourth year by 39.94%, whereas the 

fourth probability of the MDWDNN was 0%. 

 
Table 4. Prediction accuracies of Neural Network 2. 

 MDWDNN MDRNN 

Future 

years 

Actual 

Class 

Predicted 

Class 

Actual Class 

Prediction 

Accuracy 

Actual 

Class 

Predicted 

Class 

Actual Class 

Prediction 

Accuracy 

Year 1 1 1 99.50% 1 1 100% 

Year 2 1 1 99.92% 1 1 99.99% 

Year 3 1 1 99.99% 1 1 99.99% 

Year 4 2 1 0% 2 1 39.94% 

 Average prediction accuracy: 

74.85% 

Average prediction accuracy: 

84.98% 

 

5 Conclusion/Discussion  
Research and Development-based digital innovation activities represent a main driver 

for new product development and an added value in today’s business economy. 

However, despite the fact that organizations are constantly developing new products 

while increasing the R&D investments and deploying new technologies, innovative 

trends are prone to failure. In addition, when evaluating a product life-cycle, the 

decision-makers of the organization first need to consider the potential disruptive 

innovation. Accordingly, predicting technology-based product success is a crucial 

need and a prerequisite step before proceeding with investments. A new quantitative 

approach has been proposed in the current paper, based on patents, publications and 

revenues dimensions analysis, and using Neural Network models that can evaluate 

and monitor a candidate technology-based product development. These dimensions 

are considered major key performance indicators to measure the technology power. 

Precisely, this paper covers two main steps: forecasting patents and publications 

growths separately using a common predictive Neural Network model, then 

integrating the results into a Multi-dimensional Neural Network classifier model in 

order to predict the future revenue-volume which can reflect the technology-based 

product success. The present methodology is applied using two different types of 

Neural Network models for comparison purpose: Wide and Deep Neural Networks 

and Recurrent Neural Networks. These neural networks have been implemented using 

United States Patent and Trademark Office data, Springer publications data and 

several web sources in order to collect technologies revenues data. In addition, this 

method has been experimented on 15 trending technologies to train the neural 

networks, then applied on one additional candidate technology, “Virtual reality”, for 

the testing and prediction phases. The findings show that the Recurrent Neural 

Networks models achieve higher average prediction accuracy, and outperform the 

Wide and Deep Neural Networks in both steps, proving to be a valid model that can 

enhance digital innovation development.  

Therefore, the proposed approach provides answers related to technology-based 

product success and reliable prediction models. The latter can be used by decision-

makers in the organizations to evaluate and monitor a new trending innovation, in 

order to either measure its impact on existing product market performance, or to adopt 

this potential disruptive technology that may lead to a new product development. 

Consequently, addressing this estimation is a crucial prerequisite step before 

proceeding with investments, where organizations can improve decision making in 

innovative technology-based product development. Furthermore, this method can be 

applied on several candidate technologies in order to prioritize and identify the most 

appropriate ones for a given investment project.  

This methodology can be further developed by addressing its current limitations. For 

instance, accessing Big data represents the most challenging task faced in the current 

study where patents data are based uniquely on USPTO patents applications and 
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publications information are extracted only from Springer. Moreover, the proposed 

methodology can be further evolved to include products composed of multiple major 

technologies to support all types of technologies-based products. 
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