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SoundThimble is an interactive sound installation based on the relationship between human
motion and virtual objects in 3D space. A Vicon infrared motion capture system and custom
software are used to track, interpret, and sonify the movement and gestures of a performer
relative to a virtual object. We define three possible interaction dynamics, centered around
object search, manipulation, and arrangement. We explore the resulting possibilities for layered
sonification dynamics and extended perception and expression in internal tests as well as a
public demonstration. Experimental evaluation reveals an average object search time of around
60 s, as well as thresholding ranges for effective gesture spotting. The underlying software
platform is open source and portable to similar hardware systems, leaving room for extension
and variation.

0 INTRODUCTION

High resolution three-dimensional motion tracking is tra-
ditionally used for animation in film and games as well as
in life sciences research and engineering applications [1].
This technology has long been utilized by the audio com-
puting community [2, 3], but its applications generally re-
main limited to standard paradigms of isolated body motion
audification [3, 4] or sound control interfaces [2, 5, 6].

The SoundThimble project harnesses current motion cap-
ture technology and gesture detection algorithms to enable
new modes of real-time sound exploration and transforma-
tion, coupled with layered interaction scenarios. The result
is a framework for interactive sound installations, dynamic
composition, and augmented dance performance.

This paper presents the pilot application of the
SoundThimble framework as an installation of the same
name. Audience members entering the tracking area shift
between the roles of game player, sonic performer, and com-
poser/arranger, following an iterative interaction schema.
The central vehicle in all three layers is the “sound-thimble”
itself—a virtual object with particular spatial, sonic, and in-
teraction attributes.

Our implementation uses a state-of-the-art Vicon motion
capture system1 containing eight Vantage 5-megapixel in-
frared cameras and two Bonita video cameras. Since the
open-source software developed in this project2 is built

1See https://www.vicon.com.
2Available at https://github.com/RVirmoors/viconOSC.

around Vicon’s Datastream SDK,3 the framework can be
ported to both older and future Vicon-based systems.

In the remainder of the paper we review relevant literature
and technology (Sec. 1), we describe the SoundThimble
installation (Secs. 2, 3), we evaluate several aspects of the
system (Sec. 4), and finish with a survey of future challenges
and perspectives (Sec. 5).

1 STATE OF THE ART

Infrared motion capture (mocap) systems have been re-
vealed as a precise and robust means for expressive in-
teraction in a controlled environment, with many features
being translatable to more portable technologies [7, 8]. This
makes mocap a rich tool for the research and instantiation
of new sonic interaction paradigms. In particular, Vicon
motion capture systems have been used for over a decade
for music applications [2, 3, 5, 8, 9]. A software bridge for
streaming OSC data from a Vicon source was developed
[5] as part of a concluded project;4 it unfortunately proved
to be incompatible with our current system.

Gesture is a main focal point in music technology re-
search [10]. EGGS [4] is an early real-time gesture sonifi-
cation system, which has been employed in various inter-
active installations and performances including enhanced

3See https://www.vicon.com/products/software/
datastream-sdk.

4See http://sonenvir.at/downloads/qvicon2osc/.
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circus [11]. Fohl et al. developed a control system for vir-
tual sound source spatialization [6]. As with EGGS, it relies
on a set of elementary gestures mapped to specific sonic
actions. The MLWorkbench software [12] provides interac-
tive access to machine learning parameters for generative
use, moving the focus from the algorithms’ output (classifi-
cation, position, etc.) to its internal parameters.5 The MaD
system [14] (later integrated into MuBu [15]) introduced
on-the-fly motion-sound mapping, enabling user-defined
gestures to flexibly navigate through specific sounds via
concatenative synthesis. Finally, the 3DinMotion system [9]
is an example of a modern (albeit closed-source) integrated
motion sonification and visualization system, supporting
several mocap platforms, including Vicon.

These and other recent qualitative advances in the in-
teraction between human gesture and sound behavior have
been made possible by real-time gesture recognition and
the following tools [14, 12, 16–18]. Gesture spotting is the
automatic detection of gestures from a continuous stream of
motion, also separating anticipated gestures from unrelated
movement. This on-the-fly classification can be achieved
through methods based on probabilistic/HMM-based mod-
els [19, 18] or artificial neural networks [20], with particu-
lar interest given to the cost of triggering the classification
early [21].

Most existing gesture-based interactive sound installa-
tions center around a particular activity. A typical exam-
ple is Grainstick [22], where two controllers manipulate a
spatialized virtual “sound tube.” However, more complex
scenarios are technically possible, where gesture is used
both for direct sonification and for multi-level control of
system behavior—features that our project channels into a
coherent, open-source framework.

2 CONCEPT

The “sound-thimble,” as the basic building block of our
framework, extends the concept of sound object in the Scha-
efferian sense, as a clearly delimited sounding unit, open to
manipulation, arrangement, and composition [23].

Such an entity, once instantiated, can retain an ambigu-
ous nature (spatially and acousmatically) or can switch to a
more material state (positioned in space and tied to a causal
source) [24]. The duality between the latent positioning of
the object (which can be inferred from phenomena other
than spatial sound reproduction), and the active sound spa-
tialization and transformation, enables a variety of sonic
art practices, such as sound sketching, auditory games, and
other real-time interactions.

Motion capture technology is integral to this concept,
due to the ability to define and employ absolute coordinates
in 3D space. For alternatives such as wearable sensors or
augmented instruments, only relative measures are directly
available and a stable anchoring to an independent point or
trajectory in space is hard to impossible to accomplish.

5An early iteration of this idea can be found in [13].

2.1 Interaction Scenario
Our installation instantiates the idea above in three

phases: search, manipulation, arrangement—related to
schemas of play, performance, and composition, respec-
tively. The reasoning for this design is manifold. A layered
experience is apt to appeal to a wider audience (from the
general expo/museum visitor, to professionals in sound or
dance) on several levels: exploring basic mechanics, achiev-
ing game goals, expressing sonic and kinetic creativity. The
more levels the visitor actively engages with, the more lis-
tening modes [25] they traverse, and the richer and more
lasting their involvement is likely to be.

The experience begins as an immersive game, with a hu-
man player attempting to find a sound-thimble (stationary
and randomly positioned in 3D space), by analyzing cues
that are constantly shifting in the sonic fabric based on the
hand’s movement relative to the object. Analogously to the
traditional game of Hunt the Thimble (a.k.a Hot or Cold),
the space between the human and the virtual object is cor-
related to dynamic sound generation parameters, guiding
the player’s hand towards its target.

Once the object is found it attaches to the hand, and its
sonic manifestation gains a richer causal relationship: the
player becomes a performer and is now able to explore the
object’s sonic palette and define a number of gestures that
can be re-performed later, re-called, and used to trigger or
manipulate sonic shifts and events.

Finally, the user can position the virtual object on the
floor or discard it by “pushing” it outside of the installa-
tion boundaries. This triggers a new object to be randomly
generated, while the player retains a degree of control over
the initial object by recalling recorded gestures. Both ob-
jects are now in a latent state, with the new one guiding
the player’s search and the previous one responding to the
learned set of gestures.

This recursive scenario is outlined in Fig. 1: objects are
randomly generated, the performer finds them, defines ges-
tures, and interacts sonically before arranging them in a
desired configuration. The different nature of each phase
is designed to provide a sense of structure, resulting in a
layered and varied user experience.

2.2 Performance Aesthetic
The human-object dynamic central to the SoundThim-

ble framework results in certain interaction features that
circumscribe the aesthetics of the installation.

Our approach is informed by Worrall’s study [25], which
reveals a necessity for the mapping of minute gestural in-
flections to alter sonic material with a view to certain modes
of listening. Our installation aims to tackle these modes:
reflexive, kinaesthetic, connotative, empathetic, semantic,
reduced. Their sound design correspondences are laid out
in Sec. 3.4.

The cross-modality between different kinds of sense per-
ception guides the performer’s attention to the various sonic
responses to physical actions. The multi-modal information
is processed in real time, continuously redefining the affor-
dances enabled by the system.

2 J. Audio Eng. Soc., Vol. 66, No. 10, 2018 October
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Fig. 1. SoundThimble interaction flow. Left highlight: search
phase. Right highlight: manipulation phase. Overall: arrangement
phase.

The sonic interaction occurs via two complementary
paradigms: in the search phase, the sound acts as the encom-
passing guide to a performer’s movements; in the manipu-
lation phase, the performer has agency over the sound and
its parameters. Finally, the arrangement phase integrates
the two. We further delineate the space of kinetic and sonic
affordances opened by our installation in Sec. 4.

3 IMPLEMENTATION

The framework architecture diagram is laid out in Fig. 2.
Three-dimensional sensor data is streamed into the Vicon
Nexus software, which is able to reconstruct and label the
underlying character skeleton. The gesture recognition and
sonification algorithms are programmed in Max6, which
receives control data via the OSC7 protocol. Since Vicon
systems do not support OSC out of the box, we used the
oscpack8 library to extend the DataStream C++ SDK and
send OSC bundles to Max. A demonstration video of this
implementation pipeline is available online9.

6Max is a state-of-the-art programming environment for real-
time multimedia: http://cycling74.com/.

7OpenSoundControl is a multimedia communication protocol:
http://opensoundcontrol.org/.

8See http://www.rossbencina.com/code/oscpack.
9See https://youtu.be/K2Xni2lWswg.

Nexus
- reconstruct 

character skeleton
- label markers

DataStream SDK
- data preprocessing

- OSC send data

Max
- data-sound mapping

- gesture tracking

Fig. 2. SoundThimble framework architecture.

3.1 Character Design
We pursued a minimal amount of markers for ease

of setup and prototyping. The resulting configuration—
sufficient for tracking hand gestures, while ensuring redun-
dancy in case a marker is obscured from the cameras—
consists of five markers: two positioned on the head, one
on the forearm, and two on the hand (thumb and index fin-
ger). These are processed and sent via OSC bundles as two
3D coordinates: the head and the hand.10

To minimize data loss we set the system frame rate f
by taking into account the maximum movement speed vmax

and the minimum spacing between markers dmin [26].

f >
1

K

vmax

dmin
(1)

For the constant value K = 0.41 as determined in [26], and
setting dmin to 40 mm (minimum hand to head distance11)
and vmax to 1350 mm/s (the maximum speed of human
hand movement [27]), we obtain a minimum value of f =
82.3. This means that a frame rate of 100 fps is more than
sufficient for our purposes.12 This configuration produces
highly stable and responsive inputs into the Max system

10The forearm marker only serves for skeleton reconstruction.
11The two hand markers contribute to a single coordinate, so

we do not require permanent labeling accuracy between them.
12The major variable here is dmin: in a different configuration

(e.g. if two hands are clapping), smaller inter-marker distances
would result in a larger f values.
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with a spatial resolution of 1 mm and an end-to-end latency
of 13 ms.

3.2 Object Generation and Interaction
Mechanics

The following object-related mechanics are implemented
as basic algorithms: generation, detection, release.

Objects are generated at random positions within the
boundaries of the motion capture field. Detection of the
sound-thimble occurs when the distance between hand and
object falls below a set threshold. By default this threshold
is set at 120 mm radial distance; lowering it can make
the game considerably more difficult. Once the object is
detected, it becomes mobile, its coordinates tracking those
of the hand’s.

Finally, a simple thresholding of the z-axis (height) value
of the hand position serves to release the object. At this
point, a new object is generated. The system keeps track of
all object coordinates, as they appear over time.

3.3 Gesture Recognition
We use the thumb-index finger distance value to enable

gesture recording while the two fingers are kept close to-
gether. In the initial test runs it quickly became evident that
raw Cartesian coordinates perform poorly when the user
changes position and orientation. Thus, the input features
captured into MuBu multi-buffer containers [15] consist of
cylindrical triplets:

• �θ/�t, with θ = tan−1( y
x );

• r =
√

x2 + y2;
• z,

where x, y, z are the respective differences between head
and hand Cartesian coordinates, as received via OSC. This
feature preprocessing serves two purposes:

First, gestures are recorded based on the position of the
hand relative to the head, thus becoming invariable to the
performer’s absolute position within the space. Second, by
considering the variation of angle θ over time (as opposed
to its absolute value), gestures become invariable to the
performer’s orientation on the horizontal plane. Thus, ges-
tures can be recorded and recalled anywhere within the
space, irrespective of the direction the performer is facing.

The motion data is fed into MuBu’s Hiearchical Hiden
Markov Models (HHMM) continuous classifier module
[18], which encodes each recording into a sequence of 10
states with corresponding transition probabilities. We lever-
age the continuous class and state likelihood data to perform
gesture spotting [19], by setting two control parameters:

• Classification threshold: when one class is at max-
imum likelihood (positive value), the second-most
likely class should be below this threshold;

• Hold time: a minimal number of consecutive states,
in monotonous progression.

These two conditions ensure a degree of certainty of one
class over the others, and consistency of the choice over
several consecutive states, for the corresponding gesture
to be marked as active. Each parameter can be adjusted,
depending on the error tolerance and responsiveness desired
from the system, starting from a default setting we reached
through the evaluation in Sec. 4.2.

When an object is released to the floor, the classifier
is (re)trained with the newly recorded gesture data, and
consequently gestures can act as activators for a particu-
lar sonic behavior (if they are performed/spotted one at a
time), or as continuous controllers (if they are repeated by
the performer). When several objects exist in the space, a
specific gesture might act on one or more objects depend-
ing on their spatial relationship (angle, proximity) to the
head-hand segment.

3.4 Sound Design
In their conceptual study [7], Skogstad et al. distinguish

four strategies for IR mocap-based gesture sonification:
modeling sound-producing actions (excitation and modifi-
cation), touchless actions (“in the air”), feature mapping,
and spatialization. While the first comes closest to simu-
lating actual instruments, we mostly employ the remaining
three to provide an immersive experience, making direct
use of the active space.

Each sound-thimble has a corresponding sound design
Max patch, differing in (a) the source sound material used,
(b) the synthesis techniques applied, and/or (c) the control
mapping schema to the object search and manipulation vari-
ables. The various combinations of (a), (b), and (c) give rise
to a growing library of objects, each with its own character.
By varying the interaction rules for each object, we link
them to spatially aware parameters adding up to a continu-
ously evolving, organic soundscape. An octophonic ring of
speakers is used for monaural diffusion in the search phase
and for conveying directionality and spatialization in the
manipulation and arrangement phases using vector based
amplitude panning (VBAP).

As with [13, 5, 3] et al., the main sound generation en-
gine relies on granular synthesis, a technique that reorga-
nizes short grains of acoustic material towards shaping new
sounds. The source audio files consist of environmental
recordings and electronic soundscapes that were pre-edited
in order to gradually shift their intensity (amplitude, spectral
content, and micro-events within the sound) from beginning
to end. This way, the granular engine is able to focus on
specific audio characteristics, depending on which area of
the source material is being explored. Other techniques in-
cluding additive and wavetable synthesis were considered,
however granular synthesis proved to be more flexible in
terms of mapping options and resulting soundscapes.

For the search phase, divergent mapping [28] is used to
sonify the hand-thimble distance through the parameters
of grain position, size, density, and of envelope shape. This
translates in a sustained low-amplitude, darker sound with a
larger grain duration and density when the distance is large,
transitioning into more of an attack-decay type sound [29],

4 J. Audio Eng. Soc., Vol. 66, No. 10, 2018 October
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brighter in nature, with shorter grain duration and sparser
density as the distance is decreased. The resulting sound
is decoded monaurally on all speakers: only timbre and
dynamics are to guide the search process, not any sound
spatialization.

After the thimble is found, during the manipulation
phase, new rules of interaction apply, suggesting an in-
creased affordance range [30]. First, the main input to
the granular engine, previously represented by the hand-
thimble distance is linked to a primary dimension such as
the hand position on the height axis, with the original map-
pings scaled accordingly. Second, gesture recognition is
used to toggle different types of processing states for the
active thimble, such as reverb, echo, various modulations,
and spatial manipulations. Each sound-thimble has a prede-
termined collection of such states that transform the sonic
character and every newly defined gesture is attributed ran-
domly to one set of such events. These sonic actions are
designed in correspondence to the affordances enabled by
each thimble source sound. Finally, the amount of head-
hand distance acceleration allows the user to augment the
active sound through enveloping, creating rhythmic pat-
terns and structures. These patterns persist when the object
is placed on the floor.

Transient events (finding the object or dropping it) also
trigger a short audio signal consisting in an enveloped burst
of random grains from the active thimble’s material.

In the arrangement phase, the position of a dropped thim-
ble originates a cylindrical “hotspot,” in the form of a virtual
pillar reaching from the floor to the top of the installation,
which alters the sonic content via hand position triggering.
While the first two phases referred only to the active thim-
ble, the arrangement phase is perpetual. Even when none
of the hotspots are active, remnants of the original sounds
are always audible, fading in intensity and density as new
sound-thimbles are created.

The emerging soundscape consists of a sonic background
of existing, aging sound objects and a foreground de-
termined by the active thimble. From a spatial perspec-
tive, background components are distributed over the eight
speakers in accordance to their positioning on the floor.
Decorrelation-based techniques [31] such as chorusing and
filtering are used to increase the spatial spread when old
thimbles are more centrally stationed and diffused almost
equally on all speakers. As for the foreground, in the ma-
nipulation phase the sound is panned following the user’s
hand position, with a subtle spatial echo to amplify the
effect.

Referring back to Sec. 2.2, our design aims to elicit the
following modes of listening: (a) reflexive as a new sound
appears, into connotative as the user learns to approach the
thimble; (b) semantic for the auditory icon of grabbing or
dropping the thimble; (c) connotative into reduced, as the
user explores manipulation affordances and focuses in on
sonic qualities; and (d) reduced into empathetic as the user
arranges the sounds into a pleasing or otherwise emotion-
ally significant setup. Naturally, all the preceding should
coexist with the kinaesthetic sense of motor-movement
sustained by the constant link between motion and sound.

Fig. 3. Average search time per trial. As users gain experience,
finding the object is consistently quicker.

4 EVALUATION

To assess the implementation of our design, we con-
ducted a set of three tests, each focusing around a key aspect
of the SoundThimble installation. Fourteen participants (5
female) aged between 26 and 34, without prior exposure to
the system, 8 with a music, and 3 with a performing arts
background, were asked to test the sound object search,
the gesture definition and recall, and the ensuing sonic
manipulation.

4.1 Search Time
In order to validate the interaction and sound design

choices for the search phase, we started by studying how
fast first-time users manage to find the sound-thimble and
how the search time changes over subsequent trials.

We conducted 42 trials overall, giving each participant 3
chances to find the thimble. Fig. 3 shows the average times
for each attempt, decreasing from the first to the third,
around a global average of 59.14 s, with a sample standard
deviation of 29.72 s.

Considering this test, one must bear in mind the many
possible sources of variability. The first is the subjects’
period of accommodation to the environment, which is re-
vealed by the decreasing variance from one attempt to the
next. The pairing of source sound (which we drew ran-
domly among four non-repeating options) and listener in-
fluences the ease of search. Finally, there were outliers
where the thimble was hit upon before the user started ac-
tively searching for it. Such a case was deemed irrelevant
to measuring the effectiveness of search action, so we dis-
carded the corresponding data point and generated a fresh
trial.

Certainly there is room for a more detailed evaluation
that takes into account these control variables, as well as
the actual installation scenario, wherein the second search
attempt happens with the first object still manifesting it-
self in the space, interfering with the search signal and
thus compensating (by design) for the user’s adaptation
to the system mechanics. Still, the current experiment of-
fers a quantified baseline that validates the search phase
design.

J. Audio Eng. Soc., Vol. 66, No. 10, 2018 October 5



LAYERED MOTION AND GESTURE SONIFICATION PAPERS

Fig. 4. Impact of classification threshold and hold time on the
number of triggered classifications. The lower the hold time and
higher the threshold, the more triggered classifications and more
false positives. Dark grey: Correct decisions (max: 131, from 158
trials). Light grey: False positives (max: 25).

4.2 Gesture Spotting
The second test aimed to quantify the performance of the

architecture is described in Sec. 3.3. Subjects were asked to
record three separate gestures, each representing a class to
be later recognized. After training the MuBu HHMM-based
classifier, the participants were to record themselves13 per-
forming the gestures in an arbitrary order, at varying orien-
tation and spatial or temporal scale.

For each such trial, we recorded a stream of classification
likelihoods and state progressions. As a benchmark, we
labeled each trial by an optimistic empirical analysis of
whether a best-case algorithm would be able to correctly
classify the gesture from the recorded likelihood data. This
empirical approximation resulted in 131 positive tags out of
a total of 158 trials, or a 83% maximal correct classification
rate. We observed two general causes of mislabeling, or
inconclusive likelihood outputs. One is when the trained
recordings were too short or too similar between each other.
The second is for inexact or reversed gesture execution, e.g.,
someone recording a circle clockwise, and then performing
it counter-clockwise.

Fig. 4 shows the result of passing the likelihood and
state progression data through the algorithm described in
Sec. 3.3 for a range of classification threshold and hold
time values. The hold time is sampled from zero (instanta-
neous) to 10 (the whole gesture) states. The classification
threshold goes down to –160, corresponding to very high
certainty. Since these ranges are shown to produce the en-
tire gamut of activation numbers, we make them available
in the installation’s settings interface.

As a default, we set the hold time to 3 states and the
classification threshold to –40, which amounts to 113 total
decisions, of which 99 are correct (75% of the maximal 131)
and 14 are false positives (12% of the decisions triggered).

13by pinching the thumb and index finger, similarly to the initial
gesture recording, as described in Section 3.3.

Fig. 5. Answers to the questionnaire in Sec. 4.3 (1 = poor to 5 =
very good).

At this setting, subsequent experience reveals a general sat-
isfaction with gestural responsiveness, with the occasional
misfire not severely impacting the experience. Note that the
heuristic maximal number of 131 correct classifications is
never reached, even when setting both parameters to zero,
which results in 125 correct triggers (95%) and 29 false
positives (19%).

4.3 Sonic Interaction
The last step consisted in a subjective evaluation after

the users had freely explored the installation for 10–15
minutes. Participants were asked to rate six aspects of their
experience on a five-point Likert scale ranging from “poor”
to “very good.” The following questions were asked:

Q1: How easy was it to find the thimble?
Q2: How engaging are the interaction mechanics?
Q3: How expressive is the thimbles’ sonic character?
Q4: How clear is the range of possible sounds?
Q5: How evident is the game’s structure?
Q6: What is your general evaluation of the platform?

As the results in Fig. 5 show, reactions were generally
positive. We attribute the slightly lower marks for Q3 to
the incipient state of the sound design, as presented in our
previous paper [32]; in fact, several features from Sec. 3.4
were added following the feedback we received over these
sessions.

The questionnaire concluded with a section for free text
comments and suggestions. We received several comments
praising the search phase for easing them into the instal-
lation mechanics and lending the sound a physical char-
acter. Subjects enjoyed the alternation between interaction
paradigms, and several users reported slipping from one
listening mode to another, as we indicated in Sec. 2.2. The
great majority found the interaction intuitive and engag-
ing, mostly treating it as sound exploration rather than mu-
sic. We counted several ideas for increasing sonic variation
(melodic and textural) and interaction complexity. There
were also a number of requests for expanding the character
skeleton and the installation space; one person suggested
interconnecting several physical rooms.

6 J. Audio Eng. Soc., Vol. 66, No. 10, 2018 October
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Fig. 6. Interacting with SoundThimble at the “Theatre meetings in
Sulina” conference.

5 DISCUSSION AND FUTURE WORK

This paper introduced SoundThimble, a three-phase in-
teractive installation based on a new framework for real-
time motion-music interaction. All the developed software
(including the C++ code for data preprocessing and trans-
mission, and the Max patches for gesture tracking and sound
design) is open source and publicly available.

Our main contribution consists in the aesthetic and im-
mersive context provided by the installation, allowing for
the makeup of state-of-the-art motion and gesture con-
trol technology to be experienced from different perspec-
tives: (absolute—thimble search) motion guided by sound,
(relative—cylindrical coordinates) motion defining gesture,
gesture spotting triggering sonic actions, and sound guided
by (absolute and relative) motion.

In most applications of gesture recognition, the train-
ing phase occurs apart from the performance, often using
many examples of each gesture in a particular set. By in-
corporating both the training and execution phases into the
installation, our paradigm empowers the user to build their
own set of gestures, taking advantage of the MuBu HHMM
model’s ability to generalize from single examples of each
class. Our experience has shown that the combination of
classification likelihood (for certainty) and state progres-
sion (for responsiveness) thresholding provides a reliable
system for controlling the flexibility and sensitivity of ges-
tural interaction. Still, as the evaluation results in Sec. 4.2
confirmed, gesture spotting remains a challenging problem.

Aside from the internal testing and evaluation, the in-
stallation has been presented as a public demonstration in
September 2017 at the international “Theatre meetings in
Sulina” event14 and is being prepared for public gallery
presentations and other destinations15. An audience mem-
ber in Sulina engaging with the installation is shown in
Fig. 6. The verbal feedback given by participants, both for
the evaluation and in Sulina, was generally encouraging.

Our granular synthesis engine has proved to be flexible
enough as to be suggestive of location cues, while produc-

14See http://bit.ly/2m4anXL (in Romanian).
15At revision time (Feb 2018), the system is being adapted for

(1) interaction with disabled children, as a means to improve at-
tention and motor skills, and (2) the sonification of human posture
changes, as feedback within physical therapy procedures.

ing varied and interesting sounds that react well to process-
ing, blending, and layering. In addition to the granulator’s
internal parameters, scale factors, transfer functions, and
thresholding are equally important for designing usable
sonic interaction schemas. Future plans for sound design
development include experimenting with more synthesis
techniques and evaluating a Wave Field Synthesis-based
output system, which could prove more effective in a larger
multi-user environment—being a holophonic approach, a
more developed sense of direction could be achievable [22].

In terms of software development, we are working to
incorporate the Vicon data acquisition and processing into
a custom Max external, also adding support for different
character skeletons. Eventually we aim to release a fully
featured SDK and expanding to platforms such as Pure
Data. We also plan to support several participants at once,
implementing the shared control of a sound-thimble.

Finally, we have commenced the outreach to composers,
artists, and creative programmers, to apply our framework
to more innovative projects and to engage in collaborative
practice-led research.
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