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Abstract

We prove a new concentration inequality for U-statistics of order two for uniformly ergodic Markov
chains. Working with bounded and π-canonical kernels, we show that we can recover the convergence
rate of Arcones and Giné who proved a concentration result for U-statistics of independent random
variables and canonical kernels. Our result allows for a dependence of the kernels hi, j with the indexes
in the sums, which prevents the use of standard blocking tools. Our proof relies on an inductive anal-
ysis where we use martingale techniques, uniform ergodicity, Nummelin splitting and Bernstein’s type
inequality.
Assuming further that the Markov chain starts from its invariant distribution, we prove a Bernstein-type
concentration inequality that provides sharper convergence rate for small variance terms.

1 Introduction

Concentration of measure has been intensely studied during the last decades since it finds application
in large span of topics such as model selection (see [33] and [31]), statistical learning (see [9]), online
learning (see [44]) or random graphs (see [11] and [10]). Important contributions in this field are those
concerning U-statistics. A U-statistic of order m is a sum of the form

∑

1≤i1<···<im≤n

hi1 ,...,im(X i1
, . . . , X im

),

where X1, . . . , Xn are independent random variables taking values in a measurable space (E,Σ) (with E

Polish) and with respective laws Pi and where hi1,...,im are measurable functions of m variables hi1 ,...,im :
Em→R.

One important exponential inequality for U-statistics was provided by [4] using a Rademacher chaos
approach. Their result holds for bounded and canonical (or degenerate) kernels, namely satisfying for
all i1, . . . , im ∈ [n] := {1, . . . , n} with i1 < · · ·< im and for all x1, . . . , xm ∈ E,

hi1 ,...,im


∞ <∞ and ∀ j ∈ [1, n] , EX j

�
hi1,...,im(x1, . . . , x j−1, X j , x j+1, . . . , xm)

�
= 0 .
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They proved that in the degenerate case, the convergence rates for U statistics are expected to be nm/2.
Relying on precise moment inequalities of Rosenthal type, Giné, Latala and Zinn in [23] improved the
result from [4] by providing the optimal four regimes of the tail, namely Gaussian, exponential, Weibull
of orders 2/3 and 1/2. In the specific case of order 2 U-statistics, Houdré and Reynaud-Bouret in [26] re-
covered the result from [23] by replacing the moment estimates by martingales type inequalities, giving
as a by-product explicit constants. When the kernels are unbounded, it was shown that some results can
be extended provided that the random variables hi1 ,...,im(X i1

, . . . , X im
) have sufficiently light tails. One can

mention [17, Theorem 3.26] where an exponential inequality for U-statistics with a single Banach-space
valued, unbounded and canonical kernel is proved. Their approach is based on a decoupling argument
originally obtained by [13] and the tail behavior of the summands is controlled by assuming that the
kernel satisfies the so-called weak Cramér condition. It is now well-known that with heavy-tailed distri-
bution for hi1,...,im(X i1

, . . . , X im
) we cannot expect to get exponential inequalities anymore. Nevertheless

working with kernels that have finite p-th moment for some p ∈ (1,2], Joly and Lugosi in [28] construct
an estimator of the mean of the U-process using the median-of-means technique that performs as well as
the classical U-statistic with bounded kernels.

All the above mentioned results consider that the random variables (X i)i≥1 are independent. This
condition can be prohibitive for practical applications since modelization of real phenomena often in-
volves some dependence structure. The simplest and the most widely used tool to incorporate such
dependence is Markov chain. One can give the example of Reinforcement Learning (see [42]) or Biol-
ogy (see [41]). Recent works provide extensions of the classical concentration results to the Markovian
settings as [18, 27, 35, 1, 9]. The asymptotic behaviour of U-statistics in the Markovian setup has al-
ready been investigated by several papers. We refer to [6] where the authors proved a Strong Law of
Large Numbers and a Central Limit Theorem proved for U-statistics of order 2 using the renewal approach

based on the splitting technique. One can also mention [16] regarding large deviation principles. How-
ever, there are only few results for the non-asymptotic behaviour of tails of U-statistics in a dependent
framework. The first results were provided in [7] and [25]where exponential inequalities for U-statistics
of order m ≥ 2 of time series under mixing conditions are proved. Those works were improved by [40]
where a Hoeffding’s type inequality for V and U statistics is provided under conditions on the time depen-
dent process that are easier to check in practice. In Section 1.2, we compare in details our result with
the one of [40].

For the first time, we provide in this paper a Bernstein-type concentration inequality for U-statistics
of order 2 in a dependent framework with kernels that may depend on the indexes of the sum and that
are not assumed to be symmetric or smooth. We work on a general state space with bounded kernels
that are π-canonical. This latter notion was first introduced in [20] who proved a variance inequality for
U-statistics of ergodic Markov chains. Our Bernstein bound holds for stationary chains but we provide a
Hoeffding-type inequality without any assumption on the initial distribution of the Markov chain.

1.1 Main results

We consider a Markov chain (X i)i≥1 with transition kernel P : E × E → R taking values in a measurable
space (E,Σ), and we introduce bounded functions hi, j : E2 → R. Our assumptions on the Markov
chain (X i)i≥1 are fully-provided in Section 2 and include in particular the uniform ergodicity of the chain
and an “upper-bounded” transition kernel P by some probability measure ν (see Assumption 2). The
invariant distribution of the chain (X i)i≥1 will be denoted π. We further assume that kernel functions
are π-canonical, namely

∀i, j ∈ [n], ∀x , y ∈ E, Eπhi, j(X , x) = Eπhi, j(X , y) = Eπhi, j(x , X ) = Eπhi, j(y, X ),

and we denote this common expectation Eπ[hi, j].

Under those assumptions, Theorem 1 gives an exponential inequality for the U-statistic

Ustat(n) =
∑

1≤i< j≤n

�
hi, j(X i , X j)−E

�
hi, j(X i , X j)

��
.

The proof of Theorem 1 can be found in Section 3.1.
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Theorem 1 Let n ≥ 2. We suppose Assumptions 1, 2 and 3 described in Section 2. There exist two con-

stants β ,κ > 0 such that for any u> 0,

• if Assumption 4.(i) is satisfied, it holds with probability at least 1− β e−u log(n),

Ustat(n) ≤ κ log(n)
� �

A
p

n
�p

u+
�
A+ B
p

n
�

u+
�
2A
p

n
�

u3/2 + A
�
u2 + n

��
,

• if Assumption 4.(ii) is satisfied, it holds with probability at least 1− β e−u log(n),

Ustat(n) ≤ κ log(n)
�
C
p

u+
�
A+ B
p

n
�

u+
�
2A
p

n
�

u3/2 + A
�
u2 + n

��
,

where

A :=2max
i, j
‖hi, j‖∞, C2 :=

n∑

j=2

j−1∑

i=1

E

�
EX ′∼ν[p

2
i, j(X i , X ′)]

�
,

B2 :=max

�
max

0≤k≤tn

max
i

sup
x

n∑

j=i+1

EX ′∼ν
�
EX∼Pk(X ′,·) pi, j(x , X )

�2
,

max
0≤k≤tn

max
j

sup
y

j−1∑

i=1

EX̃∼π
�
EX∼Pk(y,·)pi, j(X̃ , X )

�2
�
,

with

∀i, j, ∀x , y ∈ E, pi, j(x , y) = hi, j(x , y)−Eπ[hi, j],

and with the convention that P0(y, ·) is the Dirac measure at point y ∈ E. The constant κ > 0 only

depends on constants related to the Markov chain (X i)i≥1, namely δM , ‖T1‖ψ1
, ‖T2‖ψ1

, L, m and ρ. The

constant β > 0 only depends on ρ. tn = ⌊q log n⌋ with q > 2 (log(1/ρ))−1 and ν is a probability measure

on (E,Σ) "upper-bounding" the transition kernel P. See Section 2 for details.

Note that the kernels hi, j do not need to be symmetric and that we do not consider any assumption on
the initial measure of the Markov chain (X i)i≥1 if the kernels hi, j do not depend on i (see Assumption 4).
Let us also point out that the uniform ergodicity of the Markov chain ensured by Assumption 1 can allow
to bound the constant B since for all x , y ∈ E and for all k ≥ 0,

��EX∼Pk(y,·)pi, j(x , X )
�� ≤ sup

z
|hi, j(x , z)| × ‖Pk(y, ·)−π‖T V ,

where for any measure ω on (E,Σ), ‖ω‖T V := supA∈Σ |ω(A)| is the total variation norm of ω. Note also
that in the specific case where ν = π (which includes the independent setting), we get that

C2 =
∑

i< j

E
�
VarX̃∼π

�
hi, j(X i , X̃ )|X i

�	
,

and using Jensen inequality that

B2 ≤max
�

sup
x ,i

n∑

j=i+1

VarX̃∼π[hi, j(x , X̃ )] , sup
y, j

j−1∑

i=1

VarX̃∼π[hi, j(X̃ , y)]
�
.

Hence, C2 and B2 can be understood as variance terms that would tend to be larger as ν moves away
from π. By bounding coarsely the constant B in the proof of Theorem 1, we show in Section 3.2 that the
following result holds.

Theorem 2 Let n ≥ 2. We suppose Assumptions 1, 2, 3 and 4 described in Section 2. Then there exist

constants β ,κ > 0 such that for any u ≥ 1, it holds with probability at least 1− β e−u log n,

2
n(n− 1)

Ustat(n) ≤ κmax
i, j
‖hi, j‖∞ log n

§
u

n
+

h
u

n

i2
ª

,

where the constant κ > 0 only depends on constants related to the Markov chain (X i)i≥1, namely δM , ‖T1‖ψ1
,

‖T2‖ψ1
, L, m and ρ. The constant β > 0 only depends on ρ.
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Theorem 2 shows
2

n(n− 1)
Ustat(n) = OP

�
log(n) log log n

n

�
,

where OP denotes stochastic boundedness. Up to a log(n) log log n multiplicative term, we uncover the
optimal rate of Hoeffding’s inequality for canonical U-statistics of order 2, see [28]. Taking a close look
at the proof of Theorems 1 and 2 (and more specifically at Section 3.1.3), one can remark that the same
results hold if the U-statistic is centered with the expectations Eπ[hi, j], namely for

∑

1≤i< j≤n

�
hi, j(X i , X j)−Eπ[hi, j]

�
.

It is well-known that one can expect a better convergence rate when variance terms are small with a
Bernstein bound. The main limitation in Theorem 1 that prevents us from taking advantage of small
variances is the term at the extreme right on the concentration inequality of Theorem 1, namely An log n.
Working with the additional assumption that the Markov chain (X i)i≥1 is stationary – meaning that the
initial distribution of the chain is the invariant distribution π – we are able to prove a Bernstein-type
concentration inequality as stated with Theorem 3. Only few updates in the proof of Theorem 1 allow
to get Theorem 3 and we provide all the details in Section 3.3.

Theorem 3 We keep the notations of Theorem 1. We suppose Assumptions 1, 2 and 3 described in Section 2.

We further assume that the Markov chain (X i)i≥1 is stationary. Then there exist two constants β ,κ > 0 such

that for any u> 0, it holds with probability at least 1− β e−u log n,

Ustat(n) ≤ κ log(n)
� �

C + Alog(n)
p

n
�p

u+
�
A+ B
p

n
�

u+
�
2A
p

n
�

u3/2 + A
�
u2 + log n

��
.

1.2 Connections with the literature

In this section, we describe the concentration inequality obtained in [40] for U-statistics in a dependent
framework and we compare it with our results. We consider an integer n ∈N\{0} and a geometrically α-
mixing sequence (X i)i∈[n] (see [40, Section 2]) with coefficient

α(i) ≤ γ1 exp(−γ2i), for all i ≥ 1,

where γ1,γ2 are two positive absolute constants. We consider a kernel h : Rd ×R
d → R degenerate,

symmetric, continuous, integrable and satisfying for some q ≥ 1,
∫
R2d |Fh(u)|‖u‖q2du <∞, where Fh

denotes the Fourier-transform of h. Then Eq.(2.4) from [40] states that there exists a constant C > 0
such that for any u > 0, it holds with probability at least 1− 6e−u

2
n(n− 1)

Ustat(n) ≤ 4C‖Fh‖L1

§
A1/2

n

u

n
+ C log4(n)

h
u

n

i2
ª

,

where A1/2
n
= 4

�
64γ1/3

1
1−exp(−γ2/3)

+
log4(n)

n

�
and Ustat(n) =

∑
1≤i< j≤n

�
h(X i , X j)−Eπ[h]

�
.

[40] has the merit of working with geometrically α-mixing stationary sequences which includes in
particular geometrically (and hence uniformly) ergodic Markov chains (see [29, p.6]). For the sake of
simplicity, we presented the result of [40] for U-statistics of order 2, but their result holds for U-statistics
of arbitrary order m ≥ 2. Nevertheless, they only consider state spaces like R

d with d ≥ 1 and they work
with a unique kernel h (i.e. hi1 ,...,im = h for any i1, . . . , im) which is assumed to be symmetric continuous,
integrable and that satisfies some smoothness assumption. On the contrary, we consider general state
spaces and we allow different kernels hi, j that are not assumed to be symmetric or smooth. In a framework
where both Theorem 2 and [40, Theorem 2.1] hold, noticing that for any u ≥ 1,

log(n)
u

n
+ log n

h
u

n

i2
≤ log(n)

u

n
+ log4(n)

h
u

n

i2
,

we deduce that our bound is asymptotically at least as good as the one from [40] (up to a possible log
factor marked in bold). However, [40] only provides a Hoeffding-type concentration inequality since the
kernel h appears in the constants involved in their bound only trough the L1 norm of its Fourier-transform.
Hence, they cannot benefit from smaller variance terms to get faster convergence rates contrary to our
result stated in Theorem 3.

4



1.3 Outline

In Section 2, we introduce some notations and we present in details the assumptions under which our
concentration results from Theorems 1, 2 and 3 hold. The proofs of our results are presented in Section 3.
In the Appendix, we provide additional material that is not essential for the understanding of our work
but that may be helpful for non-specialist readers. We include in particular a reminder of the useful
definitions and properties of Markov chains on a general state space (see Section A), and the presentation
of two standard concentration results for sums of function of a Markov chain (see Sections B.3 and B.4).

2 Assumptions and notations

2.1 Uniform ergodicity

Assumption 1 The Markov chain (X i)i≥1 isψ-irreducible for some maximal irreducibility measure ψ on Σ

(see [34, Section 4.2]). Moreover, there exist δm > 0 and some integer m≥ 1 such that

∀x ∈ E, ∀A∈ Σ, δmµ(A) ≤ Pm(x ,A).

for some probability measure µ.

For the reader familiar with the theory of Markov chains, Assumption 1 states that the whole space E

is a small set which is equivalent to the uniform ergodicity of the Markov chain (X i)i≥1 (see [34, Theo-
rem 16.0.2]), namely there exist constants 0< ρ < 1 and L > 0 such that

‖Pn(x , ·)−π‖T V ≤ Lρn, ∀n≥ 0, π−a.e x ∈ E,

where π is the unique invariant distribution of the chain (X i)i≥1. From [19, section 2.3]), we also know
that the Markov chain (X i)i≥1 admits a spectral gap 1− λ > 0 with λ ∈ [0,1) (thanks to uniform ergod-
icity). We refer to Section A.1 for a reminder on the spectral gap of Markov chains.

2.2 Upper-bounded Markov kernel

Assumption 2 can be read as a reverse Doeblin’s condition and allows us to achieve a change of mea-
sure in expectations in our proof to work with i.i.d. random variables with distribution ν. As a result,
Assumption 2 is the cornerstone of our approach since it allows to decouple the U-statistic in the proof.

Assumption 2 There exists δM > 0 such that

∀x ∈ E, ∀A∈ Σ, P(x ,A) ≤ δMν(A),

for some probability measure ν.

Assumption 2 has already been used in the literature (see [32, Section 4.2]) and was introduced
in [14]. This condition can typically require the state space to be compact as highlighted in [32].

Let us describe another situation where Assumption 2 holds. Consider that (E,‖·‖) is a normed space
and that for all x ∈ E, P(x , d y) has density p(x , ·) with respect to some measure η on (E,Σ). We further
assume that there exists an integrable function u : E→R+ such that

∀x , y ∈ E, p(x , y) ≤ u(y).

Then considering for ν the probability measure with density u/‖u‖1 with respect to η and δM = ‖u‖1,
Assumption 2 holds.

2.3 Exponential integrability of the regeneration time

We introduce some additional notations which will be useful to apply Talagrand concentration result
from [39]. Note that this section is inspired from [1] and [34, Theorem 17.3.1]. We assume that As-
sumption 1 is satisfied and we extend the Markov chain (X i)i≥1 to a new (so called split) chain (X n,Rn) ∈
E × {0,1} (see Section A.2 for a construction of the split chain), satisfying the following properties.
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• (X n)n is again a Markov chain with transition kernel P with the same initial distribution as (Xn)n.
We recall that π is the invariant distribution on the E.

• if we define T1 = inf{n> 0 : Rnm = 1},

Ti+1 = inf{n> 0 : R(T1+···+Ti+n)m = 1},

then T1, T2, . . . are well defined and independent. Moreover T2, T3, . . . are i.i.d.

• if we define Si = T1 + · · ·+ Ti , then the “blocks”

Y0 = (X 1, . . . , X mT1+m−1), and Yi = (X m(Si+1), . . . , X m(Si+1+1)−1), i > 0,

form a one-dependent sequence (i.e. for all i, σ((Yj) j<i) and σ((Yj) j>i) are independent). More-
over, the sequence Y1, Y2, . . . is stationary and if m= 1 the variables Y0, Y1, . . . are independent. In
consequence, for any measurable space (S,B) and measurable functions f : S→R, the variables

Zi = Zi( f ) =

m(Si+1+1)−1∑

j=m(Si+1)

f (X j), i ≥ 1,

constitute a one-dependent sequence (an i.i.d. sequence if m= 1). Additionally, if f is π-integrable
(recall that π is the unique stationary measure for the chain), then

E[Zi] = δ
−1
m

m

∫
f dπ.

• the distribution of T1 depends only on π, P, δm, µ, whereas the law of T2 only on P, δm and µ.

Remark Let us highlight that (X n)n is a Markov chain with transition kernel P and same initial dis-
tribution as (Xn)n. Hence for our purposes of estimating the tail probabilities, we will identify (Xn)n
and (X n)n.

To derive a concentration inequality, we use the exponential integrability of the regeneration times
which is ensured if the chain is uniformly ergodic as stated by Proposition 1. A proof can be found in
Section B.1.

Definition 1 For α > 0, define the function ψα : R+→ R+ with the formula ψα(x) = exp(xα)− 1. Then

for a random variable X , the α-Orlicz norm is given by

‖X‖ψα = inf {γ > 0 : E[ψα(|X |/γ)] ≤ 1} .

Proposition 1 If Assumption 1 holds, then

‖T1‖ψ1
<∞ and ‖T2‖ψ1

<∞, (1)

where ‖ · ‖ψ1
is the 1-Orlicz norm introduced in Definition 1. We denote τ :=max(‖T1‖ψ1

,‖T2‖ψ1
).

2.4 π-canonical and bounded kernels

With Assumption 3, we introduce the notion of π-canonical kernel which is the counterpart of the canon-
ical property from [21].

Assumption 3 Let us denoteB(R) the Borel algebra on R. For all i, j ∈ [n], we assume that hi, j : (E2,Σ⊗
Σ)→ (R,B(R)) is measurable and is π-canonical, namely

∀x , y ∈ E, Eπ[hi, j(X , x)] = Eπ[hi, j(X , y)] = Eπhi, j(x , X ) = Eπhi, j(y, X ).

This common expectation will be denoted Eπ[hi, j].

Moreover, we assume that for all i, j ∈ [n], ‖hi, j‖∞ <∞.
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Remarks:

• A large span of kernels are π-canonical. This is the case of translation-invariant kernels which have
been widely studied in the Machine Learning community. Another example of π-canonical kernel is a
rotation invariant kernel when E = S

d−1 := {x ∈Rd : ‖x‖2 = 1} with π also rotation invariant (see [11]
or [10]).

• The notion of π-canonical kernels is the counterpart of canonical kernels in the i.i.d. framework (see
for example [26]). Note that we are not the first to introduce the notion of π-canonical kernels working
with Markov chains. In [20], Fort and al. provide a variance inequality for U-statistics whose underlying
sequence of random variables is an ergodic Markov Chain. Their results holds for π-canonical kernels as
stated with [20, Assumption A2].

• Note that if the kernels hi, j are not π-canonical, the U-statistic decomposes into a linear term and a π-
canonical U-statistic. This is called the Hoeffding decomposition (see [21, p.176]) and takes the following
form

∑

i 6= j

�
hi, j(X i , X j)−E(X ,Y )∼π⊗π[hi, j(X , Y )]

�

=
∑

i 6= j

ehi, j(X i , X j)−Eπ
�ehi, j

�
+
∑

i 6= j

�
EX∼π

�
hi, j(X , X j)

�
−E(X ,Y )∼π⊗π

�
hi, j(X , Y )

��

+
∑

i 6= j

�
EX∼π

�
hi, j(X i , X )

�
−E(X ,Y )∼π⊗π

�
hi, j(X , Y )

��
,

where for all j, the kernel ehi, j is π-canonical with

∀x , y ∈ E, ehi, j(x , y) = hi, j(x , y)−EX∼π
�
hi, j(x , X )

�
−EX∼π

�
hi, j(X , y)

�
.

2.5 Additional technical assumption

In the case where the kernels hi, j depend on both i and j, we need Assumption 4.(ii) to prove Theorem 1.
Assumption 4.(ii) is a mild condition on the initial distribution of the Markov chain that is used when
we apply Bernstein’s inequality for Markov chains from Proposition 4.

Assumption 4 At least one of the following conditions holds.

(i) For all i, j ∈ [n], hi, j ≡ h1, j, i.e. the kernel function hi, j does not depend on i.
(ii) The initial distribution of the Markov chain (X i)i≥1, denoted χ , is absolutely continuous with

respect to the invariant measure π and its density, denoted by
dχ
dπ , has finite p-moment for some p ∈ (1,∞],

i.e

∞ >


dχ

dπ


π,p

:=






h∫ ��� dχ
dπ

���
p

dπ
i1/p

if p <∞,

ess sup
��� dχ

dπ

��� if p =∞.

In the following, we will denote q =
p

p−1 ∈ [1,∞) (with q = 1 if p = +∞) which satisfies 1
p +

1
q = 1.

2.6 Examples of Markov chains satisfying the Assumptions

2.6.1 Example 1: Finite state space.

For Markov chains with finite state space, Assumption 2 holds trivially. Hence, in such framework the
result of Theorem 2 holds for any uniformly ergodic Markov chain. In particular, this is true for any
aperiodic and irreducible Markov chains using [5, Lemma 7.3.(ii)].
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2.6.2 Example 2: AR(1) process.

Let us consider the process (Xn)n∈N on R
k defined by

X0 ∈Rk and for all n ∈N, Xn+1 = H(Xn) + Zn,

where (Zn)n∈N are i.i.d random variables in Rk and H : Rk → Rk is an application. Such a process
is called an auto-regressive process of order 1, noted AR(1). We show that under mild conditions, our
result can be applied to AR(1) processes. Before providing a result from [15] giving conditions ensuring
the uniform ergodicity of an AR(1) process, let us introduce some notations.
We consider k, d ∈ N

∗ := N\{0} and we denote ‖ · ‖k (resp. ‖ · ‖d) the euclidean norm on R
k (resp.

on R
d). We need the preliminary notations.

• λLeb is the Lebesgue measure on R
k and L2(Rk,λLeb) is the space of square integrable functions

from R
k to R.

• If v is linear map from R
k to R

d , we denote ‖v‖ its norm defined by

‖v‖ := sup
‖x‖k=1

‖v(x)‖d .

If some function G : Rk→R
d is differentiable on R

k, we define

‖dG‖2 :=

√√√
∫

Rk

‖dG(x)‖2dλLeb(x).

We can now state the following result from [15].

Proposition 2 Let us consider R
k endowed with its Borel sigma-algebra. Suppose that the random vari-

ables Zn are i.i.d. with a distribution equivalent to the Lebesgue measure λLeb on R
k and with density fZ

with respect λLeb . Assume that

• H is bounded and continuously differentiable with ‖H‖∞ + ‖dH‖2 <∞.

• fZ is continuously differentiable and ‖ fZ‖∞ + ‖ fZ‖2 + ‖d fZ‖2 <∞.

Then, the Markov chain (Xn)n satisfying Xn+1 = H(Xn) + Zn is uniformly ergodic.

We keep the assumptions of Proposition 2 and we consider some b > 0 such that ‖H‖∞ ≤ b. Assum-
ing furter that y 7→ sup

z∈[−b,b]
fZ(y − z) is integrable on E with respect to λLeb , we get that Assumption 2

holds (see the remark following Assumption 2). The previous condition on fZ is for example satisfied for
Gaussian distributions. We deduce that Theorem 2 can be applied in such settings that can typically be
found in nonlinear filtering problem (see [14, Section 4]).

2.6.3 Example 3: ARCH process.

Let us consider E =R. The ARCH model is

Xn+1 = H(Xn) + G(Xn)Zn+1,

where H and G are continuous functions, and (Zn)n are i.i.d. centered normal random variables with
variance σ2 > 0. Assuming that infx |G(x)| ≥ a > 0, we know that the Markov chain (Xn) is irreducible
and aperiodic (see [3, Lemma 1]). Assuming further that ‖H‖∞ ≤ b <∞ and that ‖G‖∞ ≤ c, we
can show that Assumptions 1 and 2 hold. Let us first remark that the transition kernel P of the Markov
chain (Xn)n is such that for any x ∈R, P(x , d y) has density p(x , ·) with respect to the Lebesgue measure
with

p(x , y) =
�
2πσ2

�−1
exp

�
− (y −H(x))2

2σ2G(x)2

�
.
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We deduce that for any x , y ∈R we have

p(x , y) ≥
�
2πσ2

�−1
exp

�
− (y − H(x))2

2σ2a2

�
≥ gm(y) :=

1
2πσ2

×






exp
�
− (y−B)2

2σ2a2

�
if y < −b

exp
�
− 2B2

σ2a2

�
if |y | ≤ b

exp
�
− (y+B)2

2σ2a2

�
if y > b

.

With a similar approach, we get

p(x , y) ≤
�
2πσ2

�−1
exp

�
− (y −H(x))2

2σ2c2

�
≤ gM (y) :=

�
2πσ2

�−1 ×






exp
�
− (y+b)2

2σ2c2

�
if y < −b

1 if |y | ≤ b

exp
�
− (y−b)2

2σ2c2

�
if y > b

.

We deduce that considering δm = ‖gm‖1,δM = ‖gM‖1 and µ (resp. ν) with density gm/‖gm‖1 (resp. gM/‖gM‖1)
with respect to the Lebesgue measure on R, Assumptions 1 and 2 hold.

3 Proofs

3.1 Proof of Theorem 1

In Section 3.2, we explain succinctly how to easily obtain the proof of Theorem 2 from the one of Theo-
rem 1.

Let us recall that Theorem 1 requires either a mild condition on the initial distribution of the Markov
chain or the fact that the kernels hi, j do not depend on i (see Assumption 4). One only needs to consider
different Bernstein concentration inequalities for sums of functions of Markov chains to go from one
result to the other. In this section, we give the proof of Theorem 1 in the case where Assumption 4.(i)
holds. We specify the part of the proof that should be changed to get the result when hi, j may depend on

both i and j and when Assumption 4.(ii) holds. We make this easily identifiable using the symbol
�

.

Our proof is inspired from [21, Section 3.4.3] where a Bernstein-type inequality is shown for U-
statistics of order 2 in the independence setting. Their proof relies on the canonical property of the
kernel functions which endowed the U-statistic with a martingale structure. We want to use a similar
argument and we decompose Ustat(n) to recover the martingale property for each term (except for the
last one). Considering for any l ≥ 1 the σ-algebra Gl = σ(X1, . . . , X l ), the notation El refers to the
conditional expectation with respect to Gl . Then we decompose Ustat(n) as follows,

Ustat(n) =

tn∑

k=1

∑

i< j

�
E j−k+1[hi, j(X i , X j)]−E j−k[hi, j(X i , X j)]

�

+
∑

i< j

�
E j−tn

[hi, j(X i , X j)]−E
�
hi, j(X i , X j)

��
, (2)

where tn is an integer that scales logarithmically with n and that will be specified latter. By convention,
we assume here that for all k < 1, Ek[·] := E[·]. Hence the first term that we will consider is given by

Un =
∑

1≤i< j≤n

h
(0)
i, j (X i , X j−1, X j),

where for all x , y, z ∈ E,

h
(0)
i, j (x , y, z) = hi, j(x , z)−

∫

w

hi, j(x , w)P(y, dw).

We provide a detailed proof of a concentration result for Un by taking advantage of its martingale
structure. Reasoning by induction, we show that the tn − 1 following terms involved in the decomposi-
tion (2) of Ustat(n) can be handled using a similar approach. Since the last term of the decomposition (2)
has not a martingale property, another argument is required. We deal with the last term exploiting the
uniform ergodicity of the Markov chain (X i)i≥1 which is guaranteed by Assumption 1 (see [37, Theo-
rem 8]).
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3.1.1 Concentration of the first term of the decomposition of the U-statistic

Martingale structure of the U-statistic Defining Yj =
∑ j−1

i=1 h
(0)
i, j (X i , X j−1, X j), Un can be written as Un =∑n

j=2 Yj . Since
E j−1[Yj] = E[Yj | X1, . . . , X j−1] = 0,

we know that (Uk)k≥2 is a martingale relative to theσ-algebras Gl , l ≥ 2. This martingale can be extended
to n= 0 and n= 1 by taking U0 = U1 = 0, G0 = {;, E}, G1 = σ(X1). We will use the martingale structure
of (Un)n through the following Lemma.

Lemma 1 (see [21, Lemma 3.4.6])

Let (Um, Gm), m ∈N, be a martingale with respect to a filtration Gm such that U0 = U1 = 0. For each m≥ 1
and k ≥ 2, define the angle brackets Ak

m
= Ak

m
(U) of the martingale U by

Ak
m
=

m∑

i=1

Ei−1[(Ui − Ui−1)
k]

(and note Ak
1 = 0 for all k). Suppose that for α > 0 and all i ≥ 1, E[eα|Ui−Ui−1 |]<∞. Then

�
ǫm := eαUm−

∑
k≥2 α

kAk
m
/k!, Gm

�
, m ∈N,

is a supermartingale. In particular, E[ǫm]≤ E[ǫ1] = 1, so that, if Ak
m
≤ wk

m
for constants wk

m
≥ 0 ; then

E[eαUm]≤ e
∑

k≥2 α
kwk

m/k!.

We will also use the following convexity result several times.

Lemma 2 [22, page 179] For all θ1,θ2,ǫ ≥ 0, and for all integer k ≥ 1,

(θ1 + θ2)
k ≤ (1+ ǫ)k−1θ k

1 + (1+ ǫ
−1)k−1θ k

2 .

For all k ≥ 2 and n≥ 1, we have :

Ak
n
=

n∑

j=2

E j−1

� j−1∑

i=1

h
(0)
i, j (X i , X j−1, X j)

�k

≤ V k
n

:=
n∑

j=2

E j−1

����
j−1∑

i=1

h
(0)
i, j (X i , X j−1, X j)

����
k

=

n∑

j=2

E j−1

����
j−1∑

i=1

�
hi, j(X i , X j)−EX̃∼π[hi, j(X i , X̃ )] +EX̃∼π[hi, j(X i , X̃ )]−E j−1[hi, j(X i , X j)]

�����
k

=

n∑

j=2

E j−1

����
j−1∑

i=1

�
pi, j(X i , X j) +mi, j(X i , X j−1)

� ����
k

,

where

pi, j(x , z) = hi, j(x , z)−Eπ[hi, j] and mi, j(x , y) = Eπ[hi, j]−
∫

z

hi, j(x , z)P(y, dz).

Using Lemma 2 with ǫ = 1/2, we deduce that

V k
n
≤

n∑

j=2

E j−1

�����
j−1∑

i=1

pi, j(X i , X j)

����+
����

j−1∑

i=1

mi, j(X i , X j−1)

����

�k

≤
�

3
2

�k−1 n∑

j=2

E j−1

����
j−1∑

i=1

pi, j(X i , X j)

����
k

+ 3k−1
n∑

j=2

E j−1

����
j−1∑

i=1

mi, j(X i , X j−1)

����
k

.
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Let us remark that

n∑

j=2

E j−1

����
j−1∑

i=1

mi, j(X i , X j−1)

����
k

=

n∑

j=2

E j−1

����
j−1∑

i=1

�
EX̃∼π[hi, j(X i , X̃ )]−E j−1[hi, j(X i , X j)]

� ����
k

=

n∑

j=2

����
j−1∑

i=1

�
EX̃∼π[hi, j(X i , X̃ )]−E j−1[hi, j(X i , X j)]

� ����
k

=

n∑

j=2

����E j−1

� j−1∑

i=1

�
EX̃∼π[hi, j(X i , X̃ )]− hi, j(X i , X j)

������
k

≤
n∑

j=2

E j−1

����
j−1∑

i=1

�
EX̃∼π[hi, j(X i , X̃ )]− hi, j(X i , X j)

� ����
k

,

where the last inequality comes from Jensen’s inequality. We obtain the following upper-bound for V k
n

,

V k
n
≤ 2× 3k−1

n∑

j=2

E j−1

����
j−1∑

i=1

pi, j(X i , X j)

����
k

≤ 2× 3k−1δM

n∑

j=2

EX ′
j

����
j−1∑

i=1

pi, j(X i , X ′
j
)

����
k

,

where the random variables (X ′
j
) j are i.i.d. with distribution ν (see Assumption 2). EX ′

j
denotes the

expectation on the random variable X ′
j
.

Lemma 3 (see [21, Ex.1 Section 3.4]) Let Z j be independent random variables with respective probability

laws Pj . Let k > 1, and consider functions f1, . . . , fN where for all j ∈ [N], f j ∈ Lk(Pj). Then the duality

of Lp spaces and the independence of the variables Z j imply that

 
N∑

j=1

E
�
| f j(Z j)|k

�
!1/k

= sup∑N

j=1 E|ξ j(Z j)|k/(k−1)=1

N∑

j=1

E
�

f j(Z j)ξ j(Z j)
�

,

where the sup runs over ξ j ∈ Lk/(k−1)(Pj).

Then by the duality result of Lemma 3,

�
V k

n

�1/k ≤
 

2δM × 3k−1
n∑

j=2

EX ′
j

����
j−1∑

i=1

pi, j(X i , X ′
j
)

����
k
!1/k

≤ (2δM)
1/k sup

ξ∈Lk

n∑

j=2

j−1∑

i=1

EX ′
j

�
pi, j(X i , X ′

j
)ξ j(X

′
j
)

�

whereLk =

�
ξ= (ξ2, . . . ,ξn) s.t. ∀2≤ j ≤ n, ξ j ∈ Lk/(k−1)(ν) with

n∑

j=2

E|ξ j(X
′
j
)|k/(k−1) = 1

�
.

= (2δM)
1/k sup

ξ∈Lk

n−1∑

i=1

n∑

j=i+1

EX ′
j

�
pi, j(X i , X ′

j
)ξ j(X

′
j
)

�

Let us denote F the subset of the set F (E,R) of all measurable functions from (E,Σ) to (R,B(R))
that are bounded by A. We set S := E × F n−1. For all i ∈ [n], we define Wi by

Wi :=



X i , 0, . . . , 0︸ ︷︷ ︸
(i−1) times

, pi,i+1(X i , ·), pi,i+2(X i , ·), . . . , pi,n(X i , ·)



 ∈ S.
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Hence for all i ∈ [n], Wi is σ(X i)-measurable. We define for any ξ = (ξ2, . . . ,ξn) ∈
∏n

i=2 Lk/(k−1)(ν) the
function

∀w= (x , p2, . . . , pn) ∈ S, fξ(w) =

n∑

j=2

∫
p j(y)ξ j(y)dν(y).

Then setting F = { fξ :
∑n

j=2 E|ξ j(X
′
j
)|k/(k−1) = 1}, we have

(V k
n
)1/k ≤ (2δM )

1/k sup
fξ∈F

n−1∑

i=1

fξ(Wi).

By the separability of the Lp spaces of finite measures, F can be replaced by a countable subset F0. To
upper-bound the tail probabilities of Un, we will bound the variable V k

n
on sets of large probability using

Talagrand’s inequality. Then we will use Lemma 1 on these sets by means of optional stopping.

Application of Talagrand’s inequality for Markov chains The proof of Lemma 4 is provided in Sec-
tion B.2.

Lemma 4 Let us denote

Z = sup
fξ∈F

n−1∑

i=1

fξ(Wi), σ2
k
= E

�
n−1∑

i=1

sup
fξ∈F

fξ(Wi)
2

�
and bk = sup

w∈S

sup
fξ∈F
| fξ(w)|.

Then it holds for any t > 0,

P (Z > E[Z] + t)≤ exp

�
− 1

8‖Γ‖2 min

�
t2

4σ2
k

,
t

bk

��
,

where Γ is a n× n matrix defined in Section B.2 which satisfies ‖Γ‖ ≤ 2L
1−ρ .

Using Lemma 4, we deduce that for any t > 0,

P
�
(V k

n
)1/k ≥ (2δM )

1/k
E[Z] + (2δM )

1/k t
�
≤ exp

�
− 1

8‖Γ‖2 min

�
t2

4σ2
k

,
t

bk

��
,

which implies that for any x ≥ 0,

P
�
(V k

n
)1/k ≥ (2δM)

1/k
E[Z] + (2δM )

1/k2σk

p
x + (2δM)

1/k bk x
�
≤ exp

�
− x

8‖Γ‖2
�

.

Using the change of variable x = k8‖Γ‖2u with u ≥ 0 in the previous inequality leads to

P

�∞⋃

k=2

(V k
n
)1/k ≥ (2δM )

1/k
E[Z] + (2δM)

1/kσk3‖Γ‖
p

ku+ (2δM )
1/kk8‖Γ‖2 bku

�
≤ 1.62e−u,

because

1∧
∞∑

k=2

exp (−ku) ≤ 1∧ 1
eu(eu − 1)

=

�
eu ∧ 1

eu − 1

�
e−u ≤ 1+

p
5

2
e−u ≤ 1.62e−u.
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Bounding bk. Using Hölder’s inequality we have,

bk = sup
w∈S

sup
fξ∈F
| fξ(w)|

= sup
(p2,...,pn)∈Fn−1

sup
ξ∈Lk

n∑

j=2

E[p j(X
′
j
)ξ j(X

′
j
)]

≤ sup
(p2,...,pn)∈Fn−1

sup∑n

j=2 E|ξ j(X
′
j)|k/(k−1)=1

n∑

j=2

�
E

���p j(X
′
j
)

���
k
�1/k �

E

���ξ j(X
′
j
)

���
k/(k−1)

�(k−1)/k

≤ sup
(p2,...,pn)∈Fn−1

sup∑n

j=2 E|ξ j(X
′
j)|k/(k−1)=1

 
n∑

j=2

E

���p j(X
′
j
)

���
k

!1/k 
n∑

j=2

E

���ξ j(X
′
j
)

���
k/(k−1)

!(k−1)/k

≤ sup
(p2,...,pn)∈Fn−1

 
n∑

j=2

E

���p j(X
′
j
)

���
k

!1/k

≤ ((nA2)Ak−2)1/k,

where A := 2maxi, j ‖hi, j‖∞ which satisfies maxi, j ‖pi, j‖∞ ≤ A. Here, we used that F is the set of measur-
able functions from (E,Σ) to (R,B(R)) bounded by A.

Bounding the variance.

σ2
k
= E

�
n−1∑

i=1

sup
fξ∈F

fξ(Wi)
2

�
=

n−1∑

i=1

E



 sup
ξ∈Lk

 
n∑

j=i+1

EX ′
j

�
pi, j(X i , X ′

j
)ξ j(X

′
j
)
�
!2




=

n−1∑

i=1

E




 

sup
ξ∈Lk

�����

n∑

j=i+1

EX ′
j

�
pi, j(X i , X ′

j
)ξ j(X

′
j
)
�
�����

!2




≤ n
�
B2

0Ak−2
�2/k

,

where the last inequality comes from the following (where we use twice Holder’s inequality),

sup
ξ∈Lk

�����

n∑

j=i+1

EX ′
j

�
pi, j(X i , X ′

j
)ξ j(X

′
j
)
�
�����

≤ sup
ξ∈Lk

n∑

j=i+1

�
EX ′

j

���pi, j(X i , X ′
j
)

���
k
�1/k �

E

���ξ j(X
′
j
)

���
k/(k−1)

�(k−1)/k

≤ sup∑n

j=2 E|ξ j(X
′
j
)|k/(k−1)=1

 
n∑

j=i+1

EX ′j

���pi, j(X i , X ′
j
)

���
k

!1/k 
n∑

j=i+1

EX ′j

���ξ j(X
′
j
)

���
k/(k−1)

!(k−1)/k

≤
 

n∑

j=i+1

EX ′
j

���pi, j(X i , X ′
j
)

���
k

!1/k

≤
�
B2

0Ak−2
�1/k

,

where B2
0 :=max



max
i



n∑

j=i+1

EX∼ν
�
p2

i, j(·, X )
�

∞

, max
j



j−1∑

i=1

EX∼π[p
2
i, j(X , ·)]


∞



≤ B2. (3)

Using Lemma 2 twice and the bounds obtained on bk and σ2
k

gives for u > 0,

�
(2δM )

1/k
E[Z] + (2δM )

1/kσk3‖Γ‖
p

ku+ (2δM)
1/kk8‖Γ‖2 bku

�k
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≤
�
(2δM)

1/k
E[Z] + (2δM )

1/k3‖Γ‖(B2
0Ak−2)1/k

p
nku+ (2δM )

1/k8‖Γ‖2((nA2)Ak−2)1/kku

�k

≤ (1+ ǫ)k−12δM (E[Z])
k
+ (1+ ǫ−1)k−1

�
(2δM )

1/k8‖Γ‖2((nA2)Ak−2)1/kku

+ (2δM)
1/k3‖Γ‖(B2

0Ak−2)1/k
p

nku

�k

≤ (1+ ǫ)k−12δM (E[Z])
k
+ 2δM(1+ ǫ

−1)2k−2
�
8‖Γ‖2

�k
(nA2)Ak−2(ku)k

+ (1+ ǫ)k−1(1+ ǫ−1)k−12δM (3‖Γ‖)k B2
0Ak−2(nku)k/2.

So, setting

wk
n

:= ((1+ ǫ)k−12δM (E[Z])
k
+ 2δM (1+ ǫ

−1)2k−2
�
8‖Γ‖2

�k
(nA2)Ak−2(ku)k

+ (1+ ǫ)k−1(1+ ǫ−1)k−12δM (3‖Γ‖)k B2
0Ak−2(nku)k/2,

we have
P
�
V k

n
≤ wk

n
∀k ≥ 2

�
≥ 1− 1.62e−u, (4)

where the dependence in u of wk
n

is leaved implicit.

Bounding (E[Z])k .

�
The way we bound (E[Z])k is the only part of the proof that needs to be modified to get
the concentration result when Assumption 4.(i) or Assumption 4.(ii) holds. This is where
we can use different Bernstein concentration inequalities. Here we present the approach
when hi, j ≡ h1, j, ∀i, j (i.e. when Assumption 4.(i) is satisfied). We refer to Section B.5 for
the details regarding the way we bound (EZ)k when Assumption 4.(ii) holds.

Using Jensen inequality and Lemma 3, we obtain

(E[Z])k ≤ E[Zk] = E




 

sup
ξ∈Lk

n−1∑

i=1

n∑

j=i+1

EX ′
j
[pi, j(X i , X ′

j
)ξ j(X

′
j
)]

!k




= E




n∑

j=2

EX ′
j




�����

j−1∑

i=1

pi, j(X i , X ′
j
)

�����

k






=
n∑

j=2

E




�����

j−1∑

i=1

pi, j(X i , X ′
j
)

�����

k


 ,

where we recall that EX ′
j

denotes the expectation on the random variable X ′
j
. One can remark that

conditionally to X ′
j
, the quantity

∑ j−1
i=1 pi, j(X i , X ′

j
) is a sum of function of the Markov chain (X i)i≥1. Hence

to control this term, we apply a Bernstein inequality for Markov chains.
Let us consider some j ∈ [n] and some x ∈ E. We define

∀l ∈ {0, . . . , n}, Z
j

l
(x) =

m(Sl+1+1)−1∑

i=m(Sl+1)

pi, j(X i , x).

By convention, we set pi, j ≡ 0 for any i ≥ j. Let us consider N j = sup{i ∈ N : mSi+1 +m− 1 ≥ j − 1}.
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Then using twice Lemma 2, we have

�����

j−1∑

i=1

pi, j(X i , X ′
j
)

�����

k

=

������

N j∑

l=0

Z
j

l
(x) +

j−1∑

i=m(SNj
+1)

pi, j(X i , x)

������

k

≤
�

3
2

�k−1
�����

N j∑

l=1

Z
j

l
(x)

�����

k

+ 3k−1

������

j−1∑

i=m(SNj
+1)

pi, j(X i , x)

������

k

≤
�

9
4

�k−1
�����

⌊N j/2⌋∑

l=0

Z
j

2l
(x)

�����

k

+

�
9
2

�k−1
�����

⌊(N j−1)/2⌋∑

l=0

Z
j

2l+1(x)

�����

k

+ 3k−1

������

j−1∑

i=m(SNj
+1)

pi, j(X i , x)

������

k

.

(5)

We have |
∑ j−1

i=m(SNj
+1) pi, j(X i , x)| ≤ AmTN j+1. So using the definition of the Orlicz norm and the fact that

the random variables (Ti)i≥2 are i.i.d., it holds for any t ≥ 0,

P





������

j−1∑

i=m(SNj
+1)

pi, j(X i , x)

������
≥ t



≤ P(TN j+1 ≥
t

Am
) ≤ P(max(T1, T2) ≥

t

Am
)

≤ P(T1 ≥
t

Am
) +P(T2 ≥

t

Am
) ≤ 4exp(− t

Amτ
).

Hence,

E





������

j−1∑

i=m(SNj
+1)

pi, j(X i , x)

������

k

= 4

∫ +∞

0

P





������

j−1∑

i=m(SNj
+1)

pi, j(X i , x)

������

k

≥ t



 d t

≤ 4

∫ +∞

0

exp(− t1/k

Amτ
)

≤ 4(Amτ)k
∫ +∞

0

exp(−v)kvk−1dv

= 4(Amτ)kk!,

where we used that if G is an exponential random variable with parameter 1, then for any p ∈N, E[Gp] =

p!.
The random variable Z

j

2l
(x) is σ(Xm(S2l+1), . . . , Xm(S2l+1+1)−1)-measurable. Let us insist that this holds

because we consider that hi, j ≡ h1, j, ∀i, j which implies that pi, j ≡ p1, j , ∀i, j. Hence for any x ∈ E, the

random variables (Z j

2l
(x))l are independent (see Section 2.3). Moreover, one has that for any l,E[Z j

2l
(x)] =

0. This is due to [34, Eq.(17.23) Theorem 17.3.1] together with Assumption 3 which gives that ∀x ′ ∈
E, EX∼π[pi, j(X , x ′)] = 0. Let us finally notice that for any x ∈ E and any l ≥ 0, |Z j

2l
(x)| ≤ AmT2l+1,

so ‖Z j

2l
(x)‖ψ1

≤ Ammax(‖T1‖ψ1
,‖T2‖ψ1

) ≤ Amτ. First, we use Lemma 5 to obtain that

E

�����

⌊N j/2⌋∑

l=0

Z
j

2l
(x)

�����

k

≤ E max
0≤s≤n−1

�����

s∑

l=0

Z
j

2l
(x)

�����

k

≤ 2× 4k
E

�����

n−1∑

l=0

Z
j

2l
(x)

�����

k

,

where for the last inequality we gathered (7) with the left hand side of (6) from Lemma 5.

Lemma 5 (see [12, Lemma 1.2.6])

Let us consider some separable Banach space B endowed with the norm ‖ · ‖. Let X i , i ≤ n, be independent

centered B-valued random variables with norms Lp for some p ≥ 1 and let ǫi be independent Rademacher

random variables independent of the variables X i . Then

2−p
E



n∑

i=1

ǫi X i



p

≤ E



n∑

i=1

X i



p

≤ 2p
E



n∑

i=1

ǫiX i



p

, (6)
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and

Emax
k≤n



k∑

i=1

X i



p

≤ 2p+1
E



n∑

i=1

ǫiX i



p

(7)

Similarly, the random variables (Z j

2l+1(x))l are independent and satisfy for any l, E[Z j

2l+1(x)] = 0. With
an analogous approach, we get that

E

�����

⌊(N j−1)/2⌋∑

l=0

Z
j

2l+1(x)

�����

k

≤ E max
0≤s≤n−1

�����

s∑

l=0

Z
j

2l+1(x)

�����

k

≤ 2× 4k
E

�����

n−1∑

l=0

Z
j

2l+1(x)

�����

k

.

Let us denote for any j ∈ [n], E|X ′j the conditional expectation with respect to the σ-algebra σ(X ′
j
).

Coming back to (5), we proved that

E|X ′
j

�����

j−1∑

i=1

pi, j(X i , X ′
j
)

�����

k

≤
�

9
4

�k−1

E|X ′
j

�����

⌊N j/2⌋∑

l=0

Z
j

2l
(X ′

j
)

�����

k

+

�
9
2

�k−1

E|X ′
j

�����

⌊(N j−1)/2⌋∑

l=0

Z
j

2l+1(X
′
j
)

�����

k

+ 3k−1
E|X ′

j

������

j−1∑

i=m(SNj
+1)

pi, j(X i , X ′
j
)

������

k

≤ 2× 9k
E|X ′

j

�����

n−1∑

l=0

Z
j

2l+1(X
′
j
)

�����

k

+ 2× 18k
E|X ′

j

�����

n−1∑

l=0

Z
j

2l
(X ′

j
)

�����

k

+ 4(3Amτ)kk!. (8)

It remains to bound the two expectations in (8). The two latter expectations will be control similarly
and we give the details for the first one. We use the following Bernstein’s inequality with the sequence
of random variables (Z j

2l+1(x))l .

Lemma 6 (Bernstein’s ψ1 inequality, [43, Lemma 2.2.11] and the subsequent remark).

If Y1, . . . , Yn are independent random variables such that EYi = 0 and ‖Yi‖ψ1
≤ τ, then for every t > 0,

P

������

n∑

i=1

Yi

�����> t

�
≤ 2exp

�
− 1

K
min

�
t2

nτ2
,

t

τ

��
,

for some universal constant K > 0 (K = 8 fits).

We obtain

P

������

n−1∑

l=0

Z
j

2l+1(x)

����� > t

�
≤ 2exp

�
− 1

K
min

�
t2

nA2m2τ2
,

t

Amτ

��
.

We deduce that for any x ∈ E, any j ∈ [n] and any t ≥ 0,

E




�����

n−1∑

l=0

Z
j

2l+1(x)

�����

k


=
∫ ∞

0

P

 �����

n−1∑

l=0

Z
j

2l+1(x)

�����

k

> t

!
d t = 2

∫ ∞

0

exp

�
− 1

K
min

�
t2/k

nA2m2τ2
,

t1/k

Amτ

��
d t.

Let us remark that
t2/k

A2m2nτ2
≤ t1/k

Amτ
⇔ t ≤ (nAτm)k.

Hence for any j ∈ [n],

E




�����

n−1∑

l=0

Z
j

2l+1(X
′
j
)

�����

k




≤ 2

∫ (nAτm)k

0

exp

�
− t2/k

KnA2m2τ2

�
d t + 2

∫ ∞

0

exp

�
− t1/k

KAmτ

�
d t.
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≤ 2

∫ n/K

0

exp (−v)
k

2
vk/2−1

�p
Kn1/2Aτm

�k
dv + 2

∫ ∞

0

exp (−v) kvk−1(KAmτ)kdv.

≤ 2

∫ n/K

0

exp (−v)
k

2
vk/2−1

�p
Kn1/2Aτm

�k
dv + 2k× (k− 1)!(KAmτ)k

≤ k
�p

Kn1/2Aτm
�k

∫ n/K

0

exp (−v) vk/2−1dv + 2k!(KAmτ)k,

where we used again that if G is an exponential random variable with parameter 1, then for any p ∈
N, E[Gp] = p!. Since for any real l ≥ 1,

∫ n/K

0

exp (−v) v l−1dv =

+∞∑

r=0

(−1)r

r!

∫ n/K

0

v r+l−1dv =

+∞∑

r=0

(−1)r

r!
1

r + l
(n/K)r+l

≤ (n/K)l
+∞∑

r=0

(−1)r

r!
1
l
(n/K)r ≤ (n/K)

l

l
e−

n
K ,

we get that

k
�p

Kn1/2Aτm
�k

∫ n/K

0

exp (−v) vk/2−1dv ≤ 2
�p

Kn1/2Aτm
�k

e−n/K(n/K)k/2 = 2 (KnAτm)k e−n/K .

Hence we proved that for some universal constant K > 1,

E




�����

n−1∑

l=0

Z
j

2l+1(x)

�����

k


≤ 2 (KnAτm)k e−n/K + 2k!(KAmτ)k ≤ 4k!(K2Amτ)k,

since for all k ≥ 2, e−n/K (n/K)k/(k!) ≤ 1. Using a similar approach, one can show the same bound for
the second expectation in (8). We proved that for some universal constant K > 1,

(E[Z])k ≤
n∑

j=2

E



E|X ′
j

�����

j−1∑

i=1

pi, j(X i , X ′
j
)

�����

k




≤ 2× 9k

n∑

j=2

E



E|X ′
j

�����

n−1∑

l=0

Z
j

2l+1(X
′
j
)

�����

k


+ 2× 18k

n∑

j=2

E



E|X ′
j

�����

n−1∑

l=0

Z
j

2l
(X ′

j
)

�����

k


+ 4
n∑

j=2

(3Amτ)kk!

≤ 2n× 18k × 4k!(K2Amτ)k + 4n(3Amτ)k k!

= 16n× k!(KAmτ)k,

where in the last inequality, we still call K the universal constant defined by 18K2.

Upper-bounding Un using the martingale structure Let

T + 1 := inf{l ∈N : V k
l
≥ wk

n
for some k ≥ 2}.

Then, the event {T ≤ l} depends only on X1, . . . , X l for all l ≥ 1. Hence, T is a stopping time for the
filtration (Gl)l where Gl = σ((X i)i∈[l]) and we deduce that U T

l
:= Ul∧T for l = 0, . . . , n is a martingale

with respect to (Gl)l with U T
0 = U0 = 0 and U T

1 = U1 = 0. We remark that U T
j
−U T

j−1 = U j −U j−1 if T ≥ j

and zero otherwise, and that {T ≥ j} is G j−1 measurable. Then, the angle brackets of this martingale
admit the following bound:

Ak
n
(U T ) =

n∑

j=2

E j−1[(U
T
j
− U T

j−1)
k]
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=

n∑

j=2

E j−1|U j − U j−1|k1T≥ j =

n∑

j=2

E j−1

�����

j−1∑

i=1

h(X i , X j−1, X j)

�����

k

1T≥ j

=

n−1∑

j=2

V k
j
1T= j + V k

n
1T≥n ≤ wk

n

 
n−1∑

j=2

1T= j + 1T≥n

!
≤ wk

n
,

since, by definition of T , V k
j
≤ wk

n
for all k on {T ≥ j}. Hence, Lemma 1 applied to the martingale U T

n

implies

EeαU T
n ≤ exp

�∑

k≥2

αk

k!
wk

n

�
.

Also, since V k
n

is nondecreasing in n for each k, inequality (4) implies that

P(T < n) ≤ P
�
V k

n
≥ wk

n
for some k ≥ 2

�
≤ 1.62e−u.

Thus we deduce that for all s ≥ 0,

P(Un ≥ s) ≤ P(U T
n
≥ s, T ≥ n) +P(T < n) ≤ e−αs exp

�∑

k≥2

αk

k!
wk

n

�
+ 1.62e−u. (9)

The final step of the proof consists in simplifying exp
�∑

k≥2
αk

k! wk
n

�
.

∑

k≥2

αk

k!
wk

n
= 2δM

∑

k≥2

αk

k!
(1+ ǫ)k−1(E[Z])k

+ 2δM

∑

k≥2

αk

k!
(2+ ǫ+ ǫ−1)k−1 (3‖Γ‖)k B2

0Ak−2(nku)k/2

+ 2δM

∑

k≥2

αk

k!
(1+ ǫ−1)2k−2

�
8‖Γ‖2

�k
(nA2)Ak−2(ku)k

:= a1 + a2 + a3.

Bounding a3. Using the inequality k!≥ (k/e)k , we have,

a3 ≤ 2δM

∑

k≥2

αk(1+ ǫ−1)2k−2
�
8‖Γ‖2

�k
(nA2)Ak−2(eu)k

= 2δMα
2
�p

nA(1+ ǫ−1)8‖Γ‖2eu
�2
∑

k≥2

αk−2(1+ ǫ−1)2(k−2)
�
8‖Γ‖2

�k−2
Ak−2(eu)k−2

=
2δMα

2
�p

nA(1+ ǫ−1)8‖Γ‖2eu
�2

1−α(1+ ǫ−1)2 (8‖Γ‖2)Aeu
, for α < ((1+ ǫ−1)2

�
8‖Γ‖2

�
Aeu)−1 .

Bounding a2. We use the inequality k! ≥ kk/2 because (k/e)k > kk/2 for k ≥ e2 and for k smaller, the
inequality follows by direct verification. Hence,

a2 ≤ 2δM

∑

k≥2

αk(2+ ǫ+ ǫ−1)k−1 (3‖Γ‖)k B2
0Ak−2(nu)k/2

= 2δM(2+ ǫ + ǫ
−1)α2

�
3‖Γ‖B0

p
nu
�2
∑

k≥2

αk−2(2+ ǫ + ǫ−1)k−2 (3‖Γ‖)k−2 Ak−2(nu)(k−2)/2

=
2δM(2+ ǫ+ ǫ

−1)α2
�
3‖Γ‖B0

p
nu
�2

1−α(2+ ǫ + ǫ−1) (3‖Γ‖)A(nu)1/2
, for α < ((2+ ǫ+ ǫ−1) (3‖Γ‖)A(nu)1/2)−1.
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Bounding a1. Using the bound previously obtained for (E[Z])k we get,

a1 = 2δM

∑

k≥2

αk

k!
(1+ ǫ)k−1(E[Z])k

≤ 32δM n
∑

k≥2

αk(1+ ǫ)k−1(KAmτ)k

≤ 32δM nα2(1+ ǫ)[KAmτ]2
∑

k≥2

αk−2(1+ ǫ)k−2(KAmτ)k−2

≤ 32δM nα2(1+ ǫ)[KAmτ]2

1−α(1+ ǫ)KAmτ
, for 0< α < ((1+ ǫ)KAmτ)−1.

Putting altogether we obtain

exp

�∑

k≥2

αk

k!
wk

n

�
≤ exp

�
α2W 2

1−αc

�
,

where

W = 6
Æ
δM(1+ ǫ)

1/2n1/2KAτm

+
Æ

2δM (2+ ǫ + ǫ
−1)1/23‖Γ‖B0

p
nu+

Æ
2δMA(1+ ǫ−1)8‖Γ‖2pneu,

and

c =max

�
(1+ ǫ)KAτm , (2+ ǫ + ǫ−1) (3‖Γ‖)A(nu)1/2 , (1+ ǫ−1)2

�
8‖Γ‖2

�
Aeu

�
.

Using this estimate in (9) and taking s = 2W
p

u+ cu and α =
p

u/(W + c
p

u) in this inequality yields

P
�
Un ≥ 2W

p
u+ cu

�
≤ e−u + 1.62e−u ≤ (1+ e)e−u.

By taking ǫ = 1/2, we deduce that for any u ≥ 0, it holds with probability at least 1− (1+ e)e−u

∑

i< j

h
(0)
j
(X i , X j−1, X j) ≤ 12

Æ
δM KAτm

p
nu+ 18

Æ
δM‖Γ‖B0

p
nu+ 100

Æ
δM‖Γ‖2A

p
neu3/2

+ 3KAτmu+ 27A‖Γ‖pnu3/2 + 72A‖Γ‖2eu2,

Denoting κ := max
�
12
p
δM Kτm , 18

p
δM‖Γ‖, 100

p
δM‖Γ‖2e, 3Kτm, 72‖Γ‖2e

�
, we have with proba-

bility at least 1− (1+ e)e−u

∑

i< j

h
(0)
j
(X i , X j−1, X j) ≤ κ

�
A
p

n
p

u+ (A+ B0
p

n)u+ 2A
p

nu3/2 + Au2
�

.

3.1.2 Reasoning by descending induction with a logarithmic depth

As previously explained, we apply a proof similar to the one of the previous subsection on the tn :=
⌊q log n⌋ first terms of the decomposition (2), with q > (log(1/ρ))−1. Let us give the key elements to
justify such approach by considering the second term of the decomposition (2), namely

∑

i< j

�
E j−1

�
hi, j(X i , X j)

�
−E j−2

�
hi, j(X i , X j)

��

=

n−2∑

i=1

n∑

j=i+2

h
(1)
i, j (X i , X j−2, X j−1) +

n−1∑

i=1

�
Ei

�
hi,i+1(X i , X i+1)

�
−Ei−1

�
hi,i+1(X i , X i+1)

�	

=

n−2∑

i=1

n−1∑

j=i+1

h
(1)
i, j (X i , X j−1, X j) +

n−1∑

i=1

ui(X i−1, X i), (10)
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where

h
(1)
i, j (x , y, z) =

∫

w

hi, j(x , w)P(z, dw)−
∫

w

hi, j(x , w)P2(y, dw)

and

ui(x , y) =

∫

w

hi,i+1(x , w)P(x , dw)−
∫

a

∫

w

P(y, da)P(a, dw)hi,i+1(a, w).

We can upper-bound directly
���
∑n−1

i=1 ui(X i−1, X i)

��� by 2nmaxi, j ‖hi, j‖∞ and we aim at proving a con-

centration result for the term

U
(1)
n−1 :=

n−2∑

i=1

n−1∑

j=i+1

h
(1)
i, j (X i , X j−1, X j) =

n−1∑

j=2

j−1∑

i=1

h
(1)
i, j (X i , X j−1, X j),

using an approach similar to the one of the previous subsection. One can use exactly the same sketch of
proof.

• Martingale structure

Using the notation Y
(1)
j
=
∑ j−1

i=1 h
(1)
i, j (X i , X j−1, X j), we have U

(1)
n−1 =

∑n−1
j=2 Y

(1)
j

which shows that (U (1)
n
)n

is a martingale with respect to the σ-algebras (Gl)l . Indeed, we have E j−1[Y
(1)
j
] = 0.

• Talagrand’s inequality

To upper-bound (V k
n
)n, we split it as previously namely

V k
n

:=
n−1∑

j=2

E j−1

�����

j−1∑

i=1

h
(1)
i, j (X i , X j−1, X j)

�����

k

=

n−1∑

j=2

E j−1

����
j−1∑

i=1

�
I
(1)
i, j (X i , X j)−E j−1[I

(1)
i, j (X i , X j)]

�����
k

,

where

I
(1)
i, j (x , z) =

∫

w

hi, j(x , w)P(z, dw).

Using as previously Lemma 2 with ǫ = 1/2, we get

V k
n
=

n−1∑

j=2

E j−1

����
j−1∑

i=1

�
I
(1)
i, j (X i , X j)−EX̃∼π[I

(1)
i, j (X i , X̃ )] +EX̃∼π[I

(1)
i, j (X i , X̃ )]−E j−1[I

(1)
i, j (X i , X j)]

�����
k

≤ (3/2)k−1
n−1∑

j=2

E j−1

����
j−1∑

i=1

�
I
(1)
i, j (X i , X j)−EX̃∼π[I

(1)
i, j (X i , X̃ )]

� ����
k

+ 3k−1
n−1∑

j=2

E j−1

����
j−1∑

i=1

�
EX̃∼π[I

(1)
i, j (X i , X̃ )]−E j−1[I

(1)
i, j (X i , X j)]

� ����
k

.

Again, basic computations and Jensen’s inequality lead to

n−1∑

j=2

E j−1

����
j−1∑

i=1

�
EX̃∼π[I

(1)
i, j (X i , X̃ )]−E j−1[I

(1)
i, j (X i , X j)]

� ����
k

=

n−1∑

j=2

E j−1

����
j−1∑

i=1

p
(1)
i, j (X i , X j)

����
k

,

where
p
(1)
i, j (x , z) := I

(1)
i, j (x , z)−EX̃∼π[I

(1)
i, j (x , X̃ )].

Hence, using Assumption 1 and Lemma 5 exactly like in the previous section, we get

V k
n
= 2× 3k−1

n−1∑

j=2

E j−1

����
j−1∑

i=1

p
(1)
i, j (X i , X j)

����
k

≤ 2× 3k−1δM

n−1∑

j=2

EX ′j

����
j−1∑

i=1

p
(1)
i, j (X i , X ′

j
)

����
k

.

Then, one can use the same duality trick to show that the V k
n

can be controlled using the supremum
of a sum of functions of the Markov chain (X i)i≥1 using [39, Theorem 3].
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• Bounding exp(wk
n
αk/k!)

The terms a2 and a3 can be bounded in a similar way. For the term a1, we only need to show
that p

(1)
i, j satisfies EX i∼π|p

(1)
i, j (X i , z)] = 0, ∀z ∈ E in order to apply as previously a Bernstein’s type

inequality.

EX i∼π|p
(1)
i, j (X i , z)] =

∫

x i

dπ(x i)

∫

w

hi, j(x i , w)P(z, dw)−EX∼πEX̃∼π[I
(1)
i, j (X , X̃ )]

= Eπ[hi, j]−Eπ[hi, j] (Using Assumption 3)

= 0.

• Conclusion of the proof
Let us consider the constants A1 and B1 defined as the counterparts of the constants A and B0 by

replacing the functions
�
pi, j

�
i, j

by
�
p
(1)
i, j

�
i, j

. One can easily see that A1 = A. Let us give details

about B1.

For any x ∈ E,

EX ′∼ν
�
(p
(1)
i, j )

2(x , X ′)
�
=

∫

z

�
I
(1)
i, j (x , z)−EX̃∼π[I

(1)
i, j (x , X̃ )]

�2
dν(z)

=

∫

z





∫

w

hi, j(x , w)P(z, dw)−
∫

w

hi, j(x , w)

∫

a

P(a, dw)dπ(a)

︸ ︷︷ ︸
=dπ(w)





2

dν(z)

= EX ′∼ν
�
EX∼P(X ′,·)hi, j(x , X )−Eπ[hi, j]

�2
,

and for any y ∈ E,

EX̃∼π
�
(p
(1)
i, j )

2(X̃ , y)
�
=

∫

x

�
I
(1)
i, j (x , y)−EX̃∼π[I

(1)
i, j (x , X̃ )]

�2
dπ(x)

=

∫

x





∫

w

hi, j(x , w)P(y, dw)−
∫

w

hi, j(x , w)

∫

a

P(a, dw)dπ(a)

︸ ︷︷ ︸
=dπ(w)





2

dπ(x)

= EX̃∼π
�
EX∼P(y,·)hi, j(X̃ , X )−Eπ[hi, j]

�2
.

Hence we get that

B2
1 :=max



max
i



n∑

j=i+1

EX∼ν
�
(p
(1)
i, j )

2(·, X )
�

∞

, max
j



j−1∑

i=1

EX∼π[(p
(1)
i, j )

2(X , ·)]

∞



≤ B2, (11)

where we recall that

B2 =max

�
sup

0≤k≤tn

max
i

sup
x

n∑

j=i+1

EX ′∼ν
�
EX∼Pk(X ′,·)hi, j(x , X )−Eπ[hi, j]

�2
,

sup
0≤k≤tn

max
j

sup
y

j−1∑

i=1

EX̃∼π
�
EX∼Pk(y,·)hi, j(X̃ , X )−Eπ[hi, j]

�2
�
.

This allows us to get a concentration inequality similar to the one of the previous subsection, namely
for any u > 0, it holds with probability at least 1− (1+ e)e−u,

n−2∑

i=1

n−1∑

j=i+1

h
(1)
i, j (X i , X j−1, X j) ≤ κ

�
A
p

n
p

u+ (A+ B
p

n)u+ 2A
p

nu3/2 + Au2
�
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Going back to (10), we get that for any u > 0, it holds with probability at least 1− (1+ e)e−u,
∑

i< j

�
E j−1

�
hi, j(X i , X j)

�
−E j−2

�
hi, j(X i , X j)

��

≤ κ
�
A
p

n
p

u+ (A+ B
p

n)u+ 2A
p

nu3/2 + Au2
�
+ nA (12)

One can do the same analysis for the tn first terms in the decomposition (2). Hence for any u> 0, it
holds with probability at least 1− (1+ e)e−u tn,

tn∑

k=1

∑

i< j

�
E j−k+1[hi, j(X i , X j)]−E j−k[hi, j(X i , X j)]

�

≤ κtn

�
A
p

n
p

u+ (A+ B
p

n)u+ 2A
p

nu3/2 + Au2
�
+ ntnA. (13)

3.1.3 Bounding the remaining statistic with uniform ergodicity

In the previous steps of the proof, we decompose Ustat in tn+1 terms (see (2)). The martingale structure
of the first tn terms of this decomposition allowed us to derive a concentration inequality for each of
them. It remains to control the last term of this decomposition, namely

∑

i< j

�
E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

��
,

where tn = ⌊q log n⌋ with q > 2 (log(1/ρ))−1. In the following, we assume that tn ≤ n, otherwise
the last term of the decomposition (2) is an empty sum. Using our convention which states that for
all k < 1, Ek[·] := E[·], we need to control

�����
∑

i< j

�
E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

��
����� ≤ (1) + (2),

with denoting Hi, j = E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

�
,

(1) :=

�����

n−tn∑

i=1

n∑

j=i+tn

Hi, j

����� =

�����

n∑

j=tn+1

j−tn∑

i=1

Hi, j

����� , (2) :=

�����

n−1∑

i=1

(i+tn−1)∧n∑

j=i+1

Hi, j

�����=

�����

n∑

j=2

j−1∑

i=( j−tn+1)∨1

Hi, j

����� .

Let us first bound the term (1) splitting it in two terms,

(1) =

�����

n∑

j=tn+1

j−tn∑

i=1

E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

�
�����≤ (1a) + (1b).

Using Assumption 3, it holds Eπ[hi, j] = EX̃∼π[hi, j(X i , X̃ )] =
∫

x
hi, j(X i , x)dπ(x). Hence we get that

(1a) :=

�����

n∑

j=tn+1

j−tn∑

i=1

E j−tn

�
hi, j(X i , X j)

�
−Eπ[hi, j]

�����

≤
n∑

j=tn+1

�����

∫

x j

j−tn∑

i=1

hi, j(X i , x j)
�
P tn(X j−tn

, d x j)− dπ(x j)
�
�����

≤
n∑

j=tn+1

sup
x j

�����

j−tn∑

i=1

hi, j(X i , x j)

����� sup
z
‖P tn(z, ·)−π‖T V

≤
n∑

j=tn+1

sup
x j

�����

j−tn∑

i=1

hi, j(X i , x j)

����� Lρ tn ≤
n∑

j=tn+1

sup
x j

�����

j−tn∑

i=1

hi, j(X i , x j)

����� L
1
n2
≤ LA,
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where in the penultimate inequality we used that ρ tn ≤ ρq log(n) = nq log(ρ) ≤ n−2 . Indeed 2+q log(ρ) < 0
because we choose q such that q > 2(log(1/ρ))−1.

Using again Assumption 3, it holds Eπ[hi, j] =
∫

x i
χP i(d x i)

∫
x

hi, j(x i , x)dπ(x). Hence, denoting χ
the initial distribution of the Markov chain (X i)i≥1, we get that

(1b) :=

�����

n∑

j=tn+1

j−tn∑

i=1

Eπ[hi, j]−E
�
hi, j(X i , X j)

�
�����

≤
n∑

j=tn+1

j−tn∑

i=1

�����

∫

x i

∫

x j

hi, j(x i , x j)χP i(d x i)
�
P j−i(x i , d x j)− dπ(x j)

�
�����

≤
n∑

j=tn+1

j−tn∑

i=1

∫

x i

∫

x j

‖hi, j‖∞χP i(d x i)
��P j−i(x i , d x j)− dπ(x j)

��

≤
n∑

j=tn+1

j−tn∑

i=1

‖hi, j‖∞
∫

x i

χP i(d x i)

︸ ︷︷ ︸
=1

sup
z

∫

x j

��P j−i(z, d x j)− dπ(x j)
��

=

n∑

j=tn+1

j−tn∑

i=1

‖hi, j‖∞ sup
z
‖P j−i(z, ·)−π‖T V

≤
n∑

j=tn+1

j−tn∑

i=1

‖hi, j‖∞Lρ j−i ≤
n∑

j=tn+1

j−tn∑

i=1

‖hi, j‖∞Lρ tn ≤ LA,

where in the penultimate inequality we used that ρ tn ≤ ρq log(n) = nq log(ρ) ≤ n−2 .
Finally we bound coarsely (2) as follows

(2) =

�����

n∑

j=2

j−1∑

i=( j−tn+1)∨1

E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

�
�����≤ Antn.

We deduce that
∑

i< j

�
E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

��
≤ A(2L + ntn) , (14)

Coupling this result with the concentration result (13) concludes the proof of Theorem 1. Hence, for
any u > 0 it holds with probability at least 1− (1+ e)e−u tn,

∑

i< j

�
hi, j(X i , X j)−E

�
hi, j(X i , X j)

��
≤ κtn

�
A
p

n
p

u+ (A+ B
p

n)u+ 2A
p

nu3/2 + A
�
u2 + n

��
,

for some constant κ > 0.

3.2 Proof of Theorem 2

To prove Theorem 2, one only needs to follow closely the steps of the proof of Theorem 1 and to bound
coarsely the constant B2 by nA2.

3.3 Proof of Theorem 3

The proof of Theorem 3 is obtained from the one of Theorem 1 by avoiding the use of coarse bounds
at two key steps. Note that we work under Assumption 4.(ii) which trivially holds since the chain is
stationary.

First step: Do not use a coarse bound for the residual terms in the induction process.

The first change needed in the poof of Theorem 1 is at equation (10). In this part the proof of Theo-
rem 1, we show by induction that our approach works with a logarithmic depth and we upper-bounded
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directly
���
∑n−1

i=1 ui(X i−1, X i)

��� by 2nmaxi, j ‖hi, j‖∞. Considering now that the Markov chain is stationary,

we are able to give a better control on this term. To convince the reader that our approach will work for
all steps of the induction process of Section 3.1.2, let us consider a step l ≥ 1 of the induction. In this
situation, we want to control

∑

i< j

�
E j−l

�
hi, j(X i , X j)

�
−E j−l−1

�
hi, j(X i , X j)

��

=

n−1∑

i=1

n∑

j=i+l+1

h
(l)

i, j (X i , X j−l−1, X j−l) +

n−1∑

i=1

(i+l)∧n∑

j=i+1

�
E j−l

�
hi, j(X i , X j)

�
−E j−l−1

�
hi, j(X i , X j)

��
,

where h
(l)

i, j (x , y, z) :=
∫

w
hi, j(x , w)P l (z, dw) −

∫
w

hi, j(x , w)P l+1(y, dw). We have already proved how to
control the term of the left hand side in Section 3.1.2 and our purpose is now to explain how the term
on the right hand side can be handled without using a coarse bound as in the proof of Theorem 1.

Note that by stationary of the chain we have

E
�
E j−l

�
hi, j(X i , X j)

�
−E j−l−1

�
hi, j(X i , X j)

�	
= 0.

Hence, denoting

f (X1, . . . , Xn) :=
n−1∑

i=1

(i+l)∧n∑

j=i+1

�
E j−l

�
hi, j(X i , X j)

�
−E j−l−1

�
hi, j(X i , X j)

��
,

we have that E[ f (X1, . . . , Xn)] = 0. Moreover, one can easily check that for any (x1, . . . , xn) ∈ En

and (x ′1, . . . , x ′
n
) ∈ En, it holds (since l ≤ tn)

�� f (x1, . . . , xn)− f (x ′1, . . . , x ′
n
)
�� ≤

n∑

i=1

Atn1x i 6=x ′i
.

This follows from the fact that E j−l

�
hi, j(X i , X j)

�
is a function of the single variable X j−l for j ∈ {i, . . . , (i+

l) ∧ n} and i ∈ {1, . . . , n − 1}. Using McDiarmid’s inequality for Markov chain (see [35, Corollary 2.10
and Remark 2.11]), we get that for any u > 0, it holds with probability at least 1− 2e−u,

�����

n−1∑

i=1

(i+l)∧n∑

j=i+1

�
E j−l

�
hi, j(X i , X j)

�
−E j−l−1

�
hi, j(X i , X j)

��
����� ≤ 3Atn

p
tmix nu,

where tmix is the mixing time of the Markov chain and is given by

tmix :=min
§

t ≥ 0 : sup
x
‖P t (x , ·)−π‖T V <

1
4

ª
.

Hence, coming back to Section 3.1.2 of the proof of Theorem 1, we obtain that for any u> 0, it holds
with probability at least 1− (1+ e+ 2)e−u,

∑

i< j

�
E j−l

�
hi, j(X i , X j)

�
−E j−l−1

�
hi, j(X i , X j)

��

≤ κ
�
[C + Atn

p
n]
p

u+ (A+ B
p

n)u+ 2A
p

nu3/2 + Au2
�

,

for some constant κ > 0. We conclude that for any u > 0, it holds with probability at least 1−(3+e)e−u tn,

tn∑

k=1

∑

i< j

�
E j−k+1[hi, j(X i , X j)]−E j−k[hi, j(X i , X j)]

�

≤ κtn

��
C + Atn

p
n
�p

u+ (A+ B
p

n)u+ 2A
p

nu3/2 + Au2
�

. (15)

To conclude the proof of Theorem 3, it remains to change a second and last part of the proof of
Theorem 1.
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Second step: Do not use a coarse bound to handle the remaining statistic with uniform ergodicity.

In Section 3.1.3, we bounded coarsely the term (2). Considering now that the chain is stationary, we
handle more finely this term and we split (2) in three different contributions.

(2) =

�����

n∑

j=2

j−1∑

i=( j−tn+1)∨1

E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

�
�����≤ (2a) + (2b) + (2c),

with

(2a) :=

������

n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

E j−tn

�
hi, j(X i , X j)

�
−Eπ

�
hi, j

�
������
,

(2b) :=

������

n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

Eπ

�
hi, j

�
−E

�
hi, j(X i , X j)

�
������
,

and (2c) :=

������

n∑

j=2

j−1∑

i=( j−⌊ tn
2 ⌋+1)∨1

E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)]

�
������
.

Using Assumption 3, we have that Eπ[hi, j] =
∫

x i
P i− j+tn(X j−tn

, d x i)
∫

x j
hi, j(x i , x j)dπ(x j). Hence we

get,

(2a) :=

������

n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

E j−tn

�
hi, j(X i , X j)

�
−Eπ

�
hi, j

�
������

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

�����

∫

x i

∫

x j

hi, j(x i , x j)P
i− j+tn(X j−tn

, d x i)
�
P j−i(x i , d x j)− dπ(x j)

�
�����

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞
∫

x i

P i− j+tn(X j−tn
, d x i)

∫

x j

��P j−i(x i , d x j)− dπ(x j)
��

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞
∫

x i

P i− j+tn(X j−tn
, d x i)

︸ ︷︷ ︸
=1

sup
y

∫

x j

��P j−i(y, d x j)− dπ(x j)
��

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞ sup
y
‖P j−i(y, ·)−π‖T V

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞Lρ j−i ≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞Lρ tn/2 ≤ LAtn,

where we used that ρ tn/2 ≤ ρq log(n)/2 = nq log(ρ)/2 ≤ n−1 . Indeed 1+q log(ρ)/2 < 0 because we choose q

such that q > 2(log(1/ρ))−1.
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(2b) :=

������

n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

Eπ

�
hi, j

�
−E

�
hi, j(X i , X j)

�
������

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

�����

∫

x i

∫

x j

hi, j(x i , x j)dπ(x i)
�
dπ(x j)− P j−i(x i , d x j)

�
�����

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞
∫

x i

dπ(x i)

∫

x j

��dπ(x j)− P j−i(x i , d x j)
��

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞
∫

x i

dπ(x i)

︸ ︷︷ ︸
=1

sup
y

∫

x j

��dπ(x j)− P j−i(y, d x j)
��

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞ sup
y
‖P j−i(y, ·)−π‖T V

≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞Lρ j−i ≤
n∑

j=2

j−⌊ tn
2 ⌋∑

i=( j−tn+1)∨1

‖hi, j‖∞Lρ tn/2 ≤ LAtn,

where we used that ρ tn/2 ≤ ρq log(n)/2 = nq log(ρ)/2 ≤ n−1 .

(2c) :=

������

n∑

j=2

j−1∑

i=( j−⌊ tn
2 ⌋+1)∨1

E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)]

�
������

≤
n∑

j=2

j−1∑

i=( j−⌊ tn
2 ⌋+1)∨1

�����

∫

x j

∫

x i

P j−i(x i , d x j)hi, j(x i , x j)
�
P i− j+tn(X j−tn

, d x i)− dπ(x i)
�
�����

≤
n∑

j=2

j−1∑

i=( j−⌊ tn
2 ⌋+1)∨1

‖hi, j‖∞ sup
z
‖P i− j+tn(z, ·)−π‖T V

≤
n∑

j=⌊ tn
2 ⌋

j−1∑

i=( j−⌊ tn
2 ⌋+1)

‖hi, j‖∞Lρi− j+tn +

⌊ tn
2 ⌋∑

j=2

j−1∑

i=( j−⌊ tn
2 ⌋+1)∨1

‖hi, j‖∞Lρi− j+tn

≤
n∑

j=⌊ tn
2 ⌋

j−1∑

i=( j−⌊ tn
2 ⌋+1)

‖hi, j‖∞Lρ tn/2 + t2
n
‖hi, j‖∞L ≤ LA

�
t2

n
+ ntnρ

tn/2
�
≤ 2LAt2

n
,

where we used that ρ tn/2 ≤ ρq log(n)/2 = nq log(ρ)/2 ≤ n−1 . We deduce that
∑

i< j

�
E j−tn

�
hi, j(X i , X j)

�
−E

�
hi, j(X i , X j)

��
≤ AL

�
2+ 2q log(n) + 2q2 log(n)2

�
,

Coupling this result with the concentration result (15) concludes the proof of Theorem 3. Hence, for
any u > 0 it holds with probability at least 1− (3+ e)e−u tn,

∑

i< j

�
hi, j(X i , X j)−E

�
hi, j(X i , X j)

��

≤ κ log n
��

C + Alog(n)
p

n
�p

u+ (A+ B
p

n)u+ 2A
p

nu3/2 + A
�
u2 + log n

��
.
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SUPPLEMENTARY MATERIAL

For the sake of completeness, we provide in this supplementary material complete proofs of some
Lemmas and we recall important definitions and properties on Markov chains useful for our paper.

• Section A: Definitions and properties on Markov chains
In the section, we recall useful definitions and results on Markov chains regarding ergodicity, spec-
tral gaps and the splitting method.

• Section B: Additional proofs
This section contains the proofs of some Lemmas useful to establish Theorems 1, 2 and 3.

A Definitions and properties for Markov chains

We recall some definitions and well-known results on Markov chains that are useful for our paper.

A.1 Spectral gap

This section is largely inspired from [18]. Let us consider that the Markov chain (X i)i≥1 admits a unique
invariant distribution π on E.
For any real-valued, Σ-measurable function h : E→R, we define π(h) :=

∫
h(x)dπ(x). The set

L2(E,Σ,π) := {h : π(h2) <∞}

is a Hilbert space endowed with the inner product

〈h1,h2〉π =
∫

h1(x)h2(x)dπ(x), ∀h1,h2 ∈ L 2(E,Σ,π).

The map
‖ · ‖π : h ∈ L2(E,Σ,π) 7→ ‖h‖π =

Æ
〈h,h〉π,

is a norm onL2(E,Σ,π) . ‖·‖π naturally allows to define the norm of a linear operator T onL2(E,Σ,π)
as

Nπ(T ) = sup{‖Th‖π : ‖h‖π = 1}.
To each transition probability kernel P(x , B) with x ∈ E and B ∈ Σ invariant with respect to π, we can
associate a bounded linear operator h 7→

∫
h(y)P(·, d y) on L2(E,Σ,π). Denoting this operator P, we

get

Ph(x) =

∫
h(y)P(x , d y), ∀x ∈ E, ∀h ∈ L2(E,Σ,π).

Let L 0
2 (π) := {h ∈ L2(E,Σ,π) : π(h) = 0}. We define the absolute spectral gap of a Markov operator.

Definition 2 (Spectral gap) A Markov operator P reversible admits a spectral gap 1−λ if

λ := sup
§‖Ph‖π
‖h‖π

: h ∈ L 0
2 (π), h 6= 0

ª
< 1.

Remark Uniform ergocity ensures that the chain admits a spectral gap (see [19, Section 2.3]).
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A.2 The splitting method

We describe the construction of the split chain that we use in our proof. Let us consider some Markov
chain (Xn)n on the probability space (E,Σ,P) with transition kernel P. We assume that there exists a
small set C ∈ Σ, there exist a positive integer m, a constant δm > 0, and a probability measure µ on E

with the following minorisation condition holds

∀x ∈ C , ∀A∈ Σ, Pm(x ,A) ≥ δmµ(A).

We give only the construction of the split chain in the case where m= 1 and we refer to [34] for further
details on the construction of the split chain. Each point x in E is splitted in x0 = (x , 0) ∈ E0 = E × {0}
and x1 = (x , 1) ∈ E1 = E × {1}. Each set B in Σ is splitted in B0 = B × {0} and B1 = B × {1}. Thus,
we have defined a new probability space (E∗,Σ∗) where E∗ = E0 ∪ E1 and Σ∗ = σ(B0, B1 : B ∈ Σ). A
measure η on Σ splits into two measures on E0 and E1 by defining η∗ on (E∗,Σ∗) through

η∗(B0) = η(B ∩ C)(1−δm) +η(B ∩ C c)

η∗(B1) = η(B ∩ C)δm.

Now we define a new transition probability P∗(·, ·) on (E∗,Σ∗) with

P∗ ((x , e), ·) =






P(x , ·)∗ if x /∈ C and e = 0
(1−δm)

−1 (P(x , ·)∗ −δmµ
∗) if x ∈ C and e = 0

µ∗ if e = 1
.

The split chain associated with (Xn)n is then defined as the Markov chain ((X n,Rn))n on E∗ with tran-
sition kernel P∗. After the previous rigorous construction of the split chain, we can give the following
interpretation of the method. Each time the chain reaches C , there is a possibility for the chain to re-
generate. Each time the chain is at x ∈ C , a coin is tossed with probability of success δm. If the toss
is successful, then the chain is moved according to the probability distribution µ, otherwise, according
to (1− δm)

−1 (P(x , ·)−δmµ(·)). Overall, the dynamic of the chain is not affected by this coin toss, but
at each time the toss is successful, the chains regenerates with regeneration distribution µ independent
from x . In particular if Assumption 1 holds, the whole space is small and if in addition m= 1, the chain
regenerates with probability δm at each time step.

B Additional proofs

B.1 Proof of Proposition 1

Since the split chain has the same distribution as the original Markov chain, we get that (X i)i is ψ-
irreducible for some measure ψ and uniformly ergodic. From [34, Theorem 16.0.2], Assumption 1 en-
sures that for every measurable set A ⊂ E × {0,1} such that ψ(A) > 0, there exists some κA > 1 such
that

sup
x

E[κ
τA

A |X 1 = x]<∞,

where τA := inf{n ≥ 1 : X n ∈ A} is the first hitting time of the set A. Let us recall that T1 and T2 are
defined as hitting times of the atom of the split chain E × {1} which is accessible (i.e. the atom has a
positive ψ-measure). Hence, there exist C > 0 and κ > 1 such that,

sup
x

E[κτE×{1} |X 1 = x] = sup
x

E[exp(τE×{1} log(κ))|X 1 = x]≤ C .

Considering k ≥ 1 such that C1/k ≤ 2, a straight forward application of Jensen inequality gives that
max(‖T1‖ψ1

,‖T2‖ψ1
) ≤ k/ log(κ). �
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B.2 Talagrand inequality for Markov chains

In the section, we show that in the proof of Theorem 1, we can use the concentration inequality for the
supremum of an empirical process of [39, Theorem 3].
Let us consider the sequence of random variables W = (W1, . . . ,Wn) on the probability space (Ω,A ,P)
taking values in the measurable space S = E × F n−1 where F is the subset of the set F (E,R) of all
measurable functions from (E,Σ) to (R,B(R)) that are bounded by A. Note that

{0F (E,R)} ∪ {pi, j(x , ·) : x ∈ E, i, j ∈ [n]} ⊂ F.

We define
P :=

¦
D ∈ P (F) : ∀i ∈ [n− 1],∀ j ∈ {i + 1, . . . , n}, f −1

i, j (D) ∈ Σ
©

,

where P (F) is the powerset of F and where ∀i ∈ [n− 1], ∀ j ∈ {i + 1, . . . , n},

fi, j : (E,Σ)→ (F,P (F))
x 7→ pi, j(x , ·).

Then we have the following straightforward result.

Lemma 7 P is a σ-algebra on F.

In the following, we endow the space F with theσ-algebraP and we consider on S the productσ-algebra
given by

S := σ
��

C × D2 × · · · × Dn : C ∈ Σ, Dj ∈ P ∀ j ∈ {2, . . . , n}
	�

.

For all i ∈ [n], we define Wi by

Wi :=



X i , 0, . . . , 0︸ ︷︷ ︸
(i−1) times

, pi,i+1(X i , ·), pi,i+2(X i , ·), . . . , pi,n(X i , ·)



 .

Hence for all i ∈ [n], Wi is σ(X i)-measurable. Let us consider for any i ∈ [n− 1],

Φi : (E,Σ)→ (S,S )

x 7→



x , 0F , . . . , 0F︸ ︷︷ ︸
(i−1) times

, pi,i+1(x , ·), . . . , pi,n(x , ·)



 .

Then, one can directly see that for all i ∈ [n − 1], Wi = Φi(X i) and by construction of P and S , Φi is
measurable. Indeed, each coordinate of Φi is measurable by construction of P and this ensures that Φi

is measurable thanks to the following Lemma.

Lemma 8 (See [2, Lemma 4.49]) Let (X ,Σ), (X1,Σ1) and (X2,Σ2) be measurable spaces, and let f1 : X →
X1 and f2 : X → X2. Define f : X → X1×X2 by f (x) = ( f1(x), f2(x)). Then f : (X ,Σ)→ (X1×X2,Σ1⊗Σ2)

is measurable if and only if the two functions f1 : (X ,Σ) → (X1,Σ1) and f2 : (X ,Σ) → (X2,Σ2) are both

measurable.

Then it holds for any i ∈ {2, . . . , n− 1} and any G ∈ S ,

P (Wi ∈ G |Wi−1)

= P (Φi(X i) ∈ G |Wi−1)

= P (Φi(X i) ∈ G | X i−1)

= P
�
X i ∈ Φ−1

i
(G) | X i−1

�

= P
�
X i−1,Φ−1

i
(G)

�

= [(Φi)#P(X i−1, ·)] (G) , (16)
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where (Φi)#P(X i−1, ·) denotes the pushforward measure of the measure P(X i−1, ·) by the measurable
map Φi . We deduce that Wi is non-homogeneous Markov chain. Moreover, (16) proves that the transition
kernel of the Markov chain (Wk)k from state i−1 to state i is given by K (i−1,i) where for all (x , p2, . . . , pn) ∈
S and for all G ∈ S ,

K (i−1,i)((x , p2, . . . , pn), G) = [(Φi)#P(x , ·)] (G) .

One can easily generalize this notation. Let us consider some i, j ∈ [n] with i < j and let us de-
note K (i, j) the transition kernel of the Markov chain (Wk)k from state i to state j. Then for all x ∈ E, for
all p2, . . . , pn ∈ F and for all G ∈ S ,

K (i, j)((x , p2, . . . , pn) , G) =
�
(Φ j)#P j−i(x , ·)

�
(G) ,

We introduce the mixing matrix Γ = (γi, j)1≤i, j≤n−1 where coefficients are defined by

γi, j := sup
wi∈S

sup
zi∈S

‖L (Wj |Wi = wi)−L (Wj |Wi = zi)‖T V .

For any w ∈ S = E × F n−1, we denote w(1) the first coordinate of the vector w. Hence, w(1) is an element
of E. Then

γi, j = sup
wi∈S

sup
zi∈S

sup
G∈S

���
�
(Φ j)#P j−i(w

(1)
i

, ·)
�
(G)−

�
(Φ j)#P j−i(z

(1)
i

, ·)
�
(G)

���

= sup
wi∈S

sup
zi∈S

sup
G∈S

���P j−i
�
w
(1)
i

,Φ−1
j
(G)

�
− P j−i

�
z
(1)
i

,Φ−1
j
(G)

����

≤ sup
wi∈S

sup
zi∈S

sup
C∈Σ

���P j−i
�
w
(1)
i

, C
�
− P j−i

�
z
(1)
i

, C
����

= sup
x i∈E

sup
x ′

i
∈E

sup
C∈Σ

��P j−i (x i , C)− P j−i
�
x ′

i
, C
���

= sup
x i∈E

sup
x ′

i
∈E

‖P j−i(x i , ·)−π(·) +π(·)− P j−i(x ′
i
, ·)‖T V

≤ sup
x i∈E

‖P j−i(x i , ·)−π(·)‖T V + sup
x ′

i
∈E

‖P j−i(x ′
i
, ·)−π(·)‖T V

≤ 2Lρ j−i ,

where in the first inequality we used that Φ j : (E,Σ)→ (S,S ) is measurable and in the last inequality
we used the uniform ergodicity of the Markov chain (X i)i≥1. We deduce that

‖Γ‖ ≤ 2L

I d +

n−1∑

l=1

ρl Nl

 ,

where Nl =
�
n
(l)

i, j

�
1≤i, j≤n−1

represents the nilpotent matrix of order l defined by

n
(l)

i, j =

§
1 if j − i = l

0 otherwise.

Since for each 1≤ l ≤ n− 1, ‖Nl‖ ≤ 1, it follows from the triangular inequality that

‖Γ‖ ≤ 2L

n−1∑

l=0

ρl ≤ 2L

1−ρ .

To conclude the proof and get the concentration result stated in Lemma 4, one only needs to apply [39,
Theorem 3] with the class of functions F and with the Markov chain (Wk)k. Let us recall that F is
defined by F = { fξ :

∑n

j=2 E|ξ j(X
′
j
)|k/(k−1) = 1} where for any ξ= (ξ2, . . . ,ξn) ∈

∏n

i=2 Lk/(k−1)(ν),

∀w = (x , p2, . . . , pn) ∈ E × F n−1, fξ(w) =

n∑

j=2

∫
p j(y)ξ j(y)dν(y).
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B.3 Hoeffding inequality for uniformly ergodic Markov chains

A large number of different Hoeffding inequalities for Markov chains can be found in the literature such as
in [18],[8],[36] or [24]. We need such concentration result in our proofs and our goal is to find one that
match our assumptions and that does not ask condition on the initial distribution of the chain. As stated
in [8, Lemma 1], for a ψ-irreducible and aperiodic Markov chain, a Hoeffding inequality with exponents
independent of the initial state of the chain exists if and only if the chain is uniformly ergodic. Some
Hoeffding inequalities for uniformly ergodic Markov chains without condition on the initial distribution
already exist (see [24] or [8]), but they require n to be large enough to hold or can involve quantities
related to the chain that we did not use so far (such that the Drazin inverse of I−P). This is the reason why
we propose here to prove briefly a different Hoeffding inequality for uniformly ergodic Markov chains
that holds for any sample size n, any initial distribution of the chain and that only uses the notations
from Section 2.

Proposition 3 Let (X i)i≥1 be a Markov chain on E uniformly ergodic (namely satisfying Assumption 1)

with invariant distribution π and let us consider some function f : E → R such that EX∼π[ f (X )] = 0
and ‖ f ‖∞ ≤ A. Then it holds for any t ≥ 0

P

������

n∑

i=1

f (X i)

�����≥ t

�
≤ 16exp

�
− 1

K
min

�
t2 (ET2)

nA2m2τ2
,

t

Amτ

��
,

for some universal constant K .
In particular, since by definition of τ and of the Orlicz norm we have E[T2]≤

�
E[eT2/τ]− 1

�
τ ≤ τ, it holds

for any t ≥ 0

P

������

n∑

i=1

f (X i)

�����≥ t

�
≤ 16exp

�
− 1

K(m,τ)
t2

nA2

�
,

where K(m,τ) = 2Km2τ2 for some universal constant K > 0.

Proof of Proposition 3.

Let us consider N = sup{i ∈ N : mSi+1 +m− 1≥ n}. Then,
�����

n∑

i=1

f (X i)

����� =

�����

N∑

l=0

Zl +

n∑

i=m(SN+1)

f (X i)

�����

≤
�����

⌊N/2⌋∑

l=0

Z2l

�����+

�����

⌊(N−1)/2⌋∑

l=0

Z2l+1

�����+

�����

n∑

i=m(SN+1)

f (X i)

����� . (17)

We have |
∑n

i=m(SN+1) f (X i)| ≤ AmTN+1. So using the definition of the Orlicz norm and the fact that the
random variables (Ti)i≥2 are i.i.d., it holds for any t ≥ 0,

P

 �����

n∑

i=m(SN+1)

f (X i)

����� ≥ t

!
≤ P(TN+1 ≥

t

Am
)

≤ P(max(T1, T2) ≥
t

Am
)

≤ P(T1 ≥
t

Am
) +P(T2 ≥

t

Am
)

≤ 4exp
�
− t

Amτ

�
.

In order to control the first two terms in (17), we need to describe the tail behaviour of the random
variable N with Lemma 9.
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Lemma 9 (See [1, Lemma 5])

If ‖T1‖ψ1
,‖T2‖ψ1

≤ τ, then

P(N > R) ≤ 2exp
�
−nET2

8τ2

�
,

where R = ⌊3n/(ET2)⌋.

The random variable Z2l is σ(Xm(S2l+1), . . . , Xm(S2l+1+1)−1)-measurable. Hence the random variables (Z2l )l
are independent (see Section 2.3). Moreover, one has that for any l, E[Z2l] = 0. This is due to [34,
Eq.(17.23) Theorem 17.3.1] together with the assumption that EX∼π[ f (X )] = 0. Let us finally notice
for any l ≥ 0, |Z2l | ≤ AmT2l+1, so ‖Z2l‖ψ1

≤ Ammax(‖T1‖ψ1
,‖T2‖ψ1

) ≤ Amτ. One can similarly get
that (Z2l+1)l are independent with E[Z2l+1] = 0 and ‖Z2l+1‖ψ1

≤ Amτ for all l ∈N. Using these facts we
have for any t ≥ 0,

P

������

⌊N/2⌋∑

l=0

Z2l

�����+

�����

⌊(N−1)/2⌋∑

l=0

Z2l+1

�����≥ t

�

≤ P

������

⌊N/2⌋∑

l=0

Z2l

�����+

�����

⌊(N−1)/2⌋∑

l=0

Z2l+1

����� ≥ t , N ≤ R

�
+ 2exp

�
−nET2

8τ2

�

≤ P

�
max

0≤s≤⌊R/2⌋

�����

s∑

l=0

Z2l

�����≥ t/2

�
+P

�
max

0≤s≤⌊(R−1)/2⌋

�����

s∑

l=0

Z2l+1

�����≥ t/2

�
+ 2exp

�
−nET2

8τ2

�

≤ 3P

������

⌊R/2⌋∑

l=0

Z2l

����� ≥ t/6

�
+ 3P

������

⌊(R−1)/2⌋∑

l=0

Z2l+1

�����≥ t/6

�
+ 2exp

�
−nET2

8τ2

�
(Using Lemma 10)

≤ 12exp

�
−1

8
min

�
t2

36RA2m2τ2
,

t

6Amτ

��
+ 2exp

�
−nET2

8τ2

�
,

where we used Lemma 6 in the last inequality.

Lemma 10 (see [30, Proposition 1.1.1]) If X1, X2, . . . are independent Banach space valued random vari-

ables (not necessarily identically distributed), and if Sk =
∑k

i=1 X i , then

P

�
max
1≤ j≤k
‖S j‖> t

�
≤ 3 max

1≤ j≤k
P
�
‖S j‖ > t/3

�
.

Gathering the previous results, we obtain that for any t ≥ 0

P

������

n∑

i=1

f (X i)

�����≥ t

�
≤ 12exp

�
−1

8
min

�
t2 (ET2)

36× 12× nA2m2τ2
,

t

12Amτ

��
+ 2exp

�
−nET2

8τ2

�
+ 4exp

�
− t

2Amτ

�
.

Since the left hand side of the previous inequality is zero for t ≥ nA, and since m ≥ 1, we obtain
Proposition 3. �

B.4 Bernstein’s inequality for non-stationary Markov chains

This subsection is dedicated to the proof of Proposition 4 which is used in the proof of Theorem 1. A
Bernstein type concentration inequality was proved in [27] for stationary Markov chains. Following the
work of [18], we extend the previous Bernstein inequality to the framework of non-stationary Markov
chains with initial distribution that satisfies Assumption 4.(ii). Contrary to Proposition 3, this concentra-
tion handles the setting where the sum involves different functions ( fi)i . This is of interest for Theorem 1
when we allow the kernel functions hi, j to depend on both i and j.

Proposition 4 Suppose that the sequence (X i)i≥1 is a Markov chain satisfying Assumptions 1 and 4.(ii)
with invariant distribution π and with an absolute spectral gap 1−λ > 0. Let us consider some n ∈N∗ and
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bounded real valued functions ( fi)1≤i≤n such that for any i ∈ {1, . . . , n},
∫

fi(x)dπ(x) = 0 and ‖ fi‖∞ ≤ c

for some c > 0. Let σ2 =
∑n

i=1

∫
f 2
i
(x)dπ(x)/n. Then for any ǫ ≥ 0 it holds

P

�
n∑

i=1

fi(X i) ≥ ǫ
�
≤


dχ

dπ


π,p

exp

�
− ǫ2/(2q)

A2nσ2 + A1cǫ

�
,

where A2 := 1+λ
1−λ and A1 := 1

31λ=0 +
5

1−λ1λ>0. q is the constant introduced in Assumption 4.(ii). Stated

otherwise, for any u> 0 it holds

P

�
1
n

n∑

i=1

fi(X i) >
2quA1c

n
+

√√2quA2σ
2

n

�
≤


dχ

dπ


π,p

e−u.

B.4.1 Proof of Proposition 4.

Let us recall that we denote indifferently Pχ or P the probability distribution of the Markov chain (X i)i≥1

when the distribution of the first state X1 is χ , whereas Pπ refers to the distribution of the Markov chain
when the distribution of the first state X1 is the invariant measure π.
In [27], they proved that for any 0≤ t < (1−λ)/(5c), it holds

Eπ

�
et
∑n

i=1 fi (X i)
�
≤ exp

�
nσ2

c2
(et c − tc − 1) +

nσ2λt2

1−λ− 5ct

�
.

We deduce that for any 0≤ t < (1−λ)/(5cq),

Eχ

�
et
∑n

i=1 fi (X i )
�
≤ Eπ

�
dχ

dπ
(X1)e

t
∑n

i=1 fi (X i )

�

≤
�
Eπ

�����
dχ

dπ
(X1)

����
p��1/p ¦

Eπ

�
eqt

∑n

i=1 fi(X i )
�©1/q

=


dχ

dπ


π,p

¦
Eπ

�
eqt

∑n

i=1 fi (X i)
�©1/q

≤


dχ

dπ


π,p

�
exp

�
nσ2

c2
(etqc − tqc − 1) +

nσ2λq2 t2

1− λ− 5cqt

��1/q

=


dχ

dπ


π,p

exp

�
nσ2

qc2
(etqc − tqc − 1) +

nσ2λqt2

1− λ− 5cqt

�
. (18)

Let us define

g1(t) =

�
0 if t < 0
nσ2

qc2 (e
tqc − tqc − 1) if t ≥ 0

and

g2(t) =






0 if t < 0
nσ2λqt2

1−λ−5cqt if 0≤ t < 1−λ
5cq

+∞ if t ≥ 1−λ
5cq

.

In order to lower-bound the convex conjugate of the function g1+ g2, we will need the convex conjugate
of g1 and g2 which are provided by Lemma 11. The proof of Lemma 11 can be found in Section B.4.2.

Lemma 11 g1 and g2 are closed proper convex functions with convex conjugates

∀ǫ1 ∈R, g∗1(ǫ1) =

�
nσ2

qc2 h1

�
ǫ1c

nσ2

�
if ǫ1 ≥ 0

+∞ if ǫ1 < 0
(19)

with h1(u) = (1+ u) log(1+ u)− u ≥ u2

2(1+u/3) for any u ≥ 0, and
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∀ǫ2 ∈R, g∗2(ǫ2) =

�
(1−λ)ǫ2

qnσ2λ h2(
5cǫ2
nσ2λ ) if ǫ2 ≥ 0

+∞ if ǫ2 < 0
(20)

with h2(u) =
�
(
p

u+1−1
u

�2
≥ 1

2(u+2) .

Since g1(t) = O(t2) and g2(t) = O(t2) as t → 0+, tǫ − g1(t) − g2(t) > 0 for small enough t > 0,
and tǫ− g1(t)− g2(t) ≤ 0 for t ≤ 0. Hence

(g1 + g2)
∗(ǫ) = sup

0≤t<(1−λ)/(5cq)

ǫ t − g1(t)− g2(t) = sup
t∈R
ǫ t − g1(t)− g2(t).

• If λ > 0, then by the Moreau-Rockafellar formula [38, Theorem 16.4], the convex conjugate of g1+ g2

is the infimal convolution of their conjugates g∗1 and g∗2, namely

(g1 + g2)
∗(ǫ) = inf

�
g∗1(ǫ1) + g∗2(ǫ2) : ǫ = ǫ1 + ǫ2, ǫ1,ǫ2 ∈R

	
.

Using (19) and (20), this reads as

(g1 + g2)
∗(ǫ) = inf

�
nσ2

qc2
h1

� ǫ1c

nσ2

�
+
(1−λ)ǫ2

2

qnσ2λ
h2

�
5cǫ2

nσ2λ

�
: ǫ = ǫ1 + ǫ2, ǫ1,ǫ2 ≥ 0

�
.

Bounding h1(u) ≥ u2

2(1+u/3) and h2(u) ≥ 1
2(u+2) , we have

(g1 + g2)
∗(ǫ) ≥ inf

¨
1

qc2

c2ǫ2
1

2(nσ2 + cǫ1/3)
+
(1−λ)ǫ2

2

qnσ2λ

1
10cǫ2
nσ2λ + 4

: ǫ = ǫ1 + ǫ2, ǫ1,ǫ2 ≥ 0

«

≥ inf

�
ǫ2

1

2q(nσ2 + cǫ1/3)
+
(1− λ)ǫ2

2

2q

1
5cǫ2 + 2nσ2λ

: ǫ = ǫ1 + ǫ2, ǫ1,ǫ2 ≥ 0

�
.

Using the fact that ǫ2
1/a+ ǫ

2
2/b ≥ (ǫ1 + ǫ2)

2/(a+ b) for any non-negative ǫ1,ǫ2 and positive a, b yield

(g1 + g2)
∗(ǫ) ≥ inf

(
(ǫ1 + ǫ2)

2

2q(nσ2 + cǫ1/3) +
2q

(1−λ) (5cǫ2 + 2nσ2λ)
: ǫ = ǫ1 + ǫ2, ǫ1,ǫ2 ≥ 0

)

= inf

¨
ǫ2/(2q)

1+λ
1−λnσ2 + cǫ1/3+

5cǫ
1−λ −

5cǫ1
1−λ

: ǫ = ǫ1 + ǫ2, ǫ1,ǫ2 ≥ 0

«

≥ ǫ2/(2q)
1+λ
1−λnσ2 + 5cǫ

1−λ
,

where we used for the last inequality that for any ǫ1 ≥ 0,

cǫ1/3−
5cǫ1

1−λ =
cǫ1

3(1−λ) (1−λ− 15) < 0.

• If λ = 0,

(g1 + g2)
∗(ǫ) = g∗1(ǫ) =

nσ2

qc2
h1

� ǫ1c

nσ2

�
≥ ǫ2/(2q)

nσ2 + cǫ/3
.

We deduce from the previous computations that for any t,ǫ ≥ 0 it holds
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Pχ

�
n∑

i=1

fi(X i) ≥ ǫ
�

≤ e−ǫt
Eχ

�
et
∑n

i=1 fi(X i )
�

using Markov’s inequality

≤ e−ǫt


dχ

dπ


π,p

exp

�
nσ2

qc2
(etqc − tqc − 1) +

nσ2λqt2

1−λ− 5cqt

�
using (18)

≤


dχ

dπ


π,p

exp (−(g1 + g2)
∗(ǫ))

≤


dχ

dπ


π,p

×
(

exp
�
− ǫ2/(2q)

1+λ
1−λ nσ2+ 5cǫ

1−λ

�
if λ > 0

exp
�
− ǫ2/(2q)

nσ2+cǫ/3

�
if λ= 0

.

B.4.2 Proof of Lemma 11

The convex conjugate of g1 is usual and follows from easy computations. We focus on the convex conju-
gate of g2 which requires non-trivial computations.

Let fǫ(t) = ǫ t − nσ2λqt2

1−λ−5cqt
for any 0≤ t < (1−λ)/(5cq). We have for any 0≤ t < (1−λ)/(5cq),

f ′
ǫ
(t) = ǫ− 2nσ2λqt(1− λ− 5cqt) + 5cq2nσ2λt2

(1−λ− 5cqt)2
.

Hence, for 0≤ t < (1−λ)/(5cq) such that f ′
ǫ
(t) = 0 we have

ǫ(1− λ− 5cqt)2 − 2nσ2λqt(1−λ− 5cqt)− 5cq2nσ2λt2 = 0
⇔ ǫ(1−λ)2 − 10ǫ(1−λ)cqt + 25ǫc2q2 t2 − 2nσ2λq(1−λ)t + 10nσ2cq2λt2 − 5nσ2cq2λt2 = 0
⇔ ǫ(1−λ)2 − 10ǫ(1−λ)cqt + 25ǫc2q2 t2 − 2nσ2λq(1−λ)t + 5nσ2cq2λt2 = 0.

We are looking for the roots of a polynomial of degree 2 in t. The discriminant is

∆ = (10ǫ(1−λ)cq+ 2nσ2λq(1−λ))2 − 4ǫ(1−λ)2(25ǫc2q2 + 5nσ2cq2λ)

= 4(1−λ)2q2
�
(5ǫc + nσ2λ)2 − ǫ(25c2ǫ + 5nσ2cλ)

�

= 4(1−λ)2q2
�
25ǫ2c2 + 10nσ2λǫc + n2σ4λ2 − 25c2ǫ2 − 5nσ2cλǫ

�

= 4(1−λ)2q2
�
5nσ2λǫc + n2σ4λ2

�

= 4(1−λ)2q2n2σ4λ2 [u+ 1] ,

where u = 5cǫ
nσ2λ .

Hence, the roots of the polynomial of interest are of the form

10ǫ(1−λ)cq + 2nσ2λq(1−λ)±
p
∆

2 [25ǫc2q2 + 5nσ2cq2λ]

=
2(1−λ)qnσ2λ

�
5ǫc

nσ2λ + 1
�
±
p
∆

10q2cnσ2λ
�

5ǫc
nσ2λ + 1

�

=
1−λ
5cq
× u+ 1±

p
u+ 1

u+ 1
.

We deduce that the polynomial has a root in the interval [0, 1−λ
5cq
) which is given by

t∗ :=
1−λ
5cq
× u+ 1−

p
u+ 1

u+ 1
,

and one can check that this critical point corresponds to a maximum of the function fǫ . We deduce that
for any ǫ > 0,

g∗2(ǫ) = ǫ t∗ − nσ2λq(t∗)2

1−λ− 5cqt∗
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= t∗

(
ǫ −

nσ2λq 1−λ
5cq
× u+1−

p
u+1

u+1

1−λ− 5cq 1−λ
5cq × u+1−

p
u+1

u+1

)
= t∗

¨
ǫ −

nσ2λq
�
u+ 1−

p
u+ 1

�

5cq(u+ 1)− 5cq
�
u+ 1−

p
u+ 1

�
«

= t∗
¨
ǫ−

nσ2λq
�
u+ 1−

p
u+ 1

�

5cq
p

u+ 1

«
= t∗

¨
ǫ − nσ2λ

5c
×
�
u+ 1−

p
u+ 1

�
p

u+ 1

«

= t∗
¨
ǫ−

ǫ
�
u+ 1−

p
u+ 1

�

u
p

u+ 1

«
= t∗ǫ

�
u
p

u+ 1− u− 1+
p

u+ 1

u
p

u+ 1

�

=
1−λ
5cq

ǫ × u+ 1−
p

u+ 1
u+ 1

�
u−
p

u+ 1+ 1
u

�

=
(1−λ)ǫ

q

1
5c
×
�p

u+ 1− 1
��pu+ 1− 1

u

�
=
(1−λ)ǫ2

qnσ2λ

(
p

u+ 1− 1)2

u2
=
(1− λ)ǫ2

qnσ2λ
h2(u),

where h2(u) =
(
p

u+1−1)2

u2 . However, the function u 7→
p

u+ 1 is analytic on ]0,+∞[ and for any v ∈
]0,+∞[,

p
1+ v =

∞∑

k=0

vk

k!
ak,

where a0 = 1 and for all k ∈N∗, ak =
1
2 (

1
2 − 1) . . . ( 1

2 − k+ 1). Hence, we have

p
v + 1− 1

v
=

∞∑

k=1

vk−1

k!
1
2
(
1
2
− 1) . . . (

1
2
− k+ 1) =

∞∑

k=0

vk

(k+ 1)!
1
2
(
1
2
− 1) . . . (

1
2
− k)

=
1
2

∞∑

k=0

vk

(k+ 1)!
bk =

1
2

∞∑

k=0

(v/2)k

k!
bk

2k

k+ 1︸ ︷︷ ︸
≥1

≥ 1

2

∞∑

k=0

(v/2)k

k!
bk =

1

2
(v/2+ 1)−1/2 =

1p
2

1p
v + 2

,

where we have denoted b0 = 1 and for all k ∈N∗, bk =
�
− 1

2

� �
− 1

2 − 1
�

. . .
�
− 1

2 − k+ 1
�
. Hence we proved

that for any ǫ > 0,

g∗2(ǫ) =
(1− λ)ǫ2

qnσ2λ
h2(u) ≥

(1−λ)ǫ2

2qnσ2λ
× 1

u+ 2
with u =

5cǫ

nσ2λ
.

B.5 Complement for the proof of Theorem 1

In this section, we only provide the part of the proof of Theorem 1 that needs to be modified to get the
result when the kernels hi, j depend on both i and j and when Assumption 4.(ii) holds. Keeping the
notations of Theorem 1, we only want to bound (E[Z])k (and thus a1) using a different concentration
result that can allow to deal with kernel functions hi, j that might depend on both i and j.
Let us recall that

(E[Z])k ≤ E[Zk] (Using Jensen’s inequality)

= E




�

sup
fξ∈F

n−1∑

i=1

fξ(X i)

�k




= E




 

sup
fξ∈F

n−1∑

i=1

n∑

j=i+1

E j−1[pi, j(X i , X ′
j
)ξ j(X

′
j
)]

!k




= E




n∑

j=2

E j−1

����
j−1∑

i=1

pi, j(X i , X ′
j
)

����
k



 (Using Lemma 3)
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= E




n∑

j=2

E|X ′

����
j−1∑

i=1

pi, j(X i , X ′
j
)

����
k



 .

Thus we have

a1 =
2δM

1+ ǫ
E

n∑

j=2

�
E|X ′

�
eα(1+ǫ)K |C j |

�
−α(1+ ǫ)KE|X ′

�
|C j |

�
− 1

�
,

where C j =
∑ j−1

i=1 pi, j(X i , X ′
j
) and where the notation E|X ′ refers to the expectation conditionally to the σ-

algebra σ(X ′2, . . . , X ′
n
).

Now we use a symmetrization trick: since ex − x − 1 ≥ 0 for all x and since ea|x | + e−a|x | = eax + e−ax ,
adding E|X ′[exp

�
−α(1+ ǫ)K |C j |

�
] +α(1+ ǫ)KE|X ′[|C j |]− 1 to a1 gives

a1 ≤
2δM

1+ ǫ
E

n∑

j=2

�
E|X ′[e

α(1+ǫ)KC j ]− 1+E|X ′[e
−α(1+ǫ)KC j ]− 1

�
. (21)

Let us consider some j ∈ {2, . . . , n}. Conditionally on σ(X ′2, . . . , X ′
n
), C j is a sum of bounded functions

(by A) depending on the Markov chain. We denote

v j(X
′
j
) =

j−1∑

i=1

EX i∼π[p
2
i, j(X i , X ′

j
)|X ′

j
]≤ B2

0

and V =
∑n

j=2 Evk
j
(X ′

j
) ≤ C2B

2(k−1)
0 (with C2 =

∑n

j=2

∑ j−1
i=1 E[p

2
i, j(X i , X ′

j
)]).

Remark that

EX i∼π[pi, j(X i , X ′
j
)|X ′

j
]

= EX i∼π
�
hi, j(X i , X ′

j
)−EX̃∼π[hi, j(X i , X̃ )] | X ′

j

�

=

∫

x ′

�∫

x i

(hi, j(x i , X ′
j
)− hi, j(x i , x̃)])dπ(x i)

�
dπ( x̃)

= 0,

where the last equality comes from Assumption 3. We use a Bernstein inequality for Markov chain (see
Proposition 4 in Section B.4). Notice from Taylor expansion that (1−p/3)(ep−p−1) ≤ p2/2 for all p ≥ 0.
Applying (18) with t = α(1+ ǫ)K and c = A (using the notations of the proof of Proposition 4), we get
that for α < [(1+ǫ)K

p
q(A
p

q/3+B0

p
3/2)]−1∧[(1−λ)−1/2(1+ǫ)K

p
q
�
5A
p

q(1−λ)−1/2 +
p

3λB0

�
]−1,

E|X ′[e
α(1+ǫ)K |C j |]

≤ 2


dχ

dπ


π,p

×E|X ′
�

exp

�
α2(1+ ǫ)2K2qv j(X

′
j
)

2− 2Aqα(1+ ǫ)K/3
+

v j(X
′
j
)λα2(1+ ǫ)2K2q

1− λ− 5α(1+ ǫ)KAq

��
.

Considering α < [(1+ǫ)K
p

q(A
p

q/3+B0

p
3/2)]−1∧[(1−λ)−1/2(1+ǫ)K

p
q
�
5A
p

q(1−λ)−1/2 +
p

3λB0

�
]−1, ǫ <

1 and using (21), this leads to

a1

2
 dχ

dπ


π,p

≤ 2δM

1+ ǫ

n∑

j=2

E

�
exp

�
α2(1+ ǫ)2K2qv j(X

′
j
)

2− 2Aqα(1+ ǫ)K/3
+

v j(X
′
j
)λα2(1+ ǫ)2K2q

1−λ− 5α(1+ ǫ)KAq

�
− 1

�

=
2δM

1+ ǫ

n∑

j=2

∞∑

k=1

1
k!

�
α2(1+ ǫ)2K2qv j(X

′
j
)

2− 2Aqα(1+ ǫ)K/3
+

v j(X
′
j
)λα2(1+ ǫ)2K2q

1−λ− 5α(1+ ǫ)KAq

�k

=
2δM

1+ ǫ

n∑

j=2

∞∑

k=1

1
k!

�
3
2

�k−1
�
α2(1+ ǫ)2K2qv j(X

′
j
)

2− 2Aqα(1+ ǫ)K/3

�k
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+
2δM

1+ ǫ

n∑

j=2

∞∑

k=1

1
k!

3k−1

�
v j(X

′
j
)λα2(1+ ǫ)2K2q

1−λ− 5α(1+ ǫ)KAq

�k

(Using Lemma 2)

≤ δM

3(1+ ǫ)

∞∑

k=1

3kα2k(1+ ǫ)2kK2kqkV

(4− 4Aqα(1+ ǫ)K/3)k
+

2δM

3(1+ ǫ)

∞∑

k=1

3kVλkα2k(1+ ǫ)2kK2kqk

(1−λ− 5α(1+ ǫ)KAq)k

≤ δM

3(1+ ǫ)

∞∑

k=1

3kα2k(1+ ǫ)2kK2kqkC2B
2(k−1)
0

(2− 2Aqα(1+ ǫ)K/3)k
+

2δM

3(1+ ǫ)

∞∑

k=1

3kC2B
2(k−1)
0 λkα2k(1+ ǫ)2kK2kqk

(1−λ− 5α(1+ ǫ)KAq)k

=
(1+ ǫ)C2α2K2δMq

2− 2Aqα(1+ ǫ)K/3− 3α2(1+ ǫ)2K2B2
0q
+

2δM C2λα2(1+ ǫ)K2q

1−λ− 5α(1+ ǫ)KAq− 3B2
0λα

2(1+ ǫ)2K2q

=
(1+ ǫ)C2α2K2δMq/2

1− Aqα(1+ ǫ)K/3− 3α2(1+ ǫ)2K2B2
0q/2

+
2δM C2λα2(1+ ǫ)K2q(1−λ)−1

1− 5(1− λ)−1α(1+ ǫ)KAq− 3B2
0λ(1−λ)−1α2(1+ ǫ)2K2q

≤ (1+ ǫ)C2α2K2δMq/2

1−α(1+ ǫ)Kpq(A
p

q/3+ B0

p
3/2)

+
2δM C2λα2(1+ ǫ)K2q(1− λ)−1

1−α(1−λ)−1/2(1+ ǫ)K
p

q
�
5A
p

q(1−λ)−1/2 +
p

3λB0

� .

From this bound on a1, one can follow exactly the steps of the proof of Theorem 1 to conclude the proof.
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