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Impact of parameterizations on simulated winter mid-Holocene 
and Last Glacial Maximum climatic changes 
in the northern hemisphere 

Va16rie Masson, Sylvie Joussaume, Sophie Pinot, and Gilles Ramstein 
Laboratoire des Sciences du Climat et de l'Environnement (UMR CEA/CNRS), Saclay, France 

Abstract. Within the Paleoclimate Modeling Intercomparison Project, we have 
performed simulations of the present-day, mid-Holocene (MH), and Last Glacial 
Maximum (LGM) climates with two versions of the LMD (Laboratoire de M6t6rologie 
Dynamique, CNRS, Paris) atmospheric general circulation model which differ in their 
horizontal resolution and some parameterizations of the surface processes. This work 
focuses on the winter simulated climatic changes in northern midlatitudes, and we use 
energy budget analyses to diagnose the impact of the parameterizations on the climatic 
sensitivity. The dependency of the surface transfer coefficients on the air stability is shown 
to play a key role for the climatic sensitivity over regions of stable conditions: the 
northern Atlantic which is sea-ice covered at LGM, and the midlatitude continents during 
MH. For the MH we use a simple mathematical projection method to extract the climatic 
change signal from its interannual variability. 

1. Introduction and Numerical Experiments 

Differences in physical parameterizations introduced in the 
atmospheric general circulation models have been shown to 
play a key role for the simulations of present-day climate, as 
reviewed, for instance, by Garratt [1993], as well as on climatic 
sensitivity [Mitchell, 1990; Gates et al., 1996]. Few studies have 
also focused on the impact of model parameterizations on past 
climate simulations; they have revealed the impact of soil mois- 
ture and cloud parameterizations on Holocene climate simu- 
lations [Gallimore and Kutzbach, 1989; Liao et al., 1994; Mas- 
son and Joussaume, 1997]. The study by Rind [1988] has also 
illustrated the impact of the horizontal resolution on the model 
sensitivity, both for warm and for cold climates. 

One of the goals of the Paleoclimate Modelling Intercom- 
parison Project [Joussaume and Taylor, 1995] is to compare the 
simulations of different atmospheric general circulation mod- 
els (AGCMs) for two past periods (mid-Holocene (MH), 6000 
years ago, and Last Glacial Maximum (LGM), 21,000 years 
ago) in order to better understand the impacts of different 
parameterizations and/or resolution on model results. The MH 
experiment is a sensitivity study to the insolation change re- 
sulting from a different orbital configuration [Berger, 1978], 
without changes in the surface boundary conditions; in partic- 
ular, there is no change in the sea surface temperatures. On the 
contrary, the largest forcings for the LGM experiment belong 
to the surface conditions: large ice caps in the northern hemi- 
sphere, changes in the ocean temperatures, and sea-ice cover- 
age, in addition to an atmospheric CO2 reduction. In order to 
prepare such model-model comparisons, we have performed 
simulations of present-day, MH, and LGM climates, with two 
versions of the Laboratoire de M6t6orologie Dynamique (LMD, 
CNRS, Paris) AGCMs. These two versions, which have been 

Copyright 1998 by the American Geophysical Union. 

Paper number 97JD03678. 
0148-0227/98/97JD-03678509.00 

described by Masson and Joussaume [1997], differ by their hori- 
zontal resolution and by their treatment of surface processes. 

The first version of the LMD model used for this study is the 
cycle 4ter of this model. It has been used for sensitivity studies 
[Le Treut et al., 1994] and includes a prognostic equation for 
cloud liquid water. The cloud scheme is indeed rather complex, 
but the surface treatment remains crude: a simple bucket 
model for the hydrology, no explicit vegetation model, surface 
transfer coefficients fixed for each hemisphere, each surface 
type (land or ocean), and each half year (summer or winter). 
The snow albedo only depends on the snow depth, and the sea 
ice is not fractional (either 0 or 100% of a grid cell is covered 
with sea ice). This model is usually run with a low horizontal 
resolution (48 points in longitude and 36 regularly spaced in 
sine of the latitude). See Ramstein et al. [1997] for a description 
of the LGM climate as simulated by LMD4ter. 

The second version used here (namely, LMD5.3) is a more 
recent version of the LMD model, for which the surface treat- 

ments have been improved, and a gravity wave drag parame- 
terization has been implemented. The surface treatments in- 
clude an explicit treatment of the vegetation with the 
SECHIBA land hydrology model [Ducoudrd et al., 1993], a 
parameterization of snow and ice albedo as a function of snow 
age, snow depth, and vegetation type [Chalita and Le Treut, 
1994]. Following the work by Louis [1979] for the ECMWF 
model [European Centre for Medium-Range Weather Forecasts 
(ECMWF), 1991], a new computation of surface transfer coef- 
ficients has been implemented for heat, snow, and moisture 
flux as a function of the surface type, its roughness length, the 
wind speed, and the air vertical stability. This model version is 
furthermore run with a better horizontal resolution: 64 points 
regularly spaced in longitude and 50 points regularly spaced in 
sine of the latitude. So by many respects, version LMD5.3 is 
more complex and takes into account some physical processes 
in a more realistic manner. To better define the edges of the sea 
ice, a fractional sea ice cover has been implemented. However, 
this does not take into account the leads inside the sea ice. 

We have performed 16-year-long simulations of present-day, 
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Figure 1. (top) Present-day and (bottom) mid-Holocene 
(MH) minus present-day incoming top-of-the-atmosphere so- 
lar radiation (W/m 2) as a function of day (horizontal axis, 
starting January 1 and latitude (vertical axis). (The apparent 
drift in MH insolation change is due to the change in the length 
of the seasons and our choice to keep present-day calendar: 
following PMIP recommendations, we have kept the same 
calendar date (March, 21) for spring equinoxes for both peri- 
ods and used classical months defined as for present-day. A 
less arbitrary alternative method is to define a new calendar, 
based on astronomical positions for each period, which would 
set the equinoxes and solstices in phase for both periods [Jous- 
saume and Braconnot, 1997]. However, the choice of the cal- 
endar is not critical for DJF climatic change analysis.). 

MH, and LGM climates. Results have been averaged over the 
last 15 years of the simulations, which include the seasonal but 
not the diurnal cycles and allow for simple statistical evaluation 
of significance (Student test). As decided within the Paleocli- 
mate Modeling Intercomparison Project (PMIP), our simula- 
tions have been performed with "fixed sea surface tempera- 
tures (SSTs)" in order to account only for differences in 
atmospheric models and no ocean model. By fixed SSTs we 
mean seasonally varying monthly mean climatological SSTs, 
identical for each year, and based for present-day and mean 
Holocene on the observed present-day climatology for the 
period 1979-1988. Note that within PMIP, participants have 
also performed an alternative simulation of the LGM climate 
with a mixed-layer ocean model. MH boundary conditions 
include a reduced CO2 content (from 345 ppm for present day 
to 280 ppm as preindustrial value) and a modified seasonal 
cycle in insolation (+5% insolation in summer and -5% in 
winter for the northern hemisphere; see Figure 1 and its cap- 
tion for details). The changes of the LGM boundary conditions 
are more drastic and follow Climate, Long-Range Investiga- 
tion, Mapping, and Prediction (CLIMAP) reconstructions 
[CLIMAP, 1981] for SSTs and sea ice, and Peltier [Peltier, 
1994] for ice-sheet extent (Figure 2); CO 2 has also been low- 

ered to the glacial estimate of 200 ppm measured in the air 
trapped in ice cores [Raynaud et al., 1993]. 

In this work, we focus on the northern extratropical lati- 
tudes, and we analyze the simulated climates in northern hemi- 
sphere winter (December-January-February (DJF)) and reveal 
that among other parameterizations the dependency of the 
sensible heat flux transfer on vertical stability introduced in 
LMD5.3 is a key parameterization influencing the model sen- 
sitivity over areas where there is a change in the air vertical 
stability: (1) the northern Atlantic during LGM, where sea ice 
replaces the open ocean, and (2) the northern midlatitude 
continents for the MH. Energy budget for the dry air column 
is used as a diagnostic to infer such differences in the sensitiv- 
ities. 

2. Winter Last Glacial Maximum Changes: 
Focus Over the Northern Atlantic 

The Last Glacial Maximum (LGM) period has been chosen 
for PMIP since it is an extreme cold period. Indeed, as a 
response to SSTs change, sea ice extent, reduced CO2 content, 
sea-level change, and large continental ice sheets, both models 
simulate large coolings (Figure 3) over the northern hemi- 
sphere in DJF. On the average, the northern hemisphere cools 
down by 3øC and the northern hemisphere lands by 4øC. We 
first discuss the changes over central Greenland and the Lau- 
rentide ice sheet, and we then focus over the northern Atlantic, 
where maximal temperature changes are simulated. 

Over central Greenland, where estimates of paleotempera- 
tures are available, both models simulate similar ground tem- 
perature changes of -28øC in DJF, with an annual mean tem- 
perature changes of -20øC. However, because of their 
different simulations of the thermal inversion, they simulate 
quite different surface air temperature changes: LMD4ter sim- 
ulates a much larger surface air temperature decrease (-29øC 
in DJF, -20øC in annual mean) than LMD5.3 (-18øC in DJF, 
-15øC in annual mean). The classical temperature estimates 
from isotopic measurements in Greenland deep ice cores in- 
dicate an annual temperature change of -10øC, whereas in- 
version of borehole temperature profiles in the cores indicate 
about -20øC [Johnsen et al., 1995]. The comparison with re- 
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Figure 2. Last Glacial Maximum (LGM) change in surface 
elevation (m) interpolated at the resolution of (top) LMD4ter 
and (bottom) LMD5.3. Isolines are represented for elevation 
anomalies of 200, 500, 1000, 1500, 2000, and 2500 m. Regions 
with elevation anomalies larger than 200 m are light shaded, 
and anomalies larger than 1000 m are dark shaded. 
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Figure 3. LGM change in DJF air temperature (øC) simulated by (top) LMD4ter and (bottom) LMD5.3. 
Isolines are represented for temperature anomalies of +2 ø, 0 ø, -5 ø, -10 ø, -20 ø, -30 ø, -40øC. Regions with 
temperature anomalies below 5øC are shaded. 

constructed LGM Greenland temperatures is nevertheless bi- 
ased by the prescribed higher elevation of the ice'cap [Peltier, 
1994]. Indeed, Peltier reconstruction allocates +600 m on the 
average for Greenland during LGM, whereas indications from 
measurement of the air volume in the ice as well as Greenland 

ice-sheet numerical simulations suggest a few less hundred 
meters under glacial conditions [Raynaud et al., 1997]. Over the 
Laurentide, LMD4ter simulates a maximum temperature 
change of -8.7 ø over a place of +1500 m orography change, 
located westward of the Laurentide summit. Over the same 

region, LMD5.3 simulates a higher-temperature change 
(-19.4ø), at the location of the maximum elevation change; in 
this case, the temperature change is larger than expected from 
the atmospheric lapse rate. 

Nevertheless, the regions of maximal temperature change 
are located over the northern Atlantic, where LGM sea ice 
replaces present-day open ocean but not over the ice sheets. 
Indeed, large continental ice sheets replace areas which are 
already cold and snow covered during winter for present-day 
climate, which induces limited temperature changes (-5øC for 
LMD4ter, -10øC for LMD5.3 due to the higher albedo com- 
puted by LMD5.3 over ice-covered regions). On the contrary, 
present-day North Atlantic undergoes a complete change at 
LGM. Present-day mild winter conditions leading to the strong 
cyclogenesis are replaced by a southward extent in sea ice, 
which induces much colder local temperatures. The air tem- 
perature change simulated by the two models is different: 
LMD4ter simulates a much larger cooling (-30øC) than 
LMD5.3 (-15øC) in surface air temperature. Our study will 
thus focus on northern Atlantic (between 50øN and 65øN), 
which is covered by only 5% of sea ice in DJF for present day 
and more than 97% for the LGM. The choice of the northern 

Atlantic region for the comparison of the two models results 
from the maximum winter temperature change and from the 
maximum model-model difference occurring over this region. 

2.1. Energy Budget Analysis Methodology 

In order to highlight the impact of the model parameteriza- 
tions on the simulated climate, we use diagnostics of energy 

budget analyses performed for the dry air column; the coupling 
with the water cycle appears through the latent heat release 
due to the atmospheric condensation. The heat budget can be 
written as 

Qheat Qrad q_ t'-}rad = c•ear •Zc]oud + S H + L P, (1) 

where all the fluxes are counted positively for the air. Qheat is 
the net dry static energy source for the air column (or the 
vertically integrated heat advection divergence); t'-}rad is the k5 clear 

clear-sky (without clouds) radiative budget (net top of atmo- 
sphere minus net surface shortwave and longwave radiative 
flUX); t'-}rad is the cloud radiative forcing (difference of the k5 cloud 

cloudy and clear-sky radiative budgets); SH is the surface 
sensible heat flux from the surface to the air; L P is the latent 
heat release due to the atmospheric condensation [Masson and 
Joussaume, 1997]. For each model version, each region and 
each flux, univariate 95% confidence intervals have been cal- 
culated from a Student test, and the differences between mod- 
els for present day which are statistically significant are noted 
in Table 1. 

We have also analyzed the surface energy budget: 

Q surf t'-} rad,surf rad,surf kSclear -[- Q - SH- LE (2) = cloud • 

where Qsurf is the net heat budget at the surface; t'-}rad .... f is the k5 clear 

net incoming clear-sky (without clouds) radiative budget at the 
surface; Qrad .... f is the cloud radiative forcing defined at the cloud 

surface (difference of the cloudy and clear-sky surface incom- 
ing net radiative budgets); SH is the sensible heat flux from the 
surface to the air; and LE is the latent heat release by evap- 
oration from the surface to the air. 

2.2. Simulated Present-Day Climate in DJF: 
Northern Atlantic Energy Budget Analysis 

Present-day northern Atlantic Ocean is characterized by 
winter SSTs warmer than zonally averaged surface air temper- 
atures, due to the warm surface northward current. The over- 
laying air is thus unstable (negative Richardson numbers in 
Table 1). The large latent heat release due to the condensation 
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Table 1. Energy Budget Over the Northern Atlantic Ocean (60øW, 5øE, 50øN, 65øN) for 
Present Day and Last Glacial Maximum (LGM) (No Selecting) 

Present-Day Climate LGM Climate 
Simulation Simulation 

LMD5.3 LMD4ter LMD5.3 LMD4ter 

tmospheric energy budget, W/m 2 
Net energy budget for the air column 
clear-sky radiative budget 
cloud radiative budget 
condensational heating (LP) 
sensible heat flux 

Surface energy budget, W/m 2 
surface net budget 
clear-sky surface radiative budget 
cloud surface radiative budget 
evaporation flux 
sensible heat flux 

Air stability 
surface temperature, øC 
surface air temperature, øC 
Richardson number 

surface transfer coefficients (x103 ) 

+ 20.22 +67.50 -50.38 e -49.82 e 
- 104.75 * - 105.58 * -90.46 -84.07 

-3.90 -14.33 -3.10 -6.17 
85.54 114.08 44.13 51.24 
43.33 73.33 -0.95* -10.83 

- 156.71 - 198.80 -43.16 - 18.48 
- 82.02 - 73.68 - 57.11 -45.44 
+ 36.90 + 45.02 + 20.44 * + 20.16 * 

68.26 -96.81 -7.44 -4.03 
-43.33 -73.33 +0.95* + 10.83 

5.83 e 5.70 * -23.38 -28.20 
2.71 * 2.84 * - 16.32 -27.88 

-1.06 -0.72 +9.20 +3.06 
0.24 1.40 0.12 1.40 

Fluxes are counted positively for atmosphere and surface. Cloud radiative effect is computed as the 
difference from cloudy to clear-sky radiative budgets. Asterisk, sign of the variable is not statistically 
significant; circle, difference between LMD4ter and LMD5.3 not significant (from a 95%-level Student 
test). The climatology from Legates and Willmott [1990b] and Legates and Willmott [1990a] indicates a 
mean winter air temperature of +3øC and a mean condensational heating of 140 W/m 2. 

is mainly fed by the strong local evaporation (LE/LP • 80%) 
and partly by moisture advection from southern latitudes 
(20%). The local energy source is due for two thirds to the 
latent heat release through atmospheric condensation (cyclo- 
genesis), and for one third to the sensible heat flux from the 
ocean to the atmosphere; these sources largely compensate the 
radiative loss. The resulting net heat gain over the area is the 
diabatic thermal forcing of the planetary wave activity, as dis- 
cussed by Held [1983]. This energy is then transported by the 
eddy circulation toward the pole and the cold midlatitude 
continents, where it is lost partly by the thermal radiation, 
partly by the sensible heat transfer from the cool air to the cold 
land surface (see next section). 

Large differences between LMD4ter and LMD5.3 already 
appear for present-day northern Atlantic energy budgets. In- 
deed, LMD4ter simulates a 3 times larger heat gain than 
LMD5.3 for the atmosphere, due to 70% more sensible heat 
flux from the surface and 35% more latent heat release by the 
condensation. This higher condensation is itself fed by a more 
intense local evaporation (40% more compared with LMD5.3). 
The differences in surface fluxes can be related to the different 

model parameterizations, since LMD4ter has fixed large sur- 
face transfer coefficients. These fixed coefficients (1.40 x 
10 -3) are 6 times larger than the northern Atlantic average of 
the ones computed by LMD5.3, though the local mean strati- 
fication for present-day climate simulation is unstable (mean 
Ri = -1.06). The observations by Legates and Willmott 
[1990a] suggest that LMD5.3 underestimates the precipitation 
over this region by a factor of 40%, whereas LMD4ter is closer 
to this climatology (see the caption of Table 1). Because of its 
strong evaporation, LMD4ter moreover simulates an atmo- 
sphere more saturated in water vapor and with more clouds. 
However, the cloud negative impact on the radiative budget of 
the air column remains marginal when compared to the large 
difference in surface exchanges and in condensation. 

2.3. Simulated LGM Climate in DJF: Northern Atlantic 

Energy Budget Analysis 

During LGM (Table 1), both models simulate a local sink of 
heat for the atmosphere over this region (-50 W/m2), instead 
of a present-day source of heat. LGM prescribed sea ice cover 
induces stable surface conditions of the air, with a positive 
Richardson number and a thermal inversion between the ice 

and the air temperatures. For both models the colder condi- 
tions decrease the saturation water pressure. The stable con- 
ditions induce a decrease in the transfer coefficients for 

LMD5.3. As a result, both models simulate an inhibition of the 

evaporation (decreased by 1 order of magnitude), and thus a 
decrease of the cyclogenesis due to convective activity over the 
northern Atlantic [Joussaume and Jouzel, 1993; Valdes and 
Hall, 1994]. As a result, the heat source of the air due to 
condensation is decreased by a factor of 2. Moreover, the sign 
of the surface sensible heat flux is now reversed, the energy 
being transferred from the air to the cold surface. For both 
models, the contribution of the reduced condensation and the 

reversed sensible heat flux are quantitatively similar. 
When comparing the two simulations of LGM climate over 

the North Atlantic in winter, large discrepancies between 
LMD4ter and LMD5.3 are observed. First, note that the small 
differences in clear-sky radiative cooling are due to the differ- 
ence in albedo between the two models. Nevertheless, the 
largest differences appear in the sensible heat flux. As de- 
scribed in the last section, LMD4ter simulates a larger tem- 
perature decrease than LMD5.3, both for the air temperature 
(10øC more) and for the surface temperature (5øC more). 
Indeed, LMD4ter simulates a simultaneous cooling of the air 
and the surface, with a weak inversion (-1øC temperature 
difference between the surface and the air temperatures). On 
the contrary, LMD5.3 simulates a strong thermal inversion 
(-7øC between the surface and the air temperature). Despite 



MASSON ET AL.: SIMULATIONS OF MH AND LGM CLIMATES 8939 

the stable conditions, LMD4ter is still able to simulate a large 
sensible heat flux from the atmosphere to the surface (10 
W/m2), which is 1 order of magnitude larger than for LMD5.3. 
This is explained by the fixed surface transfer coefficients for 
LMD4ter and the computed coefficients for LMD5.3. Indeed, 
LMD4ter surface transfer coefficients are fixed, depending on 
the season (winter or summer half year), the hemisphere, and 
the surface type. On the opposite, for LMD5.3 these coeffi- 
cients are computed [ECMWF, 1991] and depend on the sur- 
face type, its roughness length, the air stability (characterized 
by the Richardson number), and the wind speed. These com- 
puted coefficients decrease very quickly when air stability in- 
creases (Figure 4). Under the LGM sea ice stable conditions, 
they are reduced by a factor of 2 when compared to present- 
day values and arfe 1 order of magnitude weaker than for 
LMD4ter. 

Over the northern Atlantic during LGM the surface turbu- 
lent flux parameterization thus seems to play a large role in the 
mechanisms responsible for different simulated climates. The 
simple parameterization used in LMD4ter induces a strong 
and simultaneous cooling of both the atmosphere and the 
surface, which are strongly coupled even in stable conditions. 
On the opposite, LMD5.3 is able to simulate a weak sensible 
heat flux under stable conditions, leading to a strong thermal 
inversion between the surface and the overlaying relatively 
warm air. 

Last, note that LMD4ter simulates a LGM larger cooling of 
the sea-ice surface than LMD5.3, despite a less negative sur- 
face energy budget. This is a consequence of the complete ice 
cover assumed in LMD4ter: the negative surface budget leads 
to a strong decrease of the surface temperature computed over 
the ice, until it is ultimately balanced by the heat conduction 
flux inside the ice. For fractional sea-ice coverage, as present in 
LMD5.3 for the ocean/sea-ice limit, the largest negative heat 
fluxes come from the radiative cooling of the free ocean areas 
with higher temperatures (-1.8ø). In this case, the large sur- 
face heat sink does not lead to any surface cooling, since the 
heat is assumed to be provided by an unlimited ocean interior 
heat source. 

The LGM extreme cold climate thus enables us to test the 

impact of the dependency of the surface heat transfer coeffi- 
cient on the model sensitivity. Preliminary comparison with 
some of the PMIP models [Masson, 1996] indicate that 
LMD4ter and LMD5.3 have quite extreme behaviors as far as 
the thermal inversion strength is concerned. Interestingly, the 
difference in air temperature changes simulated by these two 
models extends over Europe, where the study of the simulated 
Fennoscandian ice-sheet mass balance and the comparison of 
model results with pollen-based temperature reconstructions 
(O. Peyron, personal communication, 1997) may help to eval- 
uate the realism of the simulations. 

After this study devoted to one cold climatic extreme, we 
have focused on the other paleoclimatic period chosen for the 
PMIP project: the mid-Holocene (MH), 6000 years ago. 
Indeed, the prescribed MH insolation decreases by 5% in 
winter, which should induce colder conditions over the conti- 
nents. Is the simulated climate change mechanism different 
between LMD4ter and LMD5.3? Does the surface sensible 

heat flux also play a key role for MH climate change? We will 
use the same energy budget analysis to compare the two 
models. 
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Figure 4. LMD5.3: Heat transfer coefficient between surface 
and atmosphere, over the continent, normalized by the neutral 
value, as a function of the Richardson number and for differ- 
ent values of z/z o. The horizontal solid line shows the nonde- 
pendency on the vertical stability of the transfer coefficients for 
LMD4ter. 

3. Winter Mid-Holocene Changes at 
Northern Latitudes 

We will first describe the simulated climatic changes for the 
mid-Holocene (MH) period in terms of temperature and cir- 
culation changes. The insolation (Figure 1) decreases by 5% in 
boreal winter (reduced winter insolation in northern hemi- 
sphere and reduced summer insolation in the southern hemi- 
sphere). The MH forcing is weak, especially when compared to 
the large changes in the LGM surface boundary conditions and 
can be seen as a perturbation of present-day climate. If the 
atmospheric circulation responded linearly to the insolation 
change, the insolation decrease should then induce a colder 
winter in the northern hemisphere; we will show that this 
depends on the model used. 

Since MH climate change is only a weak perturbation of 
present-day climate, the question of the significance of the 
simulated changes cannot be avoided, especially for the mid- 
latitude winter circulation. We have developed a simple pro- 
jection method to study the simulated interannual variability 
for present day and MH. This method also enables us to select 
out the simulated years which are responsible for the MH 
climate change signal, in order to obtain a better signal to noise 
characteristic for our energy budget analysis. Last, we will show 
with the study of energy budgets for the midlatitude continents 
that the parameterization of the surface transfer coefficients 
also plays a major role on the model MH climatic change 
simulation. 

3.1. Temperature and Circulation Changes 
Both versions of the LMD model simulate in a reasonable 

way the averaged present-day climatic conditions over north- 
ern hemisphere in winter, i,e., the north-south and west-east 
temperature gradients (Figure 5), the location, and intensity of 
pressure patterns (not shown). Like all the atmospheric models 
[Gates et al., 1996], both models have some specific biases in 
simulating present-day characteristics: for instance, LMD4ter 
simulates too cold winter air temperatures in northern extrat- 
ropics, whereas LMD5.3 simulates too warm winter tempera- 
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Figure 5. Present-day DJF air temperatures (Celsius) from 
the climatology of Legates and Willmort [1990b] (top) and sim- 
ulated by LMD4ter (middle) and LMD5.3 (bottom). Isolines 
are represented for each 5øC. 

tures at these latitudes (Figure 5, Table 2). These differences 
are associated with slightly different climates, which can be 
analyzed by their local energy balances and their atmospheric 
circulations as discussed below. As noted by Gates et al. [1996], 
improved horizontal resolution and improved treatment of the 
surface and atmospheric processes leads to a better simulation 
of present-day climate for LMD5.3 when compared to 

LMD4ter (earlier generation of the model) and may account 
for differences between the two models. The evaluation of the 

simulated climate does not only concern the mean patterns but 
also their variability and, in our case, the interannual variabil- 
ity. The comparison of simulated interannual variability with 
observations, which include the oceanic variability, remains 
limited. LMD5.3 simulates a reasonable interannual variabil- 

ity, but it is clear that LMD4 overestimates this interannual 
variability, with temperature standard deviations above 5øC 
over parts of northern America and Europe (not shown). This 
large variability in the high latitudes can be partly explained by 
the crude horizontal resolution at these latitudes and will also 

be discussed in the energy budget analysis subsection. 
As a response to MH change in incoming solar radiation, 

both versions of the LMD model simulate large-scale temper- 
ature decreases of a few degrees over northern hemisphere 
lands, mainly at low latitudes (30ø-60øN); this first-order re- 
sponse to insolation change is simulated by all the PMIP mod- 
els [Masson, 1996]. At higher latitudes however, both model 
versions simulate areas of negative but also areas of positive 
temperature changes, the latter being much larger and more 
intense for LMD4ter than for LMD5.3 (Figure 6). The simu- 
lated atmospheric response is thus indirect with regard to the 
insolation forcing, which suggests a large-scale change in the 
planetary wave circulation. Although not within the scope of 
this paper, the comparison with European paleoclimatic recon- 
structions is possible. The European simulated warmer tem- 
peratures are also present in the most recent pollen-based 
European climatic reconstructions by Cheddadi et al. [1997]. 
The temperature change simulated by LMD4ter is in better 
agreement with these reconstructions than the one simulated 
by LMD5.3, which may result of chance more than of a correct 
climate simulation, as evidenced by the comparison of the 
various PMIP models results with the data over Europe 
(V. Masson et al., Mid-Holocene climate over Europe: What 

Table 2. Energy Budget over the Northern Hemisphere Middle-Latitude Continent 
(180øE, 180øW, 45øN-75øN) for Simulated Present-Day and mid-Holocene (MH) 
Climates (Selected Years Only) 

Present-Day Climate Holocene Minus 
Simulation Present Day 

LMD5.3 LMD4ter LMD5.3 LMD4ter 

Atmospheric energy, W/m 2 
net budget for the air column 
clear-sky radiative budget 
cloud radiative budget 
condensational heating (LP) 
sensible heat flux 

Surface energy budget (W/m 2) 
net budget for the surface 
clear-sky surface radiative budget 
cloud surface radiative budget 
evaporation flux 
sensible heat flux 

Atmospheric stability 
surface temperature, øC 
surface air temperature, øC 
Richardson number 

surface transfer coefficients (x 103) 

-95.73 e -95.50 e - 1.83 -8.00 
- 103.86 -87.23 -0.35* -4.93 

-8.64 - 10.59 -0.34 - 1.07 
+ 39.77 + 35.80 -0.86' +0.55* 
-23.00 -33.48 -0.28 -2.55 

+0.56 ß +0.29 ß -0.15 ß -0.03 ß 
-40.84 -48.28 - 1.11 - 2.98 

+ 22.28 + 19.70 +0.11' + 1.15 
-3.88 -4.61 +0.57 -0.75 

+23.00 +33.48 +0.28 +2.55 

-19.80 -23.61 -0.67 +1.79 
-12.10 -22.90 -0.40 +1.82 

+9.50 +4.65 +1.16 -0.15' 

0.61 7.00 -0.08 0.00 

Flux are counted positively for respectively atmosphere and surface. Cloud radiative effect is computed 
as the difference from cloudy to clear sky radiative budgets. The climatology from Legates and Willmort 
[1990b] and Legates and Willmort [1990a] indicates a mean winter air temperature of -17.8øC and a mean 
condensational heating of 35 W/m 2. 
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can we infer from PMIP model-data comparisons, submitted to 
Climate Dynamics, 1997 (hereinafter referred to as M97)). 

To better understand the temperature change described 
above, we now focus on the large-scale circulation and the 
associated energy transport. In boreal winter, the main heat 
sources for the dry air are located in the tropics, mainly in the 
southern hemisphere. As a result, the total atmospheric circu- 
lation exports heat from the low latitudes toward (1) the north- 
ern hemisphere and (2) toward the south pole. This meridional 
energy transport results from the mean circulation (Hadley 
cell) in the tropics. Over the northern midlatitude oceans, a 
secondary heat source is provided in winter by the cyclogenesis 
activity (see previous section). At these latitudes, the energy is 
transported with equal contributions by the transient eddies 
and the stationary eddies, the heat source being located over 
the relatively warm oceans and the sink over the continents. 
We focus mainly on the stationary wave contribution which is 
increased at mid-Holocene (see next paragraph). 

The planetary waves can be described by studying the mean 
sea-level pressure patterns (Icelandic low pressure versus the 
Azores high pressure and the Siberian high pressure for Eu- 
rope), but also by their contribution to the meridional verti- 
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Figure 6. MH change in DJF air temperature (øC) simulated 
by LMD4ter and LMD5.3. (top to bottom) LMD4ter mean 
change, LMD4ter selected years, LMD5.3 mean change, and 
LMD5.3 selected years. See text for details. Isolines are rep- 
resented for-10 ø, -3 ø, -2 ø, -1 ø, -0.2 ø, +0.2 ø, +1 ø, +2 ø, +3 ø, 
+ 10øC. Regions with temperature anomalies above +0.2øC are 
shaded. 
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Figure 7. Dry static energy meridional transport by the sta- 
tionary eddies for (top) present-day climate and (bottom) MH 
minus present-day change. Observations from Keith [1995], 
solid line; simulations by LMD4ter, dashed line; simulations by 
LMD5.3, dotted line. Error bars on the estimate of the mean 
computed from a 95%-confidence Student variable are also 
presented. 

cally integrated energy budget. We have chosen the latter 
approach, in order to be consistent with the energy budget 
analysis method. The contribution of the stationary waves to 
the total energy transport (Figure 7, top) results in a net north- 
ward transport in the northern midlatitudes. When compared 
to the operational analysis model results of Keith [1995], both 
LMD4ter and LMD5.3 are able to simulate correctly the broad 
features of this transport, which give us confidence in the 
ability of the models to simulate the role of the planetary 
waves. However, both models overestimate the range of lati- 
tudes of the stationary contribution with two maxima sur- 
rounding the operational analysis model peak (located at 
45øN); the LMD model underestimates the role of the station- 
dry eddies at 45øN and, on the opposite, overestimates the role 
of the transient eddies on the total transport at 45øN. This bias 
may be linked with the grid definition of the LMD model. 

The reduced MH winter insolation reduces the heat source 

in the tropics but increases the heat sink over the colder north- 
ern continents (see section 3.4) and thus the total northward 
energy transport. In the midlatitudes this increase is due to the 
significant enhancement of the planetary waves at 45øN 
(Figure 7, bottom). MH increased meridional advection is due 
to the only contribution of the stationary eddies; both models 
simulate a 1 order of magnitude smaller decrease of the tran- 
sient eddies contribution (not shown). Because of the en- 
hanced planetary waves, more energy is thus transported from 
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Figure 8. LMD4ter: projections (øC) of the DJF tempera- 
tures over the continents (north of 30øN) for each year l of the 
control simulation C/and of the MH simulation H/to the basis 
formed by the mean of the control years (C) and of the MH 
years (H). S represents the mean of the "selected" MH years 
(H2, H3, H4, H, H9, Hl l, H13). 

the midlatitudes ocean to the surrounding continents (mainly 
the western coasts of northern America and Europe). Inter- 
estingly, LMD4ter simulates a much larger increase of this 
transport (+30% when compared with present-day intensity) 
than version LMD5.3 (weak but significant increase at 45øN). 
The increase in the stationary wave activity is associated with a 
large extent and deepening of the mean Icelandic low pressure 
toward northern Europe. 

Stationary waves are indeed partly modulated by the orog- 
raphy, but also by the land-ocean temperature contrast. As 
there is no orographical forcing over Europe, the range of 
possible changes in the advection is larger, and thus the tem- 
perature change is largest over Europe. With the fixed SSTs, 
decreased insolation leads to colder low-latitude continents, 
which in turn modulates the land-ocean contrast. The resulting 
intensification of the stationary waves increases in turn the 
energy export from the oceans to the continents. The warmer 
air arriving from the surrounding ocean partly loses its energy 
by the radiative loss and partly transmits this energy through 
the surface sensible heat flux from the atmosphere toward the 
land surface. This climate change mechanism suggests that the 
MH European climatic change and the whole midlatitude cir- 
culation might be sensitive to minor changes in the ocean 
conditions over the northern Atlantic (change in sea-ice extent 
in winter, change in the meridional SST gradient). Small SST 
changes are indeed suggested by the few available SST change 
estimates [Ruddiman and Mix, 1993] and might therefore in- 
fluence climate changes at least over Europe (M97). However, 
this is not the scope of this paper. Since both the simulated 
present-day and the MH atmospheric interannual variability of 
surface air temperatures is large over the northern high lati- 
tudes in winter, this interannual variability has to be studied to 
extract the signal of MH temperature change from the noise. 

3.2. Interannual Variability and Projection Method 

The simulated mid-Holocene climate in response to the in- 
solation change appears to be a weak perturbation of the 
present-day climate. Because of the strong interannual DJF 
variability and the non-Gaussian structure of the interannual 
climate variable distributions, it is not possible to use the clas- 
sical Student tests to evaluate the statistical significance of the 

simulated climate change (at the scale of each grid point). In 
order to better understand the signal-to-noise behavior we 
have developed a simple visual method to compare the struc- 
tures of the temperature patterns over northern midlatitude 
continents (over the oceans, SSTs are unchanged) for each 
year of the control and of the MH simulations. The goal of this 
method is to project each simulated year on a plane formed by 
the mean control climate and the mean perturbated climate. 
We apply this analysis to the surface air temperature field 
which is a good indicator of mean circulation patterns over 
northern midlatitudes in winter. We want to select the simu- 

lated mid-Holocene years which systematically present a DJF 
temperature structure different from the present-day one. This 
method has been inspired by the test of the mean between 
model results and observations developed by Frankignoul et al. 
[1995]. 

Considering the spatial field associated with the mean of the 
15 years of the control simulation (C) on one side, and the MH 
(H) simulation on the other side, we form two vectors: 
C(1, 2,..-, N) and/-/(1, 2,.-., N) with N the number of 
grid points in the considered region. The norm of these vec- 
tors, for instance, I11 - cz is the spatial quadratic 
mean of the temperatures over the N grid points. 

Using these two vectors, we can build an orthonormal basis 
•, b). The first vector • is simply formed by normalizing •7: 

We now want to build a second vector •/orthogonal to the first 
one, with the form P = f-/ - a•7, in order to repr•esent the 
part of f-/which cannot be well projected on •7. So V. • - 0 
and a =/-/- •7/ •7 2. Eventually, we have to normalize b: b = 

For one given year of one simulation, the vector formed by 
the field of winter temperatures X can then be characterized by 
two numbers xu and xv which are its projection on each of the 
vector of the (•, 7) basis' 

xv=X'•. 

We have only considered a projection on two vectors (two- 
dimensional (2-D) basis). In order to rate the efficiency of this 
2-D projection we define a "score" calculated from the norm of 
the residuous vector • (part of X which is not projected on the 
basis): 

( s=00x cl' 
A 100% score would indicate that • perfectly projects on the 
2-D basis (5, •). 

We have used this method for LMD4ter (Figure 8) and 
LMD5.3 (Figure 9). The score of all these projections is for 
both models higher than 80%, the residuous being smaller than 
both projections, indicating that our basis for the projection is 
thus correct. For these figures we have centered the coordinate 
points so that the mean of the control simulation (C) be at the 
origin of the graph. Note that we have used different horizon- 
tal and vertical scales for each model so that figures be more 
easily readable. For LMD4ter the different years of the control 
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simulation form a cloud of points; 8 years out of the 15 years 
of the MH simulation stand outside of the set of control points; 
but 7 years remain among the control set of points. This means 
that the MH temperature change signal is due to the structure 
of these eight extreme specific years. For LMD5.3, 10 out of 
the 15 years of the MH simulation stand outside of the control 
set of points. The dispersion between the different points of 
the control simulation is larger for LMD4ter than for LMD5.3; 
we have already mentioned that LMD4ter simulates a larger 
interannual variability. Even with only 15 years of simulated 
control and mid-Holocene climate, we are able to separate two 
distinct modes for each model. 

We have compared the results of our selecting method with 
a similar analysis performed using not a subjective projection 
basis but an objective basis made by first eigenvectors of a 
principal component analysis; our conclusions remain un- 
changed. Indeed, the first empirical orthogonal function 
(EOF), computed from the 30 individual DJF temperature 
fields from both control and Holocene simulations, is close to 
the mean of the control years. By construction the second EOF 
is orthogonal to the first one and will take into account the 
second mode of the interannual change in the pattern of the 
DJF temperature, which happens to be very close to our sec- 
ond vector. Unlike this EOF method, our simple method en- 
ables a 100% projection of the mean of control and Holocene 
years. 

Taking into account the mean of the MH years, which are 
different from control years, can then help to analyze the MH 
climate changes by selecting the simulated years responsible 
for the temperature change signal, especially when specific 
energy budget diagnoses are required. In particular, these sim- 
ulated extreme MH years ("selected years") are responsible 
for the presence of warmer temperatures in the mean climatic 
change (see Figure 6). These specific years identified by our 
projection method present a common structure in sea-level 
pressure, wind circulation, and temperature change, associated 
with a specific "mode" of the planetary waves. The mean mid- 
Holocene change is thus associated with a deepening of the 
ocean-land pressure contrasts, more heat advection from the 
oceans to the mid-latitudes continents, warmer temperatures 
over northern America and Europe, and colder temperatures 
over the tropical lands. This type of circulation happens during 
some simulated present-day years but is more intense and 
frequent inside the distribution of the mid-Holocene years. 

The mid-Holocene climatic change is thus characterized by 
a large-scale midlatitude circulation change, transporting more 
heat from the oceans to the continents. The insolation change 
being mainly seen by the atmosphere over the continents (since 
the SSTs are fixed), we need to analyze the heat budget over 
the continents to link the insolation forcing and the resulting 
large-scale advection change. In order to understand the mech- 
anisms responsible for the different climatic sensitivities of 
LMD4ter and LMD5.3, we have analyzed the energy budgets 
for both the atmosphere and the surface, over the continents 
between 45øN and 75øN for present-day climate and for MH 
minus present-day change, considering only the "selected" MH 
years. 

3.3. Present-Day Energy Budgets 

For the present-day climate (Table 2), both models show 
similar distributions of the energy budget of the atmosphere. 
The atmosphere looses energy over midlatitude lands, due to 
(1) the strong thermal radiative cooling (•100 W/m 2) and (2) 
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Figure 9. LMD5.3: projections (øC) of the DJF temperatures 
over the continents (north of 30øN) for each year l of the 
control simulation C t and of the MH simulation Ht to the basis 
formed by the mean of the control years (C) and of the MH 
years (H). S represents the mean of the "selected" MH years 
(H2, H3, H4, H6, H7, H8, H9, H12, H13, H15). 

the sensible heat flux from the air to the surface (•30 W/m2). 
The only local energy source for the dry air is the latent heat 
release due to condensation (•30 W/m2), fed by the advection 
from the oceans (local evaporation represents less than 10% of 
the local precipitation). As for the surface, its energy balance 
over the season is null. The heat loss due to the large radiative 
cooling is partly compensated by the cloud greenhouse effect 
(•20 W/m 2) and the sensible heat flux (•30 W/m2). The sen- 
sible heat transfer enables the warm air advected from the 

surrounding oceans to limit the cooling of the land surface in 
winter and thus plays a key role on the surface heat budget. 

Despite their qualitative agreement, the two models show 
significant discrepancies in the relative role of these different 
heat exchanges. Because of a colder tropospheric air column, 
LMD4ter simulates less radiative cooling of the air column 
than LMD5.3. Moreover, LMD4ter simulates 40% more sen- 
sible heat transfer toward the surface. This difference in sen- 

sible heat flux is associated with different air vertical profiles 
close to the surface: while surface temperatures are similar, 
LMD4ter simulates a weak vertical temperature inversion (less 
than IøC between the surface and the overlying air), whereas 
LMD5.3 simulates a strong thermal inversion (7.7øC), associ- 
ated with a large surface air stability (very high Richardson 
number). This difference in behavior is again directly linked 
with the parameterization of the surface heat transfer, as seen 
over northern Atlantic in the LGM section. Indeed, under 
these stable conditions the transfer coefficients are 1 order of 

magnitude larger for LMD4ter than for LMD5.3:7.00 x 10 -3 
versus 0.61 x 10 -3. 

Different mechanisms thus lie behind the different present- 
day simulated energy budgets: LMD4ter has fixed coefficients, 
independently of the air stability, and is able to simulate a large 
sensible heat flux that cools down the air, leading to a moder- 
ate longwave radiative cooling. On the opposite, for LMD5.3 
the surface and the air are less strongly coupled, the thermal 
inversion is deeper, and a warmer air column can persist above 
the cold land surface; this air loses mainly its energy by the 
radiative cooling. These different behaviors may account for 
the larger interannual variability simulated by LMD4ter com- 
pared with LMD5.3. Indeed, any perturbation of the circula- 
tion leading to more wet and cool air arriving from the ocean 
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to the land will be able to transfer its sensible heat to the 

surface and induce large fluctuations in surface air tempera- 
ture. On the opposite, for LMD5.3 the surface is on the aver- 
age more isolated from the air; an input of warm air from the 
ocean will just lead to a small heat transfer to the surface and 
a large radiative heat loss. 

3.4. Mid-Holocene Change in Energy Budgets 

During the "selected" MH period (Table 2) our region re- 
ceives 4 W/m 2 less insolation at the top of the atmosphere 
(minus 5.8% when compared to present-day incoming solar 
radiation). The resulting temperature changes are different for 
the two models: LMD4ter simulates significantly warmer sur- 
face and air temperatures, whereas LMD5.3 simulates signifi- 
cantly colder surface and air temperatures. The study of the 
change in the various terms of the energy budget is aimed at 
understanding the mechanisms responsible for these different 
climatic changes. 

The change in local heat source is equal to the addition of 
(1) the change in local heat storage and (2) the change in heat 
advection (i.e., the divergence of the heat transport). For both 
models, present-day heat storage over DJF is about -6.0 
W/m2; LMD4ter simulates a change in heat storage of +2.2 
W/m 2, whereas LMD5.3 simulates a smaller increase 
(+0.4 W/m2). Because of the increase in tropospheric air tem- 
peratures the DJF heat storage change is positive, and the 
increased heat advection is larger than the local heat loss 
increase. Thus the increased advection studied in the previous 
section warms the air column and also compensates for the 
local heat sink. Indeed, both models simulate significant in- 
creases in the local energy loss: -8 W/m 2 (the relative change 
is +8%) for LMD4ter, much larger than for LMD5.3 (-2 
W/m2; the relative change is +2%). The two different climatic 
changes are associated with different mechanisms. We will first 
describe the new climate simulated by LMD4ter and then the 
one simulated by LMD5.3. 

LMD4ter simulates a larger local heat loss due to (1) more 
heat transfer from the atmosphere to the land surface (+8%) 
and (2) more radiative loss (+6%). This strong heat loss is 
associated with an increased advection mainly resulting from 
the change in the heat transport by the stationary waves (see 
the previous section). Associated with the larger heat advec- 
tion, the sensible heat flux between the air coming from the 
oceans and the surface is able to maintain a heat accumulation 

in the whole air column. Indeed, the mean air temperature of 
the area increases by 2ø; a simple grey-body off-line calculation 
leads to an increased longwave emission by about 6 W/m 2, 
which is in close agreement with the simulation (5 W/m2). As 
for the surface, which becomes warmer, its radiative cooling 
increases but is compensated for one third by the cloud radi- 
ative effects (+6%) and for two thirds by the heat transfer 
from the atmosphere. 

For LMD4ter, winter insolation changes thus induce an in- 
creased heat transport in the northern midlatitudes (mainly 
from the surrounding oceans). This advection is maintained by 
an increased sensible heat flux toward the surface and com- 

pensates for the increased radiative loss due to the heat accu- 
mulation in both the surface and the troposphere. Changes in 
the vertical stability at the surface are weak and nonsignificant, 
as well as changes in the precipitation. 

As for LMD5.3 now, the simulated changes are weaker, and 
many of them do not pass the Student test performed on the 
average over the northern midlatitude lands. The surface tem- 

perature changes are reversed, with a significant decrease by 
IøC, an increased surface-air gradient, a higher vertical stabil- 
ity, and a significant decrease in the surface transfer coefficient 
(-13%). The simulated surface cooling results almost directly 
from the lower local insolation, without any strong advection 
feedback as for LMD4ter, since the transfer of heat from the 
atmosphere to the surface is blocked in the case of high air 
stability. Indeed, the sensible heat flux slightly increases but 1 
order of magnitude less than for LMD4ter. The slightly in- 
creased advection results from the colder conditions associated 

with less absorbed insolation, less precipitation, and a little 
more sensible heat flux to the surface. 

To conclude, for LMD4ter the sensible heat transfer at the 
surface can increase even in the case of vertical stable condi- 

tions and enables the model to warm a large part of the con- 
tinents in the northern latitudes: the sensible heat flux and the 

radiative loss, due to the warmer temperatures, maintain a 
strong enthalpy advection from the surrounding oceans by the 
stationary eddies. On the opposite, for LMD5.3, the sensible 
heat flux is less able to increase under stable conditions be- 

cause of the surface transfer coefficient calculation. As a con- 

sequence, the climatic change reflects the local insolation 
change; the advection increases only slightly for this model. 

Using energy budgets, we have thus suggested a mechanism 
that can explain the different behaviors in term of simulated 
temperature and large-scale circulation changes for LMD4ter 
and LMD5.3, over regions where the vertical stability is strong. 
This MH study leads to a confirmation of the results for the 
LGM over the northern Atlantic, for which the boundary con- 
ditions (sea ice, ice sheets) also induce areas of strongly in- 
creased vertical air stability. 

4. Discussion and Conclusions 

We thus observe similar mechanisms for simulated climatic 

changes occurring over thermally stable areas, both for mid- 
Holocene (MH) over northern continents and for Last Glacial 
Maximum (LGM) over northern Atlantic. Over a surface that 
loses energy, LMD5.3 simulates a strong thermal inversion and 
a weak sensible heat flux in stable situation. On the opposite, 
LMD4ter simulates a weak thermal inversion and a strong 
sensible heat flux from the air to the surface, even in stable 
conditions. 

Our comparison is certainly limited by the different horizon- 
tal resolutions of the two models. Indeed, Boyle [1993] has 
shown that planetary waves cannot be correctly simulated with 
a low spectral resolution (T21). Future work should involve 
sensitivity studies to only horizontal resolution; this was not the 
scope of this paper, since we wanted to prepare intercompari- 
sons within various models, which differ in many respects. 

Nevertheless, the study by Rind [1988] emphasizes that the 
change in horizontal resolution mainly affects the simulated 
climates over the regions that are remote from direct forcings 
(for instance, sea ice, ice sheets during LGM) and affects 
primarily the processes that are already strongly dependent on 
the resolution for present-day climate (precipitation). It seems 
then that for our study, the horizontal resolution is not the first 
factor that can account for the differences between the simu- 

lated climatic mechanisms for LMD4ter and LMD5.3. A sen- 

sitivity study to the change in surface coefficients (fixed versus 
computed drag coefficients) has been conducted for present- 
day climate with a different version of the LMD5 model [Fori- 
chon, 1994]; the author shows that changing these coefficients 
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induces a large impact over ice or snow-covered regions. All 
these elements indicate that the different treatments of surface 

transfer coefficients play a major role in the differences be- 
tween LMD4ter and LMD5.3 over the two regions and for the 
two climates studied. 

We have shown that large uncertainties in climatic sensitivity 
result from different parameterizations of surface fluxes under 
stable conditions. In our case, the fixed oceanic conditions have 
constrained the impact of such parameterizations, which play a 
key role in the energetics of the high latitudes. Such param- 
eterizations have a larger potential impact on the climatic 
sensitivity resulting from a fully coupled ocean/sea-ice/ 
atmospheric model. Our paleoclimatic studies under extreme 
cold conditions thus stress the need for a better knowledge of 
the surface fluxes under stable conditions, which can only be 
improved through observational studies devoted to present- 
day polar regions. 

The paleoclimate simulations offer the ability to test under 
"extremely cold" conditions the sensitivities associated with 
different parameterization of the surface fluxes under stable 
conditions which are developed and tuned for present-day 
climate. It is clear that we have used two model versions with 

extremely different parameterizations, since one model has no 
stability-dependency of the surface transfer coefficients, and 
the other one has no lower limit in the decrease of the surface 

transfer coefficients under very stable conditions [Krinner et al., 
1997]. Reducing the error bar in the paleoclimatic estimations 
from proxy data (e.g., temperature estimates from water iso- 
topes in Greenland ice cores, or from pollen assemblages in 
Europe) is necessary to estimate the realism of the climatic 
sensitivity. 

Future work should focus on the boundary layer parameter- 
ization and its role on the atmospheric model climatic sensi- 
tivity. This sensitivity will clearly depend on the interaction of 
the boundary layer parameterization with the surface boundary 
conditions prescribed from proxy-based reconstructions. New 
LGM sea-ice reconstructions [Sarnthein et al., 1995] indicate 
more open ocean in the northern high latitudes as compared 
with the CLIMAP indications, which could change the impact 
of the boundary layer parameterization on the simulated cli- 
matic change, especially for models taking into account the 
role of leads in the sea ice. The analyses in terms of energy 
budget and the projection method defined here will help to 
compare the different paleoclimatic simulations performed by 
the various models participating to the PMIP project. 
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