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Abstract :   
 
Coastal waters are subject to great environmental and anthropogenic pressures. The diffusion and the 
transport of these waters are a key element for environmental, ecological and economic management. 
There are numerous indicators of hydrological characteristics based on theories of transport time scale. 
However, these indicators strongly depend on the geographical shape of the studied area and tend to 
give information after long integration time periods, generally on the order of weeks. Here, to qualify a 
coastal area’s dispersion more precisely, we combined two Lagrangian approaches and estimated a local 
diffusivity. This paper presents the numerical implementation and the results obtained over a tidally 
flushed, semi-enclosed water body located at mid-latitude. This new coefficient was estimated using the 
hydrodynamic model MARS 3D with a barycentric repositioning technique over a tidal period to ensure 
its reliability. We highlight the existing relationships between local diffusivity and both horizontal and 
vertical processes. Methodological aspects were analysed based on a reference case (number and 
distribution of particles, resolution, integration time period). The consistency and sensitivity of the 
coefficient were studied with different forcing conditions (hydrodynamical and meteorological regimes). In 
conclusion, our local diffusivity provides a new perspective for understanding the land–sea interface and 
coastal dispersion and holds potential for future studies of coastal marine ecosystems. 
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Introduction 

Water bodies that are at the land-sea interface (bays, estuaries, lagoons, etc.) are prime sites for (potentially conflicting) 

human activities (such as transport, aquaculture, fishing and leisure activities) that require conciliatory measures 

formulated by policy makers. Ocean shores are also of interest to scientists working in various fields (physics, marine 

chemistry, biogeochemistry, ecology, etc.). For instance, larval transport, dispersal and population connectivity of 

marine species (mainly fishes and invertebrates) in coastal areas are topics of growing interest for marine ecology 

because they constitute key processes for population dynamics, gene flow, the spread of invasive species, marine 

ecological restoration, the establishment of marine protected areas (MPAs) and other related topics (e.g. Pineda et al. 

2007). 

Coastal areas are, on the one hand, more or less connected to the open ocean and thus renewed by oceanic waters, and, 

on the other hand, they collect watershed waters of very different and distinctive characteristics (in terms of salinity, 

solid particle load, concentration of various chemical substances such as nutrients, heavy metals, micro-plastics, etc.), 

which also constitute a source of water renewal. At least superficially, coastal waters can be qualified as buffer or mixing 

areas. 

Going beyond this simplified picture requires a more detailed description of the way oceanic and continental waters mix 

and how the spread of this water mass is driven by various hydrodynamic processes and their interactions within basins 

of relatively complex geometries and bathymetries. These interactions occur over a wide range of spatial and temporal 

scales, even at high frequency (from hours to months). They appear too complex for certain applied purposes and have 

raised the question of using deterministic geographical indicators for a long time. 

When the Water Framework Directive was implemented in the early 2000s, it was required to split water masses into 

“homogeneous” coastal areas whose monitoring would be affordable. Lazure et al. (2008) provided a guide to determine 

homogeneous units based on tidal residual current intensity and the Simpson and Hunter (1974) criteria.  

Long before this period, as early as the 1970s (Bolin and Rodhe 1973; Zimmerman 1976), the scientific literature 

contains many studies that focused on providing typologies for water bodies. Over the years, the methods have benefited 

from the improvement of observation facilities (LaCasce and Ohlmann 2003; Brown et al. 2009; Rypina et al. 2016) 

and modelling capacities, with ever-increasing computing power (Sawford 2001; Haza et al. 2008). These improvements 

now allow for an extensive numerical approach that was not possible some years ago, particularly Lagrangian 

approaches that can track millions of numerical particles (van Sebille et al. 2018; Jo et al. 2019). 

Most of these approaches tightly link spatial and temporal scales more or less implicitly (Monsen et al. 2002; Delhez et 

al. 2014; Cucco and Umgiesser 2015; Viero and Defina 2016). The time scale is often provided in the framework of the 

Constituent-oriented Age and Residence time Theory (CART, www.climate.be/cart), being called residence time 

(Delhez et al. 2004), exposure time (Delhez 2006) or water age (Deleersnijder et al. 2001). These indicators rely either 

on a particular spatial scale (a bay, an estuary, a grid) at which particular processes will renew the water mass (through 

open - ocean - connected boundaries or through runoff inputs) or transport water mass across the considered spatial 

entity; or either on well-identified source of a given water mass whether it is coming across a well-identified boundary, 
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a volume or a singular point (tip end of an estuary). They could possibly be used to figure out the transport in a specific 

direction, such as the vertical one (Meier 2005; White and Deleersnijder 2007; Bendtsen et al. 2009). 

This kind of indicator – even called “local” – fundamentally relies on the definition of a more global feature that controls 

water volume (flushing time or e-flushing time as used by Plus et al. (2009)) or the point at which the renewed water 

mass enters the considered body. Numerical methods have also been developed to decompose the studied area into 

several  subdomains (de Brauwere et al. 2011). In this way, Mouchet et al. (2016) proposed the notion of partial ages to 

identify the fate of some water bodies, for instance the transport routes from the ocean’s surface to deeper layers. Another 

kind of method to split the domain under study consists in using the hydrodynamic connectivity in a biological context 

(Kool et al. 2013). It can be combined with machine learning techniques to build a theoretical network for marine 

conservation or restoration (Kininmonth et al. 2010; Rossi et al. 2014; Thomas et al. 2014). 

Recently, Fiandrino et al. (2017) presented temporal indicators in another way, using the tight relationships between the 

temporal and spatial scales of renewal to provide a mixing volume with respect to a specific, given time scale relevant 

to the specific question at hand. In fact, their indicator is well suited to low-energy environments where seawater renewal 

is considered as a good proxy for the environmental gradient. 

All of these approaches generally focus on a pre-defined targeted area, usually semi-enclosed even if they are formally 

devised to deal with any ocean body configuration. The fact that they are built around a peculiar control domain 

unescapably selects some spatial and temporal scale. Besides, they could not provide with an intensive property of the 

medium which is one of the intended goals hereafter.    

In order to obtain a complementary and more local view that relies on the capability of the water masses to mix or 

disperse, Capet et al. (2008) sought to quantify enhanced diffusivity due to sub-mesoscale turbulence at a regional scale 

(i.e. the continental shelf) using an Eulerian approach. Under certain fundamental assumptions (isotropy, stationarity, 

existence of a Reynolds decomposition) that must be met to remove the skewed fluxes, they computed a diffusivity as 

follows: 

𝑘 = −
〈�̃��̃�〉 ∙ ∇h〈𝑇〉

|∇ℎ〈𝑇〉|2
 

It is based on the field tracer dynamics of temperature (here denoted T) and a Reynolds decomposition (<.>, ~) of all 

the fields. These assumptions may be met at the scale they worked at, but are harder to meet near the coast where there 

are high levels of anisotropy and non-stationarity due to complex basin geometry and topography along with, strong 

tidal forcings. 

Developed in the communities that analyse drifter data (LaCasce 2008) and oceanic models (van Sebille et al. 2018), 

other methods rely on the fate of an ensemble of particles to quantify mean diffusivity and extra Lagrangian diagnostics. 

Some recent studies (Rypina et al. 2016; Suara et al. 2017) provide approaches and results on which our study is based.  

Here, we used this framework to assess local 2D relative dispersion (i.e. mean over the vertical) in coastal areas at small 

spatial and short temporal scales. It is hard within such a realistic framework to separate and quantify the various 

contributions to the holistic dispersion in fine experienced by any dissolved materials. Ridderinkhof and Zimmerman 

(1992) pointed out at least three of them: (a) The vertical shear dispersion (interplay between vertical turbulence and 
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vertical velocity shear) which horizontal equivalent can be formulated as 𝐾𝐻 = 𝛼
𝐻4𝑀2

𝐾𝑧
 where 𝐻, 𝑀, 𝐾𝑍 stand, 

respectively, for the water column depth, the (vertical) shear frequency and the vertical diffusivity. 𝛼 is a non-

dimensional parameter which might be of 𝑂(1). This gives at least an order of magnitude of this contribution; (b) The 

horizontal shear dispersion is due to the interplay between the horizontal turbulence and the horizontal velocity shear. 

This contribution is a priori thought to be weak with respect to the two others as long as the depths increase. But, in the 

far end of the sheltered coves, where the depths dramatically decrease, it may become the dominant component; (c) The 

dispersion resulting from the combination of the residual field and the instantaneous velocity that fuelled it. This part 

may overwhelm the previous contributions as illustrated by Ridderinkhof and Zimmerman (1992). This contribution is 

implicitly captured as long as the approach accounts for the full span of time and spatial scales (from subtidal to super-

tidal scales). 

The proposed method to cope with some of the various contributions afore mentioned uses a Lagrangian approach whose 

fundamentals are presented in §2.1. It is implemented over a typical and relatively representative semi-enclosed area 

described in §2.2 using a numerical model whose setup is given in §2.3 according to our experimental plan (§2.4). The 

results given in §3.1 show the links between this dispersion and some practical characteristics such as tidal excursion 

(§3.2). The robustness of the dispersion capabilities is assessed with respect to temporal and spatial scales (§3.3 and 

§3.4). Some insights into the response of the indicator are assessed with respect to hydrodynamical regimes and 

meteorological forcings (§3.5 and §3.6). 

Materials & Methods 

The method used to assess a local diffusivity lies on particle tracking and common statistical concepts that are detailed 

below. We focused on a particular macrotidal environment, and explored how to filter out the tidal signal so as to provide 

a coherent picture of the dispersion fields. To do so, we used a barycentric repositioning method that gives tidal residual 

current fields (see §2.1 below). This approach can nevertheless be generalised as long as this particular step is ignored 

of fitted to non-tidal environments. In such environment one has to adapt the repositioning procedure to account for the 

low-frequency displacements that may induce net transport. It nonetheless requires additional care because physical 

indicators – which may be used straightforwardly in non-tidal environment – are filtered out.  

The Lagrangian approach had rather been used for the purpose of this study mostly because of its agility with respect to 

the nature of its data; further, as long as we restricted our study to a short time range (from one to few tidal cycles) we 

are unlikely to face the problem of statistical meaninglessness due to large scattering of the initial particle clouds. The 

unquestionable benefit of the lagrangian approach lies in the fact that from an initial homogeneous sampling we can a 

posteriori develop many sampling strategies (see hereafter for example the scale of the initial cloud considered (noted 

DES), the sampling step for aggregation (SSF), etc…). It would even have additional benefits in the case of strong 

interaction of the particles with their environment as for an individual based model approach which is clearly not the 

case here for purely passive particles that mimic water parcels. Last, the main point is that we lack an objective method 

to properly choose the appropriate and optimal number of particles we should use not to miss any crucial structure and 

catch all the core variance. Nevertheless, we adopted an empirical approach and performed partial convergence tests 

that are explained in further detail (see §2.1). 
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This local approach gives a mean of the vertical dimension of dispersion, thus being a measure of the dominant 

combination of horizontal advection and vertical mixing. This method is applied using a high-resolution numerical 

model set up over a realistic area to mimic coastal flows (including the level of mixing) with a high level of realism. 

The bay under study (see §2.2) shows a wide range of variability due to strong tides and complex bay geometry. The 

numerical model used is a classical one (primitive equation discretised with finite differences and a structured grid in a 

vertical sigma coordinate framework) and includes an online particle track computation capability allowing almost 

perfect sampling (§2.3). 

1. Estimation of the local diffusivity 

The local diffusivity is estimated by tracking Lagrangian trajectories. We estimated the relative diffusivity for each 

group of N particles based on the single-particle dispersion tensor (LaCasce 2008; Kamenkovich et al. 2009; Döös et 

al. 2011; Rypina et al. 2016), which represents the spreading of the particle’s cloud between its initial and final position 

relative to its centre of mass: 

𝐷𝑥𝑥(𝑡; 𝑦) =
1

𝑁
∑[∆𝑥𝑛(𝑡) − ∆𝑋(𝑡)]2

𝑁

𝑛=1

(1) 

𝐷𝑥𝑦(𝑡; 𝑦) =
1

𝑁
∑[∆𝑥𝑛(𝑡) − ∆𝑋(𝑡)][∆𝑦𝑛(𝑡) − ∆𝑌(𝑡)]

𝑁

𝑛=1

(2) 

𝐷𝑦𝑦(𝑡; 𝑦) =
1

𝑁
∑[∆𝑦𝑛(𝑡) − ∆𝑌(𝑡)]2

𝑁

𝑛=1

(3) 

where ∆𝑥𝑛 and ∆𝑦𝑛 are respectively the zonal and meridional displacement of the nth particle from its initial position, 

and ∆𝑋(𝑡) = (1 𝑁)⁄ ∑ ∆𝑥𝑛(𝑡)𝑁
𝑛=1  and ∆𝑌(𝑡) = (1 𝑁)⁄ ∑ ∆𝑦𝑛(𝑡)𝑁

𝑛=1  are the ensemble-mean displacements. Because 

real flows often exhibit anisotropic transport properties, particles are spread along a preferential direction, forming an 

approximate ellipse. To account for this likely anisotropy, the system is diagonalised with a rotation of an angle 𝜃 

between the zonal direction and the direction of the fastest spread (O’Dwyer et al. 2000; Rypina et al. 2012). The 

dispersion in the major direction (denoted by 𝜉) and its perpendicular (denoted by 𝜂) are expressed as: 

𝐷𝜉 = 𝐷𝑥𝑥 cos2(𝜃) + 𝐷𝑦𝑦 sin2(𝜃) + 𝐷𝑥𝑦 sin(2𝜃) (4) 

 𝐷𝜂 = 𝐷𝑥𝑥 sin2(𝜃) + 𝐷𝑦𝑦 cos2(𝜃) − 𝐷𝑥𝑦 sin(2𝜃) (5) 

𝜃 is estimated by maximising equation (4), i.e. by choosing 𝐷𝜉 to be the largest value (Rypina et al. 2012), which leads 

to the following equation:  

tan(𝜃) =
𝐷𝑦𝑦 − 𝐷𝑥𝑥 + √(𝐷𝑦𝑦 − 𝐷𝑥𝑥)

2
+ 4𝐷𝑥𝑦

2𝐷𝑥𝑦

(6)
 

Thus, the diffusivities in the major direction and its perpendicular are expressed as 𝐾𝜉(𝑡) =
1

2

𝜕𝐷𝜉

𝜕𝑡
 (7) and 𝐾𝜂(𝑡) =

1

2

𝜕𝐷𝜂

𝜕𝑡
 

(8) and are computed over an integration period of one tidal cycle. The ratio 𝑅𝐷 = 𝐷𝜉/𝐷𝜂 (9) is referred to as the 

anisotropy coefficient. 
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This assessment of diffusivities relies on an assumption of stationarity of the temporal derivative of the ellipse size with 

respect to time, which is supposed to be reached after a ballistic regime phase (Rypina et al. 2016). However, it is 

unlikely to be reached over a long time period because of the large tidal residual current (see Fig. 3) and strong spatial 

heterogeneity of the instantaneous tidal currents. We will restrict the approach to short time scales (i.e. a few tidal cycles) 

to remain under reasonable stationarity assumption. 

We homogeneously sowed the domain with particles that are evenly distributed on the horizontal and vertical directions 

at the initial time. The spatial discretisation was linked to the size of the model grid, which in a sense is the typical size 

of the cut-off spatial scale. We chose to put particles within each mesh grid according to the following distribution: each 

x/5 in the horizontal direction and on four vertical levels (Fig. 1b). This is what we will call the sampling scale of the 

flow (SSF). The second scale we introduced is the dispersion estimation scale (DES): this is the size of the particle 

clouds we chose a posteriori to estimate the diffusivity (blue circles in Fig. 1b). The Lagrangian approach makes it 

possible to make independent choices for these two scales (SSF and DES) possible: the only constraint being to obtain 

a sample large enough for the latter scale (DES) to get a robust estimation of the variances given from equation 1 to 3. 

100 particles per grid cell (ppgc) were finally used providing about 5000 pairs for the sums of the equations 1 to 3.  

Besides, the relevancy of that amount of ppgc was empirically strengthened with a convergence test (not shown): it has 

been performed over a subdomain (to reach very high particle density that would be unreachable considering the whole 

domain) with   increasing sets of particles (from 5 up to 1600 ppgc). The highest manageable ppgc number for the whole 

domain (with respect to CPU cost) above which the results vary only a few percent was retained. The convergence 

curves show that with 100 ppgc, we capture more than 95% of the variance obtained with 1600 ppgc. 

To get rid of the initial instant of particle release with respect to tidal phase whose impact can be very large (see Fig. 2 

in Bailly du Bois and Dumas 2005), we used a barycentric repositioning method to provide a more coherent picture of 

the diffusivity field. It has been tested and described by Salomon and Breton (1991) and Salomon et al. (1996) to give 

tidal residual current fields whose computation is based on the same particle-tracking approach. The main point (Fig. 

1a) is to retain the intrinsic information from each particle track that is not only tightly linked to its initial position and 

phase release, but also more generally based on the shape of the track and its centre of mass. The impact on the 

computation of the tidal residual current is clearly illustrated on Fig. 3 which shows the way we recovered coherency 

over fields (compare Fig. 3a, without Lagrangian repositioning -- each residual current kept positioned at its initial 

position whatever its release instant -- with Fig. 3b, with Lagrangian repositioning done for each particle). 

After the repositioning step for all the particles, we obtain a spatial distribution of the barycentre (one per particle track) 

which is not fully controlled and may have some gaps. To fill in the domain as much as possible and obtain the best 

final resolution for the diffusivity grid estimation, we released the same particle fields every hour for an even coverage 

of the tidal cycle and multiplied the possible trajectories, i.e. 13 releases during the entire lunar M2 tidal wave cycle. We 

spread the statistical support for the estimation of dispersion (which are circles of size DES) over every particle centre 

relative to SSF (Fig. 1b). The overlapping distance between two consecutive circles of size DES is denoted hereafter as 

OD. 

Fig. 1 
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The last step of the diffusivity field reconstruction was the estimation of the diffusivity at the nodes of a regular output 

grid whose cell size is that of the hydrodynamic model. The estimation of the dispersion coefficient is just an evenly 

weighted mean over the whole set of final centroids located in each grid cell. We ensured that all the cells of the final 

grid were filled properly to have enough samples to compute a mean (roughly more than 10 samples within each grid 

cell). 

2. Study site 

To test the concept, we implemented it over a real geographic site that undergoes strong tidal currents, has a very 

complex geometry and topography, a high level of spatial heterogeneity, and is otherwise relatively well known, being 

the subject of a large amount of oceanographic studies. 

This reference case is the Bay of Brest, located at the western end of Brittany (France). It is a semi-enclosed marine 

ecosystem, spanning over 180 km2. It is connected to the Iroise Sea (Atlantic Ocean) through a 1.8 km wide by 6 km 

long and roughly 50 m deep inlet (called the Goulet de Brest, see Fig. 2). With less than 15% of its total surface below 

20 m and 50% above 5 m, the Bay of Brest has an average depth of 8 m. It is a shallow bay with intertidal flats and 

several sheltered coves (e.g. Auberlac’h, Roscanvel, Fret, Daoulas, etc.) as a result of its relatively fractal coastline. This 

macrotidal coastal area is characterised by a semi-diurnal dominated tide with a tidal range that goes from 1.2 to 7.3 m. 

The tidal currents can reach up to 3 m.s-1 in the Goulet and are in quadrature-phase relative to the surface elevation. The 

mean volume at mid-tide behind the Goulet de Brest is roughly 2 billion m3. The back-and-forth flow at each tide 

prevents any stratification (Le Pape and Menesguen 1997), except deep in the estuary mouths. There are four main 

areas: the centre of the bay adjacent to the Goulet, the south-eastern part of the bay and the two estuaries of the Aulne 

River and the Elorn River. The hydrology is dominated by freshwater runoffs, with 63% coming from the Aulne River 

(1875 km2 watershed), 15% from the Elorn River (385 km2), 8% from the Douffine River (139 km2) and 5% from the 

Mignonne River (110 km2) (Auffret 1983). The enclosed part of the bay is not affected by oceanic swells. However, 

strong south-westerly winds (over 15 m.s-1) may generate wind waves with significant heights of more than 80 cm in 

the northern part of the bay and in the Daoulas Cove (Guillou 2007; Petton 2010). Nevertheless, any mixing generated 

by waves due to topographic breaking was not accounted for here. Due to its complex geography, the Bay of Brest’s 

current patterns show strong spatial heterogeneity with a non-stationary phase thereby meeting the previously mentioned 

prerequisites. It is a very energetic coastal area characterised by complex mixing mainly attributed to one process (the 

tide), which is thus reproducible at every tidal cycle and all year long. 

Fig. 2 

The investigation of such realistic flows and especially the way to determine the various processes at play in mixing is 

only possible using a numerical model whose characteristics - although relatively common in the literature - are exposed 

hereafter. 

3. Hydrodynamic model 

In this study, we set up the hydrodynamic “Model for Application at Regional Scale” (MARS 3D) (Lazure and Dumas 

2008) over the whole Bay of Brest (geographic limits: 48.20°N - 48.44°N and 4.09°W - 4.72°W). It solves the Navier-

Stokes equations under the hydrostatic and Boussinesq assumptions (Blumberg and Mellor 1987) over a curvilinear grid 
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with a horizontal resolution of 50 m and 20 𝜎-layers over the vertical. Bathymetry is interpolated from a combination 

of different digital terrain models (SHOM, Ifremer, IGN) including the latest LIDAR acquired data to represent the 

intertidal slope for wetting-drying simulations. The model is forced by the sea-surface elevation along the open 

boundaries obtained from a wider 2D model with a 250 m resolution over the whole Iroise Sea that encompasses the 

targeted area and forced by harmonic components from the SHOM CST-France model (Le Roy and Simon 2003). 

Freshwater inputs for the four main rivers were taken from the HYDRO database (http://www.hydro.eaufrance.fr/) and 

corrected with corresponding watershed rates. 

The surface drag coefficient was set uniformly to obtain the optimum validation of the currents in the Bay of Brest. 

However, the bottom drag coefficient relied on the Prandtl theory of the bottom boundary layer and its logarithmical 

shape. It includes in its formulation a classical roughness scale, which was spatialised according to a recent 

sedimentological map (Gregoire et al. 2016). 

The horizontal turbulent closure consists of a Laplacian operator with a constant turbulent viscosity coefficient. This 

coefficient was set to 0.5 𝑚2. 𝑠−1. Knowing that a large amount of the effective viscosity lies within the numerical 

schemes, this value was empirically chosen; it is the lowest that properly dissipates the small scales due the diffusivity 

of the numerical advection schemes. The vertical turbulent closure is performed using the Generalised Length Scale 

parametrisation with a two-equation k-𝜖 model (Umlauf and Burchard 2003; Warner et al. 2005). It is assumed that 

density effects on circulation and turbulence are weak. This assumption holds relatively well except inside the estuary 

or in their mouths where some haline stratification may occur. However, we still accounted for the water mass inputs 

from the rivers. 

The model has demonstrated its ability to reproduce the main characteristics of oceanic flows (tidal amplitude and phase, 

3D currents) with a high level of realism. It was for this reason that this model was compared with various datasets (tidal 

gauge, ADCP current, temperature and salinity from buoys) from many studies in the area (Petton et al. 2016, 2018). 

This high degree of realism is due to the fact that the flows are driven by the tide whose large-scale features are easily 

captured.  

For the Lagrangian approach, we used a trajectory computation capability fully coupled to the hydrodynamic model. 

Thus, the Lagrangian trajectories were simulated online simultaneously with the computation of the dynamical fields 

(velocity, sea-surface elevation, etc.). A random walk function was implemented within the particle-tracking model to 

simulate subgrid-scale vertical diffusion based on an Euler scheme as described by Visser (1997) and modified by North 

et al. (2006). Despite more accurate numerical schemes have been developed (Gräwe et al. 2012; Shah et al. 2013; van 

Sebille et al. 2018), especially to overstep sharp pycnoclines, it was better to use a less precise but low cost calculation 

approach to deal with a large number of particles. This simplification is rather acceptable as long as the area does not 

exhibit a complex structure of the vertical mixing coefficient. No horizontal diffusion was introduced in the initial 

reference experience. Particles were allowed to ground on the shoreline because the MARS 3D model manages the 

wetting-drying of intertidal areas. The duration of the tracking simulation was set to exactly one tidal cycle to properly 

filter out the tidal signal. 

With 100 passive particles per mesh cell inside the bay, this represents more than 7 million trajectories to compute at 

each time step. We dealt with this large number of particles using a massive parallelisation approach based on MPI: 

http://www.hydro.eaufrance.fr/
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using 336 CPU cores, we simulated a tidal cycle within 10 hours. The numerical estimation of the coefficient and the 

plotting of the figures were performed using Python 3.6 software. 

4. Case scenario 

We set out to test our method and attempt to explain the way different processes act on dispersion. We therefore 

performed many numerical experiments. Each simulation was performed according to the following protocol: a 

hydrodynamic spin-up run was performed for 5 days (10 times longer than the period required for the tidal wave to 

propagate from the entrance of the bay to its far end) before the release of the particles. 

To obtain various tidal regimes (especially tidal excursion interaction with respect to bathymetric or coastline features 

scales), we performed three categories of simulation with respect to the tidal range. Our reference simulation was the 

mean tidal range (4.3 m tidal range – coefficient 70 on a scale varying from 20 to 120). We also investigated mean 

spring tides (5.9 m tidal range – coefficient 95 on the same tidal scale) and mean neap tides (2.7 m tidal range – 

coefficient 45). The tide was set as a perpetual cycle. All of these simulations were performed without any atmospheric 

forcings.  

The Bay of Brest is located at mid-latitude and thus is subject to highly variable and sometimes intense meteorological 

forcings. We also investigated the impact of wind. For this reason, we restricted the simulation to mean tide conditions 

and set up different typical constant winds of 5 and 10 𝑚. 𝑠−1 over a tidal cycle for the two major directions of seasonal 

winds, i.e., south-westerly and north-easterly winds. These conditions were chosen based on the average wind from 

AROME analysis data from 2008 to 2017 (Météo-France 2.5 km). For simplification, the wind was set as stationary and 

homogeneous over the whole model domain. 

Last, but not least, in the reference case (mean tide and no atmospheric forcings), we investigated some methodological 

aspects of our approach by modifying the various scales involved (numerical grid model, SSF, DES, etc.). 

Results 

Several numerical studies focused on modelling transport in the presence of strong tidal flow. Solutions exist to obtain 

a tidally average solution for long-term computations in coastal waters (Nihoul and Ronday 1975; De Kok 1994). The 

Lagrangian current framework has been successfully used to determine the residual current (Ridderinkhof and 

Zimmerman 1992; Ridderinkhof and Loder 1994; Delhez 1996; Wei et al. 2004; Liu et al. 2012; Charria et al. 2013). In 

that spirit, the importance of the barycentre repositioning technique has been well described in Salomon et al. (1996) 

and used in Muller et al. (2009). A comparison of a given field plotted with and without the final repositioning is given 

in Fig. 3 with the estimation of tidal residual currents for mean tide conditions. When the tidal residual currents are 

located at their initial position, the main flow is oriented towards the ocean but does not necessarily flow along the 

coastline. Residual currents can come directly from the shore, i.e. they do not have any realistic meaning. On the other 

hand, the barycentre repositioning technique revealed logical eddy structures, especially with the anticyclonic eddy 

situated at the entrance of the bay. Moreover, the standard deviation of the mean over the 13 time-release runs decreased 

significantly (not shown here). This strengthened the physical value of the field. Nevertheless, there are different 
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locations where the eddies hit the coast. These occurrences can be explained by geographic elements near points or 

dikes. 

Fig. 3 a, b 

1. Reference case results 

The reference case (mean tide, no atmospheric forcings) is shown in Fig. 4. It shows the numerical estimation of the 

local diffusivity (in 𝑚2. 𝑠−1) in the fastest spreading direction 𝐾𝜉 (as defined from 𝐷𝜉 in eq. 7) and the anisotropic ratio 

𝑅𝐷 (see eq. 9). It shows only part of the whole model grid (see Fig. 2). It was assessed with an SSF of 10 m and 50 m 

and an OD of 10 m. The diffusivity was estimated over the native hydrodynamical grid whose resolution is 50 m. 

Fig. 4 a, b 

The diffusivity ranged from 10−2 𝑚2. 𝑠−1 to 102 𝑚2. 𝑠−1 spanning over four orders of magnitude. The highest values 

(250 𝑚2. 𝑠−1) were reached in the central area of the bay, the most exposed to strong tidal currents and the deepest area. 

It significantly decreased towards the areas (southeast and northeast ends) less connected to this central area and even 

one order of magnitude beyond in the sheltered coves such as the Fret, Daoulas and Roscanvel coves, where it dropped 

down to 10−2 𝑚2. 𝑠−1 locally. Furthermore, these minima were reached over rather shallow areas. Such low levels are 

very likely due to the fact that we omitted the horizontal shear dispersion which may be the main driving process when 

the water column height faint. 

Interpreting these results in terms of mean displacement (as seen by a random walk in two dimensions) gave 

displacements that ranged between 40 m and 4 km over a tidal cycle. The upper limit was observed in a significant part 

of the bay (roughly 12.5%) and was even commensurate with tidal extension (see Fig. 6a). 

This reference diffusivity estimation given in Fig. 4a shows clear and sharp structures that are well delimited, giving a 

picture of very contrasted areas over very short spatial scales. The diffusivity can increase by a factor 100 over spatial 

scales shorter than 1 km. This suggests that there are some confined or at least rather sheltered areas in close proximity 

to highly dispersive areas. This proximity raises the question of how and how much they are connected at time scales 

longer than the tidal cycle and how robust these structures are with respect not only to the hydrodynamic regime (tidal 

amplitude, meteorological forcing), but also with respect to time. These are addressed below. 

In addition, the magnitude of the anisotropic coefficient (Fig. 4b) was greater than 2 in more than 98% of the study 

domain. The ratio reached more than 10 in many places where the flow is highly constrained in a specific direction by 

the shape of the basin; e.g. in the Goulet and more generally along the coasts. Given that the dispersion ellipses (Fig. 

1a) are rather flattened everywhere, we focused on the maximum coefficient 𝐾𝜉. 

To try to determine the way these diffusivity values may be related to physical processes, we carried out the same 

experiment, but used the barotropic component of the current to transport the particles; this component is simultaneously 

available in the numerical model (i.e. because based on a mode splitting method). This approach involved switching off 

the vertical diffusivity because we were no longer within the scope of the experiment for the vertical processes. In these 

conditions, the diffusivities obtained (not shown) were from 1 to 100 times weaker than the one shown in Fig. 4a. They 

look similar in deep and highly energetic areas where they were greater than 10 𝑚2. 𝑠−1 in the reference simulation. 

They were much weaker in the sheltered areas exposed to weak tidal currents, where the shear due to the bottom 
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boundary layer may cover a significant part of the whole water column. This situation highlights the fact that the 

dispersion mechanisms are generally 3D, strongly coupling differential (over the vertical) advection and intense vertical 

mixing. 

This intense vertical mixing makes the numerical experiment virtually insensitive to the initial vertical distribution of 

the particles within the cell. We performed various trials, between fully random and fully evenly distributed over the 

vertical, none of which had any significant impact on the final estimated field. The median (over the tidal cycle and the 

vertical) vertical turbulent diffusion coefficient in Fig. 6b ranged between 10−4 𝑚2. 𝑠−1 and 1 𝑚2. 𝑠−1. These values 

are high enough to fully mix the deepest water column within 2 to 3 hours. This is in line with the fact that the initial 

vertical distribution has no impact on the estimated diffusivity. 

Previous works demonstrated that the tidal-phase release time of particles could have a significative impact for 

quantification of transport time scale (de Brye et al. 2012; Andutta et al. 2016), especially for tidal shallow estuary 

forced by river discharge conditions. For the bay of Brest, some dissimilarities exist between different time-releases but 

the main structures remain unchanged showing slight modifications far below an order of magnitude. This is one of the 

benefits of the barycentric repositioning in a macro-tidal environment with weak river flows. For each of the 13 releases-

time, the number of estimations per mesh decreases and a specific area started to suffer from a lack of data as we do not 

completely control the barycentre of each patch. So, the tidal averaging solution allows to fill the map with as many 

estimations as possible and to slightly smooth the signal. 

2. Effect of shear diffusivity 

The lowest diffusivity values (below 10−1 𝑚2. 𝑠−1) found for the reference case are clearly unrealistic. Our experiment, 

is only addressing part of the dispersion. It does not account for any explicit horizontal dispersion. Processes that result 

from the subgrid scale of the model are generally simulated with explicit diffusivity.  

To evaluate the impact of the horizontal shear dispersion, we made an experiment by adding a horizontal random walk 

scheme with a diffusivity coefficient of 𝐾𝐻 = 1 𝑚2𝑠−1. This value is based on an estimation according to Okubo's 

parametrisation scheme (1971): 𝐾𝐻 = 𝛼 Δ1.15 𝑚2𝑠−1 where Δ stands for the space scale considered (here the model grid 

cell size) and 𝛼 a coefficient fixed with a validation process based on in-situ data (𝛼 = 0.011 in our case). In order to 

compare the final diffusivities with the reference case shown in Fig. 4a, we plotted in Fig. 5. the local diffusivity minus 

the explicit horizontal diffusivity value imposed. The explicit value thus added appears to have an effect of floor value 

as long as the structure of this new dispersion field is fully superimposable to the original one. The diffusivity coefficient 

computed with this additional horizontal explicit dispersion is hardly larger everywhere than the reference value except 

in the far end of the sheltered coves, where undoubtedly the dispersion is underestimated in the original approach. It 

may allow us to think that the horizontal shear (or explicit) dispersion is dominant in these shallow water areas and 

should not be neglected. Last, the horizontal explicit dispersion has a blurring effect of the whole field noticeable by 

comparing Fig. 4a and 5. However, there is no impact on the standard deviation estimated over the 13 release times 

whose values remain in the same order of magnitude than the reference case. 

Fig 5 
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In this way, our approach does not account for all the components of the dispersion but catches the major contributions 

almost everywhere through the domain. Without this explicit horizontal diffusivity, the method is efficiently selective 

to highlight weak and strong dispersion areas and gives a relevant big picture of the area. 

3. Link with tidal movements and vertical mixing 

As underlined above, the way the diffusivity relies on some characteristics of flow is not straightforward. We hereafter 

attempt to relate it to the tidal excursion and the vertical diffusion coefficient, which are two main characteristics of 

vertical mixing and the spatial length over which vertical displacements may occur. 

The local diffusivity is compared with the tidal excursion length plotted on Fig. 6a for the reference case (i.e. mean tide 

and no meteorological forcing). The tidal excursion length was estimated straightforwardly from the same numerical 

simulations for each particle, smoothed with the barycentre repositioning technique and averaged over the 13 time-

release simulations. 

The tidal excursions extended from less than 1 km in the far end of the coves to up to 20 km in the straits. The tidal 

excursion was larger where the flow is driven by the coastline (within estuaries). There is some degree of dissymmetry 

between the northern and the southern part of the bay: the excursions were significantly smaller in the northern part, 

apparently delimited by a very sharp transition. In the southern part of the bay, the tidal excursions were larger and went 

deeper. The difference is attributable to the fact that the tidal prism in this southern branch was significantly longer than 

the one in the north due to bathymetric shapes. 

There are obvious similarities between both maps (Fig. 4a and 6a) and the probability density function summarises this 

similarity in Fig. 5c, highlighting the relationships between the tidal excursion and diffusivity. First, there is no clear 

univocal link between these two quantities: unsurprisingly, there is a more or less linear relationship, where tidal 

excursion increases with the diffusivity. Aside from this linear relationship, two additional kernels indicate a different 

link between diffusivity and tidal excursion. The spatial distribution of the points within each kernel does not show any 

clear evidence of tracks with a particular process or relationship. This distribution highlights the high level of non-

linearity and the scales of heterogeneity present within the Bay of Brest. Additional simulations of various tidal regimes 

(mean neap and spring tides) were carried out; the correlation approaches near-linear behaviour by aggregating all the 

kernels of the probability density function along the linear relationships (not shown) while the tidal regimes get weaker. 

The scaling equation can then be written as 𝐾 = 𝑙. 𝑢 (𝑚2. 𝑠−1), where 𝑙 is the tidal excursion and 𝑢 is a scale for the 

horizontal velocity (chosen as the mean current along the tidal excursion); it is all the more relevant as for the mean 

spring tide conditions. 

Given that we observed extra kernels in the probability density function, the diffusivity 𝐾 cannot be fully explained by 

a single quantity, but by a set of quantities. We pointed out above the link with the vertical turbulent mixing coefficient 

𝑘𝑧. The vertical turbulent mixing coefficient (median over the vertical axis and the tidal cycle) is shown in Fig. 5b. This 

mean coefficient ranges from 10−3 𝑚2. 𝑠−1 in the sheltered coves to almost 1 𝑚2. 𝑠−1 in the central bay swept by the 

tidal prisms at each ebb and flood cycle. The mean coefficient clearly exhibits patterns similar to the diffusivity fields, 

e.g. the enhanced central part of the bay, the north/south asymmetry, the weak far end of the bays, etc. It is likely to 

explain a significant part of the horizontal dispersion variance, but no clear explanation can be found in the probability 
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density function between them in Fig. 6d. Lastly, the diffusivity is also strongly correlated with the instantaneous tidal 

currents. We observed large values near the strait and a good correlation with the local current intensity. 

Fig. 6 a, b, c, d 

4. Evolution over time integration 

We previously raised two questions on the robustness of the dispersive structure and the level of dispersion with respect 

to time. Up to now, they were both estimated over a single tidal cycle to filter out the effect of tide exactly and to perform 

a proper barycentric repositioning. To investigate these two points, simulations were performed over two, three and four 

tidal cycles of the reference tidal situation (i.e. a perpetually repeated mean tidal cycle). The results are given in Fig. 7. 

Fig. 7 a, b, c 

First, the main structures of the local diffusivity persisted everywhere: places with rather weak dispersive capability 

continued to be so after two days (four tidal cycles). Places with high dispersive capability tended to spread and the 

overall level of dispersion tended to increase slightly over the entire bay. The main deformation occurs in the Daoulas 

Cove with an amplification of magnitude 10 compared with the reference case. This means that after a single tidal cycle, 

a stability plateau was not reached and the dispersive coefficient fields kept growing. This result highlights the 

difficulties met here due to the strong spatial heterogeneity and the fact that residual transport (linked to the tidal 

residual) is hardly separable from pure dispersion. Another explanation involves the repositioning technique, which 

encompasses the residual circulation after each tide cycle. There is a lack of data in some places near the coastline, 

which is due to the flushing of the particles outside the bay. The constant renewal leads to a rapid decrease in the number 

of cloud estimations used for every final mesh cell. 

5. Methodological aspects 

The number of passive particles needed to capture the behaviour of a water body can become critical in dispersive areas. 

From a methodological point of view, because the local diffusivities can be estimated offline after the run, the number 

of particles does not impose a given number of clouds. Therefore, a particle can be used several times in different clouds 

that overlap. The clouds’ initial centres are located on a sub-grid compared with the hydrodynamic grid and their DES 

radii are equal to the horizontal resolution of the model dx. The sub-grid has a horizontal resolution of SSF. This method 

is an efficient way to greatly reduce the number of simulated particles and at the same time to sharpen the final field. 

For confirmation, we also ran the reference case simulation focusing on the Daoulas bay, for which we set the initial 

number of particles per mesh cell to 200, 400, 800 and 1600 to reach the computation limit of the supercomputer. The 

local coefficient estimated using different numbers of particles remained unchanged due to the overlap in the initial 

cloud technique. The maximum coefficient estimation was found geometrically by setting OD equal to SSF. It was also 

possible to sample the tidal signal with 13 simulations, which granted independence from the launching date and also 

increased the final number of estimations. For example, in the reference case, the median estimate per cell inside the 

bay was done over 210 trajectory centroids (minimum 13 and maximum 5800). This is a key element for successfully 

mapping diffusivities across the entire bay. The minimum redundancy was observed close to the coastline in shallow 

areas. 
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To obtain a coefficient that has statistical representativeness, the DES radius must be chosen so that there are enough 

particles within each cloud to estimate a variance at the initial time (typically N >= 100). This constraint can be translated 

as the initial distance between particles (SSF) being much lower than the DES. The DES may have a strong impact on 

the final coefficient. Richardson (1926) highlighted in an atmospheric study that the dispersion rate under assumptions 

increased with the initial cloud size according to the 4/3 power law. Okubo (1971) related the dispersion rate to a 1.15 

power law. This indicates that the relative dispersion is scale-dependent (LaCasce 2008). We estimated the local 

diffusivity for the mean tide condition with different values of DES (Fig. 8). To compare the radius effect only, we 

chose diverse hydrodynamic places in the bay and scaled down the coefficient by averaging the value over a 250 m 

square. The relative difference compared with a 50 m DES was then plotted. This plot highlights the lack of agreement 

with Richardson’s law. It is even lower than the power of 1.15 found by Okubo (1971) based on dye-release experiments 

in the open sea. More recently, Soomere et al. (2011) demonstrated, based on observations in a large estuary, that 

different spatial scales may follow radically different laws for relative dispersion. We clearly see different impacts 

according to the bay under consideration, the major difference being in the place where the local diffusivity was less 

than 1 𝑚2. 𝑠−1, and amplified by a factor of 3 with a 250 m DES. In contrast, in the Goulet and in the centre of the bay 

where the values were the highest (greater than 100 𝑚2. 𝑠−1), the dispersion was not affected by an increase in the DES 

value. Therefore, it is hard to find a relationship that covers all situations. This variability is due to the complex 

combination of advection and diffusion processes in this type of anisotropic area. One last comment can be made on 

choosing a scanning radius smaller than the hydrodynamic model resolution: although it is numerically possible, the 

captured dispersion is mainly due to the numerical diffusion due to the advection scheme and does not represent a pure 

physical event. We used the same hydrodynamic model by decreasing the horizontal resolution to 250 m. The local 

diffusivities estimated with a 250 m DES were also of the same order of magnitude. Of course, local structures were not 

similar due to the loss of resolution and bathymetric smoothing. This similarity is definitely encouraging for 

comparisons between different geographic bays. 

Fig.8  

The horizontal resolution of the final grid is intrinsically correlated with the OD and SSF to obtain sufficient numbers 

of cloud barycentres within each final mesh cell. This latter scale will depend on the application and the geographic 

extent. The classic approach tends to take the same grid as the hydrodynamic model in environmental studies, except in 

the case of an inter-comparison with another geographic area, for which it is recommended to take the highest 

hydrodynamic resolution of both models. 

6. Impact of tide 

To identify the impact of the tidal regime on this assessment of dispersion, we also tested mean neap and mean spring 

tide flows without any atmospheric forcings. The results are shown in Fig. 9a (neap tide) and 9b (spring tide). They 

must be compared with the reference case (Fig. 4a). As expected, the tidal conditions strongly affect the whole domain 

(sheltered or exposed areas). The diffusivity was an order of magnitude higher during spring tides (that is to say a factor 

10) than during neap tides, regardless of the area considered. The increase in the advection magnitude between neap 

and spring tidal cycles and therefore the resulting tidal excursions -- one of the main drivers of dispersion -- may 

heuristically explain this result. During neap tides, barotropic currents never exceeded 2 𝑚. 𝑠−1 in the bay, whereas they 
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reached 4 𝑚. 𝑠−1 during spring tides. Nonetheless, interestingly, the global structure remained the same. There is still a 

clear separation between the centre of the bay, the eastern parts and the sheltered coves. The spring tide condition 

enhanced the areas with rather low dispersion capabilities (i.e. below 10 𝑚2. 𝑠−1) over a tidal cycle. These small areas 

are at the far ends of the coves (Fret, Roscanvel and the military harbour) and appear to be the most isolated places 

within the Bay of Brest because they are weakly dispersive regardless of the tidal regime.  

The anisotropic coefficients (not shown) linked to these dispersive fields (Fig. 9a and 9b) are barely sensitive to the tidal 

regime. They remained similar with a ratio (between the major and minor axes of dispersion) greater than 2 everywhere 

in the bay for flattened ellipses. This result is due in both cases to the horizontal advection responsible for the lengthening 

of the tidal excursion driven by bathymetric shapes. 

Fig. 9 a, b 

Finally, one must keep in mind that the real situation is a succession of different tidal regimes, shifting perpetually from 

neap to spring conditions, so as that the dispersion results in a combination of the situations described in Fig. 9 and Fig 

4.a, which are highly non-linear and hard to predict. This observation must also be combined with the fact that for longer 

time lags (i.e. more than a one tidal cycle), stationarity was not reached, as mentioned above. 

7. Impact of meteorological forcings 

The question addressed here was to identify the role played by the meteorological forcings with respect to tide, and 

especially to determine the dominant process. The meteorological forcing adds both horizontal transport and vertical 

mixing, which are closely related and probably interact with the main dominant flow in a non-linear manner. Moreover, 

the understanding of the meteorological effects on such global indicators may be an exhausting task, because its 

variability at mid-latitudes is difficult to reduce and the events combine in a complex and non-linear way along coasts.  

For illustrative purposes, we focused on the two dominant regimes extracted from the analysis of a long-term series 

(south-westerly and north-easterly winds), whose intensities have been reduced to two cases (light 5 𝑚. 𝑠−1 and 

moderate 10 𝑚. 𝑠−1 wind). Moreover, although these experiments (maintaining homogeneous wind over the entire bay 

and constant over one tidal cycle, the length of the experiment) are rather simplistic, they provide a rough idea of the 

relative weight of winds and tides over the dispersion processes. 

First, all the scenarios on the dispersive fields (Fig. 10 a, c, e, g) still exhibited marked structures, which remain more 

or less the same as those obtained in the reference case (Fig. 4a): the sheltered areas are still set apart. Overall, as 

expected intuitively, the dispersion over the bay was enhanced. It is obvious for moderate winds conditions (Fig. 10c 

and 10g) and perhaps a little less evident under light wind conditions (Fig. 10a and 10e). Second, the wind intensity 

tends to blur the overall picture with respect to the same scenario at weaker intensity; it causes the overall net 

enhancement of dispersion. 

In either case, there was no preferential dispersion direction and the anisotropic coefficient remained high (above 2 

everywhere in the bay). The direction of the fastest spread did not change with the direction of the wind. In Fig. 10, the 

wind impact is not uniform geographically and has a rather complex structure: there is no clear signal in the centre of 

the bay, where dispersion remains generally almost unchanged. This structure is due to the combination of strong 
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advection that occurs during the ebb and flood of each tide and large depth rendering the flow less sensitive to the wind 

effects, i.e. additional transport or turbulence. 

In contrast, as soon as the depth decreased, significant differences appeared. In light wind conditions, the relative 

difference fields are more confusing, either under south-westerly or north-easterly winds. It is even hard to describe, 

apart from the relative stability of the central pool; however, the far ends of the coves are the most affected (Fret, 

Roscanvel, etc.) and the diffusivity was enhanced at least by a factor of 3. 

An intriguing point is the large decrease in the dispersion coherent area observable in the northern part of the bay under 

both light wind conditions (i.e. south-westerly and north-easterly winds). This area is more stressed under south-westerly 

winds, during which a large negative patch appears over the Keraliou bed, as if the winds had induced a confinement of 

the particle clouds. 

In addition, the modifications are noisy with alternating hot spots of positive and negative changes, which seem almost 

randomly organised on the scale of a few kilometres. Under rougher wind conditions, the local diffusivity increased 

nearly everywhere except in the main deep pool, where the dispersion remained stable and around the Keraliou bed in 

shallow areas where it decreased. In the Roscanvel or Fret coves and next to Lomergat, the coefficient increased slightly 

less with the north-easterly wind. The effect is the opposite for the Daoulas Cove with the south-westerly wind. Theses 

local differences, located in the direction of the wind, can be partially explained by the particles that are either pushed 

away or maintained in their initial area. 

Fig. 10 a, b, c, d, e, f, g, h 

Discussion 

The present study sought to derive a local diffusivity as a robust indicator of dispersion in semi-enclosed macrotidal 

coastal areas. It attempted to deal with the large advection process (more than 1 𝑚. 𝑠−1 during mid-tide conditions) 

associated with very large tidal excursions, even at the residual scale, which peak at 10 𝑐𝑚. 𝑠−1 (see Fig. 3b). This 

coefficient relies on the barycentric repositioning method to filter out the tidal scale and give coherence to the computed 

fields. The second need was to provide a local indication of dispersion at relatively short time scales (a few tidal cycles). 

The framework used relies on the theoretical definition of relative dispersion and diffusivity (e.g. LaCasce 2008). It can 

be used, with simplicity, in several applications from biological processes (larval dispersion, pathogen contagion) to 

environmental effects (micro-plastic concentration, sedimentation nature). 

The depictions resulted in fields with coherent structures (Fig. 4a), which can be linked to macro-descriptors of flow 

(such as tidal excursion or vertical diffusion) in a more or less straightforward way: none of the variables selected to 

explain the diffusivity structure give a simple relationship, which -- as expected -- given the many flow regimes (from 

weak and highly sensitive to the wind to strong currents relatively insensitive to meteorological forcings, forming 

channelled flows in narrow estuaries and weakly constrained by the coastline) and local basin geometry occur and 

assemble in a numerous combinations. 

Moreover, the revealed structures are robust with respect to the main drivers of the hydrodynamic regimes (tides and 

meteorological forcings). These structures are thus relatively realistic, given that they are expected to be almost always 
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present regardless of the sequence of events. Additionally, the indicator clearly illustrates the relative contribution of 

the various processes to diffusivity. Here, the tidal effects overwhelm the meteorological forcings even though the latter 

can modulate tidal diffusivity. 

The estimation depends on the time scale of the tide cycle because the Bay of Brest is macrotidal with a strong semi-

diurnal signal. This time constraint is an important counterparty for the delicate choice of a control volume. The time 

integrating period in a microtidal or non-tidal environments is not well defined. As we saw, the structure of the 

coefficient is reliable over several tide cycles, thus it can be likely applied to microtidal areas with diurnal or semi-

diurnal tides. The repositioning technique, which reduces bias, was established based on the presence of residual 

circulation. In a closed lagoon, the usefulness of the repositioning technique with the cloud barycentre after a defined 

time (12, 24 hours) must be determined. 

This dependency is a limitation of the dispersive indicator whose field structure tends to become less precise over time. 

We did not explore time scales longer than four tidal cycles. At longer scales, barycentric positioning experiences a 

dramatic loss of precision (because the net residual displacements are too large), and this method generates imprecise 

depictions. The overall picture is not only imprecise, but also false given that, with such large displacements, the 

dispersion measured is that experienced over a wide area, making it difficult to position it precisely within the basin. 

These inherent geographic limitations caused by the repositioning technique are typically visible near the Goulet or 

adjacent to the dike of the Brest harbour. There is a clear deformation of the final field due to the particularity of the 

cloud trajectory shapes over one cycle, which are not elliptic. It also becomes difficult to apply this technique directly 

in tortuous or curved estuaries by keeping the land mask, because the barycentres of many tracks are located on land. 

However, the final distortion due to the coastline is not a binding constraint to unravel the final diffusivity.  

At longer time scales (i.e. more than a few tidal cycles), it becomes harder to separate advection from diffusivity because 

they are intricately linked. Thus, obtaining a spatialised generic (or intrinsic) picture of the bay at longer time scales is 

not only hardly possible, but also likely to be meaningless. Any additional effort would be useless, and should be 

problem-oriented, i.e. dedicated to a particular situation. This kind of approach includes those previously cited, such as 

like all the time scale previously cited like transit, exposure, flushing that would shed light on additional aspects and 

should be combined. 

Here we use a Lagrangian approach with a large number of particles (100 million particle trajectories simulated in 13 

runs to provide one situation) that is manageable only with the latest available computational power. A single simulation 

(here, 13 simulations, corresponding to each hour of the tidal clock) makes it possible to aggregate a posteriori the 

particles at different spatial scales and at different resolutions or even different manners to: (1) provide properly and 

fully filled fields with a low level of noise by multiplying the number of samples (e.g. by using sliding and overlapping 

clouds), (2) investigate dispersion at various spatial scales and (3) investigate some methodological aspects, such as 

convergence, with respect to the resolution.  

A Eulerian method could have been used for the dispersion estimation. With respect to numerical time integrating 

constraint, the spreading result would have been the same (van Sebille et al. 2018). In terms of computation means 

however, the Lagrangian approach is clearly superior to the Eulerian one. In an Eulerian approach, we would have 

simulated one tracer for every hydrodynamic mesh cell which is not possible for such a large area, although this method 
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has been recently used for connectivity purposes by compiling several meshes at larger horizontal scales (Ménesguen 

et al. 2018). Both methods allowed to combine transport capability and dispersion at longer time scales and provide a 

quantitative link between two given points (e.g. Jacobi and Jonsson 2011) to understand coastal spreading scenarios. 

Eventually, this method is particularly relevant for getting local diffusivity estimation as much as possible everywhere 

over the domain under study. 

The change in dispersion over a tidal cycle makes it possible to deduce diffusivity, which is realistic as long as there is 

stationary behaviour over a temporal window. The relative dispersion and the diffusivity deduced may be at least 

theoretically related to the turbulence regime (Foussard et al. 2017) in some particular cases (quasi-geostrophic or 

surface quasi-geostrophic turbulence). We are here far beyond the scope of these kind of regimes, because it is difficult 

to identify the kinds of turbulence occurring; in the particular situation studied, the flow is highly ageostrophic, 

nonstationary and heterogeneous. Therefore, we are likely to obtain different coexisting turbulence regimes. These 

disparities make comparisons with theoretical or empirical results (power law of Richardson 1926 or Okubo 1971) rather 

difficult and even may be not realistic.  

Despite a quite large number of particles introduced, the initial distance between particles (SSF scale) is an additional 

cut-off frequency to the one introduced by the grid cell size of the model. This has not been investigated nor introduced 

(e.g. through a random walk during the particle tracking). The DES radius scale is also a crucial aspect for the estimation 

of this indicator’s intensity. In fact, the optimal resolution is mainly determined on the basis of numerical considerations 

(computing time, available memory, file size, etc.). The manner of simulating at certain scales leads to an unavoidable 

frequency cut-off for diffusion processes. The model’s ability to properly capture the small scales mainly responsible 

for the dispersion is an ongoing topic of debate. One relevant illustration of this occurs within the lateral boundary layer 

of the Goulet de Brest where -- at some tidal phases -- small eddies grew behind points. However, the relative diffusivity 

at this tidal time scale is much higher in terms of orders of magnitude in complex tidal areas than those small scales. In 

very sheltered environments, this may be problematic, but here we are more concerned with discerning local patterns 

than with distinguishing them. The DES scale nevertheless incorporates all these physical terms and is the major 

parameter to choose to compare several geographic places with different hydrodynamic resolution models.  

Conclusion 

The local diffusivity exhibited here is a new robust indicator whose structure persists under different hydrodynamic and 

meteorological forcings. It gives information directly about areas with low dispersion capacities. It is a powerful 

indicator that provides a short-term clarification a priori over a geographic area, although limited by advection time 

scales. This is partially overcome using a barycentre repositioning technique that plays a large role in increasing the 

consistency of the final field. 

This indicator thus helps understand the combined effect of advection and diffusion. The coefficient values are 

qualitative and meaningful to understand realistic dispersion patch. The general method is easily applicable to other 

environmental coastal areas where hydrodynamic models exist. It will help to define a degree of differentiation between 

specific areas of interest at short time scales which is a frequent request of biologists and policy makers. The local 

diffusivity is an additional tool that supplements the whole set of previously known indicators that have a volume-
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dependency constraint. This coefficient provides guidance for understanding the fate of the release of material (e.g. 

pollutants, waste discharges, larval dispersion) and unavoidable concentration fluctuations in such systems. This 

methodology can potentially combine or integrate the long-term renewal time scales to evaluate the risk of water 

pollution (Grifoll et al. 2013; Cucco and Umgiesser 2015). It is now worth testing in other coastal ecosystems of interest.  
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List of Figures 

Fig. 1 (a) Example of the dispersion of a patch over a tidal cycle. The green star represents the trajectories’ barycentre. 

The blue arrows are the major axis, denoted by 𝜉, and the minor axis, denoted by 𝜂, of the ellipse’s dispersion patch. 

(b) Construction of the patches (in blue circles) of a given radius (DES) with the overlap distance (OD). The radius is 

equal to the hydrodynamic resolution (dx). 
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Fig. 2 Bathymetry of the Bay of Brest (Source: Ifremer / SHOM). The solid red line represents the geographic extent of 

the hydrodynamic 3D model. The dashed red line indicates for the coarser 2D model used for propagating the tide signal. 
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Fig. 3 Lagrangian tidal residual current fields without barycentric repositioning (a) and with barycentric repositioning 

(b) for mean tide conditions without any meteorological forcing. 
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Fig. 4 (a) Local diffusivity 𝐾𝜉 estimation and (b) anisotropic coefficient 𝑅𝐷 over a mean tidal cycle with barycentric 

repositioning without any meteorological forcing.  
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Fig. 5 Local diffusivity 𝐾𝜉
′ estimated in the same conditions as Fig. 4a but accounting for an additional dispersion (i.e. 

shear dispersion) horizontal dispersion of 𝐾𝐻 = 1 𝑚2𝑠−1. What is plotted is 𝐾𝜉
′ − 𝐾𝐻 

 

 

Fig. 6 (a) Tidal excursion length estimated for mean tide conditions without any meteorological forcing. (b) Median 

diffusivity 𝑘𝑧 from the MARS 3D model during a tidal cycle. (c) Probability density function expressed between the 

local diffusivity 𝐾𝜉 and the tidal excursion length. (d) Probability density function expressed between the local 

diffusivity 𝐾𝜉 and the diffusivity 𝑘𝑧. 
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Fig. 7 Local diffusivity (𝑚2. 𝑠−1) estimated for a perpetual mean tidal cycle after two (a), three (b) and four (c) tidal 

cycles. 
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Fig. 8 Relative change in the local diffusivity with an increase of the radius (DES) compared with the 50 m DES. In 

each site, the coefficient is first scaled down by averaging its value over a 250 m square. Black crosses give the empirical 

relationship between the apparent diffusivity and the scale of diffusion 𝑑1.15from Okubo (1971) 

 

 

Fig. 9 (a) Local diffusivity estimation (Lagrangian repositioning) without any meteorological forcing over one neap 

tidal cycle (mean neap tidal range: 2.7 m); (b) same as (a) but over a spring tidal cycle (mean spring tidal range: 5.9 m). 

 



31 

 

 

Fig. 10 Local diffusivity estimation with barycentric repositioning over one mean tidal cycle with a stationary wind of 

5 𝑚. 𝑠−1 (a) and 10 𝑚. 𝑠−1 (c) from the north-east and the relative impact in % (b) and (d) on the coefficient compared 

to the reference situation (Fig. 4a); the same for a stationary wind of 5 𝑚. 𝑠−1 (e) and 10 𝑚. 𝑠−1 (g) from the south-west 

and the relative impact in % (f) and (h).  

 


