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ABSTRACT. Computational methods based on quantum mechanical modelling are increasingly 

used to provide insight into mechanistic aspects of homogeneous catalysis. While the potential and 

value of such methods is obvious, it is also clear that it remains challenging to obtain reliable and 

predictive mechanistic insights from modelling. In this perspective, we assess the various factors 

influencing the quality of computational studies. While the type of electronic structure theory 

methodology used is of course of great importance, we argue that many other aspects can play a 

large role also. The other factors emphasized here include the treatment of entropic effects, 

solvation, the choice of the structural model, conformational complexity, the translation of 

computed relative Gibbs energies into a kinetic model, and the high demands required for the 

prediction of selectivity.  

KEYWORDS. Homogeneous catalysis, computational chemistry, entropy, solvation, 

conformers, kinetics, selectivity.  

 

Introduction 
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Computational methods based on first-principles studies of electronic structure have made 

tremendous progress in the last decades due to faster computers, more efficient algorithms and 

more accurate methods. As a result, mechanistic studies of catalysis rely much more on 

computation than was previously the case. As well as providing additional insight into the nature 

of intermediates and transition states whose existence has been suggested by kinetic or 

spectroscopic studies, theory is increasingly expected to provide quantitative predictions of 

mechanisms. Indeed, going beyond just predicting mechanism, theory is often now expected to be 

able to be used as an underlying tool for designing improved catalysts. 

This hugely enhanced role is a powerful testimony to the increased power of computation, but it 

should also be recognized that it brings with it some problems. Deriving a full mechanistic picture 

based only on computation remains highly challenging, and here and there, one encounters 

arguments whereby theory cannot be relied upon for this purpose. Two prominent examples can 

be given: In a recent editorial,1 Noyori and Richmond argued that “[R]esearchers often overly rely 

on computation in interpreting a reaction mechanism. The conclusions […] are far from truth, and 

confuse and mislead the community. […] We should appreciate solid experimental evidence more 

than frivolous computations. This prevailing trend is harmful to the community.” Elsewhere, in a 

discussion of the contribution of computational studies to the mechanism of an organic reaction, 

Plata and Singleton2 stated that “In the terminology of Pauli, computational mechanistic chemistry 

is “not even wrong” about the [discussed] mechanism.” We do not intend to litigate these 

arguments here: the consensus among the present authors as well as those just cited is that 

computation is remarkably helpful in approaching catalytic reaction mechanisms, even though it 

also frequently leads to incorrect predictions. Rather, we intend to sketch some thoughts about best 
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practices in the field emerging from our own experiences as well as those of others, with the aim 

that the proportion of successes should increase. 

Quite obviously, improved accuracy of computational mechanistic studies relies on using state 

of the art methodology. This truism is frequently taken to mean that one should use the best 

possible form of electronic structure theory – indeed, the apparently general phrase “level of 

theory” is often taken in a restrictive sense to refer only to the type of electronic structure theory 

method used. We do not seek to deny the importance of this aspect, nor the major impact of 

progress that has taken place in this area in recent decades, among which one can mention the 

development of accurate density functional theory approaches (including improved treatment of 

dispersion3), of efficient methods to treat the electron-electron interaction explicitly within 

correlated techniques,4 of techniques for treating electron correlation locally so as to improve the 

scaling of computational methods,5 and the exploitation of novel computer architectures to obtain 

faster codes.6 However, many other aspects play an important role also, and have received less 

interest. In our view, some of the key factors to take into account when studying the mechanisms 

of homogeneous catalysis are (Scheme 1), as well as the choice of electronic structure 

methodology: the treatment of entropy and other thermal effects; the treatment of solvation; the 

choice of the microscopic or structural model used to represent the target chemistry; the treatment 

of conformational complexity; the model used to predict rate constants for elementary steps in the 

mechanism; how the rates and rate constants of elementary steps combine to give rise to overall 

kinetics; the challenges associated with predicting selectivity, and other aspects such as modelling 

of electron-transfer steps and dynamics. 
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Scheme 1. 

In this article, we will discuss each of these aspects relating to methodology and attempt to 

summarize the state of the art for each of them, drawing upon illustrative examples from our own 

work and that of others. We should point out that this article is primarily concerned with a 

discussion of the methods, and in no way intends to summarize the many achievements in the field, 

which have been previously reviewed elsewhere, including in many cases discussion of the 

challenges in a way that overlaps with the present work (For some examples, see refs. 

7,8,9,10,11,12,13,14,15). 

Electronic Structure Methodology 

We start by briefly reviewing electronic structure methodology. This is an area where enormous 

progress has been made in the last decades, which is perhaps best measured by comparing to past 

methodology for modelling catalytic reaction mechanisms. In an early study of the transition state 

for hydrogen oxidative addition to Pt(0), Kitaura, Obara and Morokuma could only carry out 

geometry optimization with Hartree-Fock theory and a very modest basis set, with some limited 

configuration interaction treatment of correlation applied in single-point calculations.16 Almost 

four decades later, we can see that a major point of progress was the development of density 
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functional theory, with its combination of relative affordability and reasonable accuracy 

(especially after the importance of dispersion was acknowledged). A second breakthrough that is 

finally delivering on its formidable promise17 thanks to the dedicated work of many groups is the 

ability to treat electron correlation effects rigorously, accurately and affordably using local 

correlation methods.5 The tantalizing prospect of being able to obtain potential energies with 

‘chemical’ accuracy of better than 1 kcal mol-1 on a routine basis seems to have drawn much closer 

in recent years. 

 

Entropy and Thermal Effects 

It is well known that key mechanistic observed properties do not depend directly on electronic 

energies, but instead on free energies such as Gibbs or Helmholtz energies. The electronic energy 

is a key ingredient in theoretical expressions for the Gibbs energy, but the other terms, associated 

with thermal excitation at a given finite temperature, and most importantly with entropic effects, 

also play an important role. A useful rule of thumb18 well-known to many computational chemists 

gives a sense of the importance of these effects: for any reaction step in which two molecules 

combine to form a single one, the standard Gibbs energy change at room temperature will be 

roughly 10 kcal mol-1 less favourable (or more unfavourable) than the electronic energy change. 

When considering catalytic reaction mechanisms, it is far from rare to need to compare Gibbs 

energies for states of the system in which the molecularity differs by more than one, so that entropic 

contributions TΔS equal to multiples of 10 kcal mol−1 intervene. This is not a small effect! 

Rigorous calculation of Gibbs energies from first principles is not straightforward, since it 

requires access to the partition function of the system. In principle, to calculate this accurately for 

the large solvated molecular systems that are important in homogeneous catalysis, one needs to 
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sample a broad range of structures of the solute but also of the solvent, while using an accurate 

method for computing the potential energy. While approaches based on explicit sampling are 

sometimes used in the context of computational studies of homogeneous catalysis,19,20 the most 

common way to calculate Gibbs energies is to use techniques based on treating different types of 

degrees of freedom separately, and with separate approximations. Vibrational frequencies are 

mostly treated using the harmonic oscillator approximation, sometimes with simple corrections to 

take into account anharmonic effects for soft degrees of freedom such as hindered rotors,21,22 and 

indeed sometimes with more rigorous anharmonic treatments.23 Rotational (or librational) degrees 

of freedom are treated using ideal gas expressions, and translational degrees of freedom are treated 

with the Sackur-Tetrode equation, again an expression that is strictly speaking applicable only to 

ideal gases. Note that for results relating to solution-phase experiments, the output from many 

quantum-chemistry codes needs to be corrected, as they usually assume a gas-phase standard state 

when computing the translational entropy. For gases, it is natural to use a standard state 

corresponding to an ideal gas at p0 = 1 bar when computing the available volume in the Sackur-

Tetrode equation, but for solutions, a standard state corresponding to [X]0 = 1 M yields a different 

value; the switch from one standard state to the other is easily performed by adding a correction 

term RT ln Vm0 = 1.89 kcal mol−1 at 298 K (derived from the molar volume of ideal gases at p0). 

The  use of the Sackur-Tetrode equation, the rigid rotor approximation and other ideal gas-based 

formulas to compute entropies in solution has been much debated in recent years, due to a number 

of factors. In our view, this debate has arisen due to three dominant reasons. First, the large 

magnitude of entropy corrections for reaction steps involving a change in molecularity means that 

they frequently lead to a major change in the qualitative energy surface emerging from quantum 

chemical studies. In many cases, this correction leads to a degradation in the level of agreement 
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with experiment when the underlying quantum chemical method is a DFT functional that neglects 

dispersion effects or describes them poorly, such as most of the functionals that were heavily used 

in the 90’s and 00’s for study of homogeneous catalysis. This is because the entropy correction 

destabilizes aggregates of multiple fragments, and so does the neglect of dispersion attractive 

forces. The net effect is that for apparently “well understood” systems, adding the ideal gas-like 

entropy correction appeared to lead to incorrect results. 

The second reason is that the intuitive picture one has of rotational or librational motion of 

molecules in solution, and of their translational motion, is severely at odds with the ideal gas 

picture of free rotation and translation. In solution, molecules can of course rotate and translate, 

but they do so in a diffusional manner involving frequent collisions with solvent molecules, in a 

way that is very different from gaseous molecules. Viewed from the correct statistical mechanics 

perspective, this difference is not necessarily relevant. The distribution of kinetic energies for the 

solute atoms will still be roughly the same as it would be for the same molecules in the gas phase 

at a given temperature, and the solute will still sample all orientations and all positions within the 

available volume, so both the kinetic and configurational contributions to the partition function 

will in this sense not be changed. Nevertheless, intuitively, there seems to be a strong appeal to the 

idea that the solute’s entropy should be lower. 

The third factor is that where entropies of solvation are known from experiment, they are usually 

quite negative,24 suggesting that molecules undergo a loss of disorder upon solvation, that must be 

reflected in the theoretical treatment. Part of the reason for the negative entropies of solvation 

comes from the fact that the standard state used for expressing the thermodynamic functions is 

often different in the gas phase (where it is usually p0 = 1 bar) and in solution (where it is more 

often [X]0 = 1 mol dm−3), but even when this is taken into account, the entropy of solvation is often 
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quite strongly negative. Viewed from the correct statistical mechanical point of view, this is not 

due to the intuitive ‘hindered-rotation-and-translational’ model described above, but must instead 

be associated with reduced conformational freedom of the solute-plus-solvent system associated 

with structural perturbation of the solvent cage. Still, intuitively, it is tempting to attribute it instead 

to reduced mobility of the solute when in solvent. 

The result of these factors is that the use of modified approximate methods for calculating 

entropy corrections in solution has become widespread. The simplest such modified approaches 

are based on applying a uniform scaling factor to the entropy term calculated using ideal gas 

expressions.25 Another commonly used formalism uses instead a modified “available volume” in 

the Sackur-Tetrode equation.26,27 In this approach, instead of using the full volume corresponding 

to the relevant standard state to evaluate the translational partition function, a reduced volume 

corresponding to the available space within the solvent is used. In practice, this leads to a very 

similar effect to the scaling approach, with entropy effects being significantly reduced compared 

to those obtained when using the unmodified ideal gas expressions. 

Given that solvation entropies are indeed quite often negative, when evaluating solution-phase 

entropies ab initio, some sort of correction compared to the ideal gas expressions is indeed 

necessary. However, in practice, this correction is almost universally applied through another part 

of the computational protocol, namely the use of a continuum model of solvation. In most 

quantum-chemical studies of solution-phase homogeneous catalysis, especially those involving 

polar species in polar solvents, such models are applied either as single-point energy corrections 

for structures optimized in vacuum, or self-consistently throughout geometry optimization. Either 

way, such models lead to computed “potential energies” that are in fact hybrid quantities taking 

into account – albeit approximately – the Gibbs energy contributions arising from integrating over 
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all possible solvent structures surrounding the solute. As such, they include by construction the 

(often negative) solvation entropy terms that are mentioned above. Hence including a second 

correction for these terms is not correct. Consider the example of dissolving methane in water – 

similar to the rare gas examples used as motivation for the available volume model. 

Experimentally, the corresponding Gibbs energy of solvation is +2 kcal mol-1,22 likely reflecting 

some combination of a weakly negative enthalpy of solvation associated with solvent 

reorganization and solute-solvent interactions, and a quite strongly negative entropy of solvation 

due to solvent reorganization. The SMD continuum solvent model returns a calculated Gibbs 

energy of solvation (at the B3LYP/6-31G(d) level of theory) of +2.3 kcal mol-1, very close to the 

experimental value. In this way, any calculation treating methane in water when using a continuum 

model will account for its negative solvation entropy. 

We therefore strongly argue that the best currently available way to handle entropic effects for 

molecules or transition states in solution is through the usual ideal-gas expressions, combined with 

continuum solvent treatment of solvation Gibbs energy, and careful attention to the use of the 

correct reference standard state. Where needed, attention should be paid to the subtle effects on 

structure or on vibrational frequencies upon solvation, so that partition functions should be 

calculated based on solute properties computed with continuum solvent, rather than in vacuum. In 

practice, though, this usually only leads to small differences.28 Also, attention should be paid to 

the possible shortcomings of the continuum models, particularly for strongly solvated, charged or 

highly polar species. But the correction terms mentioned above should not be included. Indeed, 

multiple examples from our own groups in recent years reach good agreement between calculated 

and experimental Gibbs energies based on including ‘full’ ideal-gas-like entropy corrections for 
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system in solution, where the magnitude of the entropy effects is so large that any scaling or related 

correction would lead to large changes in computed relative Gibbs energies.19,29 

Solvation Effects 

When studying reaction mechanisms in solution using computational methods, it is usually very 

important to include a good description of solvation effects. The basic physical understanding of 

solvent effects should be familiar to most quantum chemists, with the dominant effect being the 

differential strength of interactions between solvent molecules and neutral, dipolar, zwitterionic 

and ionic species.30 Hence in any reaction where the chemical species involved undergo significant 

changes in polarity or more generally changes in the ratio of the local charge and the local radius 

for solvent-exposed parts of the molecule, then differences between calculated gas phase and 

solution phase Gibbs energies must be expected. However, it is easy to forget just how large this 

effect is. In the gas phase, typical anions have proton affinities of over 200 kcal mol-1, yet this may 

map onto a Gibbs energy difference for acid dissociation of the corresponding neutral species in 

solution that is close to zero. Formation of zwitterionic or simply highly polar intermediates from 

neutral or less polar species can also lead to solvation Gibbs energy effects of over 20 kcal mol-1. 

The most common way to treat these huge solvation effects in quantum chemical studies is to 

use a continuum model.31 Such models apply the bulk equations of electrostatics to describe the 

solvent, with a self-consistent interface to the solute treated in the quantum chemical calculation, 

in the form of Coulomb’s Law electrostatic interactions between the solute charge distribution and 

a distribution of charges forming a model of the polarized solvent. The models are carefully 

developed to describe the physics of solvation correctly, and the parameters in the models are 

calibrated to reproduce known experimental data for solvation of both neutral species and ions. 

There are many different approaches to continuum solvent modelling, and many different 
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implementations in quantum chemical packages – too many to be discussed in detail here. Relative 

accuracy of the different approaches is much discussed in the literature, and this aspect will not be 

reviewed here. Instead we will simply point out that the average accuracy of all these models is 

impressive: for many solvents, mean unsigned errors on solvation Gibbs energies for neutral 

species are of the order of 1 kcal mol-1, and errors for ionic species are of the order of a few kcal 

mol−1.22 Considering the microscopic complexity of the solvation process, and the challenge in 

reaching kcal mol-1 accuracy for quantities such as bond energies or heats of formation with 

quantum chemistry, this outcome is remarkable. Also, as often in quantum-chemical modelling, 

disagreement between different models can be taken as an informal indication of the likely error 

bars associated with the continuum approach.  

Nevertheless, two limitations still need to be borne in mind. First, continuum solvent models are 

parameterized to reproduce solvation Gibbs energies. The result of a quantum chemical calculation 

with an arbitrary solute structure is a hybrid quantity, having some of the properties of the potential 

energies familiar from quantum chemical calculations in vacuum, and some properties of a Gibbs 

energy. It resembles a potential energy in that it changes with solute structure, and has minima, 

saddle-points, etc. in the space of solute coordinates. Yet by referring to the average effect of 

solvent molecules at a given temperature, it resembles a Gibbs energy. In these senses it is a 

potential of mean force obtained by (implicitly) integrating a Boltzmann factor over all possible 

solvent coordinates while maintaining a given solute structure (for a clear discussion of this aspect, 

see ref. 28). Given this definition, there are some limitations on how energies resulting from 

continuum models can be used. For example, it means that it is difficult to use such models to 

compute reaction or activation enthalpies in solution. One might be tempted to estimate such 

enthalpies by using rigid-rotor, harmonic oscillator, particle-in-a-box statistical mechanics for the 



 13 

solute, combined with the continuum model to ‘treat solvent effects’. This could be done either by 

including the continuum solvent effects in the necessary geometry optimization and frequency 

calculation steps, or by performing these in vacuum, then computing a single-point calculation of 

the solvent effect.32 Either way, what one will obtain is not an enthalpy, since the solvation term 

is a Gibbs energy. 

To illustrate this problem, consider an ionic dissociation reaction A à B+ + C-, associated with 

an enthalpy change ΔHg in vacuum. Using the above protocol will yield a quantity ΔHg + ΔΔHsolv 

– TΔΔSsolv, where ΔΔHsolv and TΔΔSsolv refer to the difference in enthalpy and entropy of solvation 

of the reactants and products. The associated change in Gibbs energy of solvation ΔΔGsolv will be 

very negative, reflecting the better solvation of the ionic species, and this will in most cases map 

on to an even more negative ΔΔHsolv but a positive entropy contribution –TΔΔSsolv, due to 

enthalpically favourable but entropically costly arrangement of the solvent around the ions. 

Comparing the ΔHg + ΔΔHsolv – TΔΔSsolv to the experimental ΔHg + ΔΔHsolv will yield agreement 

only if the solvation entropic contribution is very small, or due to cancellation with some other 

error. 

In principle, continuum solvent models can be parameterized to return separate enthalpies and 

entropies of solvation, and indeed, this could be done at multiple different temperatures. The 

amount of experimental data available for doing such fitting is however rather inadequate for most 

solvents. Also, the parameterization process for continuum models is already complex enough 

without such enhancements. While some studies of homogeneous catalysis have used continuum 

approaches to derive separate enthalpies and entropies,33 in practice, for most applications, 

continuum models are ‘limited’ to yielding Gibbs energies of solvation at 298 K. Where separate 
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enthalpies or entropies are needed, or where solvation Gibbs energies at temperatures very 

different from 298 K are needed, then the continuum approach will not be sufficient.  

A second limitation relates to highly polar species. Species with a high local charge to local 

radius ratio (such as a small ion, or a larger ion or polar species where there is a large build-up of 

charge on a small number of small, solvent-exposed, atoms) can interact very strongly with 

solvent, e.g. by accepting a hydrogen bond from solvents such as water or alcohols, or by donating 

hydrogen bonds to or accepting dative bonds from solvent lone pairs in the case of acidic 

hydrogens or metal centres. Where this occurs, some covalent character and charge transfer 

character is expected in the solute:solvent interaction, and a large interaction energy is expected. 

The hydrogen bond between a fluoride ion and a water molecule leads to an interaction energy of 

23 kcal mol−1 in the gas phase34 – definitely more than one might expect for a ‘weak’ bond. In 

such circumstances, it is not surprising that the perturbative approach embodied in continuum 

models is not very accurate.  

The consequence of such strong interactions and their relatively poor description by continuum 

models is that calculated Gibbs energies of the affected species relative to those of less polar 

species are not always accurate. Apparently, with the typical parameterization of continuum 

models, the solvation Gibbs energies predicted by the models for ions tend to be insufficiently 

negative.35 A typical example of this is the calculation of acidity constants.36 For the acid 

dissociation of a species such as formic acid in water, one might hope to capture the equilibrium 

constant and hence the pKA by computing the Gibbs energy change for the reaction HCOOH + 

H2O <==> HCOO− + H3O+ (treating the proton as a naked H+ combined with a continuum model 

would lead to an even more extreme example of the problem discussed here). However, with 

typical continuum models, this leads to a large overestimate of the Gibbs energy of the ions, hence 
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to an underestimate of the equilibrium constant, and a predicted pKA that is larger than in 

experiment.  

These problems with understabilization of high charge/radius ratio species can often be 

significantly removed by treating the solvent in a hybrid way, with several explicit solvent 

molecules included in the QM system, surrounded by the continuum.37 It has been suggested that 

the resulting Gibbs energies can be treated ‘variationally’, with the value of n that returns the 

lowest Gibbs energy for the explicit solvation ‘reaction’ of the anion or cation X by solvent (here 

water) X(aq)+/- + n H2O(aq) <==> (X+/-.(H2O)n)aq being assumed to also return the best estimate for 

the Gibbs energy of the solvated X ion.38 In this reaction, all species should be surrounded by 

continuum, and the appropriate standard state for the solvent should be used (e.g. for H2O, c0 = 

55.5 M, so the Gibbs energy returned by standard quantum chemical codes based on a standard 

state of 1 bar = p/RT = 0.040 M should be corrected by a term RT ln (55.5/0.040) = 4.3 kcal/mol). 

With this correction, and assuming that the continuum model yields exact results, and that all 

relevant conformers of X and its solvate have been included, then the Gibbs energy change for the 

solvation ‘reaction’ mentioned above would be zero for all n. In practice, this is often found not to 

be the case, and this signals the need for inclusion of some explicit solvent molecules together with 

the continuum. With smaller values of n and when interactions with the solvent occur, it is usually 

possible to find all relevant conformers of the solvate complex X+/-.(H2O)n, but great care should 

be taken with this aspect, and in practice the use of hybrid solvation models is probably best 

restricted to small numbers n of explicit solvent molecules, modelling only those whose positions 

are quite rigidly enforced by their interaction with the solute. 

Occasionally, organic and organometallic reactivity relevant for homogeneous catalysis is 

studied in conjunction with fully explicit solvent models, using either methods such as molecular 
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mechanics,19 hybrid quantum mechanics/molecular mechanics (QM/MM) or ab initio direct 

dynamics in its various flavours.20 For example, this approach has been used to examine the 

relative Gibbs energies associated with the Schlenk equilibrium of Grignard reagents.39 Explicit 

treatment of a large number of solvent molecules is in principle a very attractive way to treat 

solvation, since the latter is now ‘correctly’ described at the microscopic level. There is no space 

to describe this family of techniques in detail, but we wish to point out that such methods typically 

have high computational expense, which in turn leads to compromises concerning the accuracy of 

the potential energy method used. These methods also require extensive sampling in order to return 

reliable structural or energetic results, as the familiar rigid-rotor harmonic oscillator approaches to 

computing Gibbs energies become impossible to apply in this case. Great care is also needed with 

ionic solutes in order to obtain a good treatment of electrostatics at long range. Therefore, these 

techniques are by no means guaranteed to be more accurate than the much easier to perform QM 

+ continuum solvent approaches, or even to be of equal quality to them, and are perhaps best 

preserved for special cases.  

 

Microscopic / Structural Models 

When modelling homogeneous catalysis using quantum chemical methods, one very important 

factor is the choice of the microscopic model used to perform the calculations, and to calculate 

relative energies. In the early days of quantum chemical studies of reactivity, the necessity of 

making difficult choices when model building was obvious, as computational restrictions usually 

made it impossible to study the ‘real’ reactive system. For example, as late as the 1990s there was 

considerable discussion concerning whether PMe3 or PH3 was a ‘better’ model for the 

triphenylphosphine ligand. With the huge progress in computer speeds and computational 
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methods, this aspect is nowadays perhaps less obvious, but it remains very important, and is a 

potential source of severe error. The issue arises in a variety of ways, one which involves small 

molecules or ions that are gained or lost by the reacting system during a particular reaction step. 

The simplest example of such a fragment is the proton, but others possibilities are the bases 

involved in C-H bond activation reaction mechanisms, species such as zinc oxide formed as a by-

product in reactions of organozinc compounds, or counterions. When a modelled reaction 

mechanism involves uptake of a proton, calculated relative Gibbs energies will vary enormously 

depending on which starting species is used. Consider for example a reaction taking place in 

methanol, in which a species B can react to form products either in its original form, or after 

addition of a proton to yield BH+. Should this protonation be modelled as B + H+ à BH+ or as B 

+ MeOH à BH+ + MeO− or as B + HA à BH+ + A−, where HA is some acidic species known to 

be present in the reaction system? The choice will lead to very different relative Gibbs energies 

for B and BH+, which may well affect very strongly the predicted mechanism.  

The proton is an extreme example, and while it was not uncommon some years back to see 

studies in which ‘acid catalysis’ was casually argued for based on the observation that the addition 

of a proton led to a decrease in Gibbs energy, such gross errors are seldom made nowadays. Still, 

the inclusion of the thermodynamics of the originating acid and thereby the balanced computation 

of the relative Gibbs energy of B and BH+ and hence of the ensuing transition states is not always 

correctly handled. What needs to be done here is to look carefully at the experimental conditions 

one is seeking to model, and to identify which species will be the proton donor under those 

conditions, and thereby compute the Gibbs energy change (and perhaps the barrier) for the reaction 

B + HA à BH+ + A−.  
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Similar issues arise for other (small) molecules. Consider hydroboration: the reagent can be 

written in shorthand as BH3, but a correct treatment of Gibbs energies in ether solvent will require 

modelling it as an etherate complex. Or consider a reaction leading ultimately to formation of solid 

zinc oxide. How should this product be modelled? Quantum chemists may think of modelling it 

as the diatomic molecule ZnO, or as a cluster ZnxOx, or perhaps think of using periodic quantum 

chemical methods to treat the solid. The first two options are not expected to be very accurate, and 

the periodic option leads to difficulties in comparing calculated energies obtained with molecular 

quantum chemical methods. If one only needs to model the relative Gibbs energy of this product, 

and not its kinetics of formation, a useful trick here can be to combine experimental data for the 

formation of gas-phase Zn and O atoms from solid ZnO, with computational data concerning the 

relative Gibbs energy of gas-phase Zn and O atoms.40 Another example is the relative Gibbs energy 

of Co2(CO)8 compared to HCo(CO)4 in presence of H2 during hydroformylation catalysis.41 While 

the relative Gibbs energy of species containing a single cobalt atom could be predicted accurately 

using coupled-cluster methods, the dimeric species was less well described. However, 

experimental data for the equilibrium Co2(CO)8 + H2 <==> 2 HCo(CO)4 is available and could be 

used to supplement the computational data.41 

A related issue concerning microscopic models arises when considering catalysts that can exist 

in a large number of different aggregation states, some of which are active, while others are not. If 

the inactive form is more stable than the active form, neglecting the aggregation in a computational 

study can lead to incorrect predictions of reactivity.42,43 As mentioned in the previous section, 

inclusion of some solvent molecules can also be important for obtaining accurate results. Finally, 

another problem of this type occurs when treating ionic species reacting in non-polar solvents, 

where they are usually present as ion pairs. Including the counterion may be important when 
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studying reactivity, as its presence can modify the predicted reactivity.44 The key to accurate 

models in all such cases is careful reflection on (and/or computational investigation of) the likely 

microscopic composition of the relevant species under the target experimental conditions. 

 

Conformational complexity 

In the early days of computational mechanistic studies, the models were rather simple and small 

enough that the modeller could easily ensure that the correct conformation was obtained by the 

geometry optimization procedure. Today, however, models have reached a size such that the 

conformational complexity has become an issue one needs to pay careful attention to. The error 

bar associated to conformer choice has been shown to be as large as 10 kcal mol-1 for species 

involving bulky ligands such as that shown in Figure 1.45 In general, one has to make sure that the 

located stationary points on the energy profile (intermediates and transition states) correspond to 

the desired structure for the groups that participate in the reaction event, and to the global minimum 

for the parts that do not directly participate. Experimental data as well as computation can help to 

ensure that this has been done.46 Failure to do this can have severe consequences on the 

mechanistic conclusions, in particular when it comes to the analysis of selectivity (vide infra), and 

the literature is unfortunately full of cases where incorrect mechanisms were advocated on the 

basis of wrong energy minima. 
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Figure 1. Example of a small (left) and large (right) model of an organometallic complex. The 

larger model has a much more varied conformational landscape. 

 

Conformational analysis is today mainly performed manually. That is, a large number of possible 

starting conformations (e.g. isomers and rotamers) are generated explicitly by the user and the 

geometries are then optimized and their energies compared. This usually means at least tens of 

starting structures for each stationary point, which leads to very tedious and time-consuming work. 

Also, as the system becomes larger, the conformational space grows (exponentially with the 

number of atoms47) so the risk of missing the global minimum becomes more serious, even for 

experienced computational chemists. Some groups use efficient algorithms for exploring the 

conformational space and identifying the global minimum at the molecular mechanics level, prior 

to refinement with quantum chemical methods,48 though this only works if the structure and 

relative energy of the different conformers are at least reasonably well reproduced by the low-level 

method. In the context of reactivity, more systematic techniques for automatic exploration of 
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potential energy surfaces are very promising for finding relevant minima and transition states49 but 

their computational demand remains currently high for realistic organometallic system. 

As a final comment about conformational sampling, we wish to mention that in most cases, the 

density of states within the conformational manifold is not inordinately high in the sort of models 

typically studied in computational homogeneous catalysis. It is therefore normally sufficient to use 

the lowest-energy conformation in the mechanistic analysis. Boltzmann averaging over multiple 

conformers so as to include configurational entropy is often not needed, as the lowest-energy form 

will often dominate the distribution. There are however examples involving long alkyl chains 

interacting with organic fragments where extended number of conformations have to be applied. 

In a study on osmium-catalyzed dihydroxylation of 1-decene it was found that the lowest energy 

transition state accounted for only 10% the total yield.50  
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Kinetic modelling 

Catalysis is an intrinsically kinetic effect, so computational studies of homogeneous catalysis 

are of necessity concerned with kinetics. A frequent aim of such studies is to establish the 

mechanism of the catalysed process, or to elucidate the nature of the steps that lead to selectivity 

of one kind or another. How does one relate the computed potential energy surface to reactivity? 

The first part of the answer is that one can compute rate constants for individual elementary steps 

by using transition state theory (TST). In most cases, one uses canonical TST, usually in the form 

of the Eyring equation, whereby the rate constant k can be expressed from the Boltzmann and 

Planck constants kB and h, as a function of the temperature T and the activation Gibbs energy ΔG‡ 

for the corresponding step, k = kBT/h exp(−ΔG‡/RT) (for bimolecular reaction steps, one should 

strictly speaking include the corresponding standard state concentration in the denominator of this 

expression). For accurate results, it can be necessary to include symmetry numbers.51 For 

individual elementary steps, then, a direct link between calculated Gibbs energies and 

experimental rate constants can be made. While TST is not an exact theory (see below), the 

evidence from gas-phase studies is that it often yields results that are accurate to within an order 

of magnitude.52 An error on rate constants by a factor of ten at room temperature is equivalent to 

an error on the activation Gibbs energy by about 1.4 kcal mol-1. Obtaining this level of accuracy 

in the quantum chemistry component of a study is far from straightforward, so TST can 

provisionally at least be assumed to lead to useful accuracy. Most experienced computational 

chemists will be adept at mapping a calculated activation Gibbs energy for a simple process onto 

a predicted reactivity. 

But not all cases are straightforward. A first problem arises when trying to identify the key 

species defining the 'rate' of the catalytic cycle. Experimental chemists often talk about the rate 



 23 

determining step, and computational chemists sometimes interpret this as being the elementary 

step within the mechanism with the highest (free) energy barrier. This is however an 

oversimplification, as shown e.g. by the energetic span model.53 This model, whose use should be 

mandatory in any analysis of computed Gibbs energy profiles in catalysis, identifies a 'rate 

determining intermediate' and a 'rate determining transition state', which need not be consecutive. 

From these two structures, the overall barrier for the catalytic cycle can be computed in most cases. 

The energetic span model preserves the highly intuitive Gibbs energy surface model emerging 

from the computations, while providing a refined analysis of the emerging reactivity.  

There are still situations however where a qualitatively valid analysis requires the explicit 

introduction of concentration effects. There are at least two general cases where this has been 

identified to be necessary: complicated reaction networks54,55 and presence of highly different 

concentrations in competing steps.41 The most reliable way to extract the predicted kinetic 

behaviour from a computed Gibbs energy surface is to carry out explicit modelling of the 

kinetics.56 This can be done in a variety of ways, with the most simple being similar to those used 

in analysis of the kinetics of mechanisms carried out in conventional experimental work.57 

However, this approach suffers from the problems identified above in the case of complicated 

mechanisms, and it is in many ways preferable to carry out explicit numerical integration of the 

kinetic equations after inputting appropriate initial concentrations for the reactants and catalysts. 

Powerful algorithms are available for ordinary differential equation integration, and are indeed 

available in a number of software packages that can be directly used for simulating catalytic 

kinetics.  

When performing such modelling, the typical procedure is to identify all relevant reactants, 

intermediates, products, and transition states, set the initial concentrations, and then model the 
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kinetics. The outcome is usually a time-series for the concentrations of each species, which can be 

plotted graphically (see Fig 2). Reaction fluxes are obtained for each reaction path, and detailed 

analysis can then provide insight into the location of the reaction bottleneck. Further insight is 

available by integration of the kinetics several times with changes in the initial concentration. If 

desired, based on an analysis of the fluxes, one may be able to deduce a reduced set of reactions 

that are sufficient to reproduce the observed kinetics. Together with the steady-state 

approximation, this can also be used in order to extract an empirical rate law, thereby facilitating 

comparison to experiment. 

It should be noted that such a model usually requires quite a lot of rate constants, for both the 

forward and reverse reactions corresponding to many different TSs. The required steps can be most 

easily identified by drawing a map of species and reaction steps, as is common in experimental 

analyses of reaction mechanisms. 
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Figure 2: Set-up of kinetic equations (top) and resulting concentation-time series (bottom) for 

a kinetic model 

A final point to be made in relation to kinetics and homogeneous catalysis relates to barrierless 

reactions. By this we mean reactions in which species A and B can react to form C without needing 

to cross a potential energy barrier. They may not be critical when evaluating the viability of a 

reaction mechanism, as they correspond to fast steps, but a rate constant value is nevertheless 

required in order to build a kinetic model, and such steps can affect the overall predicted rate of 

turnover.41 They occur for a wide range of bimolecular reaction steps common in catalysis, such 
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as addition of some radicals to other species, or addition of a ligand to a coordinatively unsaturated 

metal centre. Careful scanning of the potential energy surface often shows that in such cases there 

is no barrier or saddle-point. In the absence of a saddle-point on the potential energy surface (or 

on the potential of mean force including Gibbs energy contributions from the continuum solvent 

model), it is not possible to use the standard harmonic frequency analysis needed to provide input 

for statistical mechanics and thereby for application of TST. More sophisticated TST variants can 

be used in such cases, but we have found that good results can also be obtained by assuming that 

such steps occur in the diffusion-limited regime. Based on a combination of theories of diffusion 

and of collisions,58 a simple expression for the rate constant can then be obtained with as only 

needed input the solvent viscosity η and the temperature T: k = 8kBT/3η. With typical solvent 

viscosities near room temperature, this corresponds to the magnitude of rate constant that would 

arise from the Eyring equation with a Gibbs energy barrier of roughly 4 kcal mol-1. 

 

Challenges Associated with Selectivity 

The study of selectivity poses additional challenges to methodology due to the large effect of 

small differences in energy. Gibbs energy differences between transition states can be re-expressed 

as product ratios through simple application of Boltzmann weighting, providing a ready means to 

test agreement with experiment.59,60 This agreement is often assessed more qualitatively, with the 

correct sign for the key difference being interpreted as agreement with experiment, even though 

the underlying Gibbs energies map poorly onto the observed outcame It is for instance regrettable 

to find publications where a 9:1 preference for a given product (e.g. an enantiomeric excess of 

80%) is justified with a calculation indicating a difference of more than 10 kcal mol-1 between the 

competing transition states. At room temperature, relative rates of 9:1 arise from Gibbs energy 
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barrier differences of 1.3 kcal mol-1. From this it follows that if an error of a few kcal mol-1 can be 

tolerated in mechanistic studies, the accuracy required to investigate selectivity should be much 

higher than that, on the order of less than 1 kcal mol-1 in relative transition state energy. This might 

sound unachievable, but fortunately selectivity-determining transition states are commonly quite 

similar in structure and many of the systematic errors will therefore cancel. Here, the problem of 

conformational search becomes particularly significant, and one has to pay special attention to the 

geometry of the selectivity-determining TS. 

Calculations have in recent years been very successful in solving problems concerned with 

various kinds of selectivity, such as chemo-, regio- and enantioselectivity. A large number of 

outstanding questions has been addressed and a lot of insight has been gained. Enantioselectivity 

deserves a special mention here. In many systems, discrimination between enantiomers is dictated 

by steric interactions, and as these usually are associated with weak interactions, dispersion effects 

have to be included in the calculations.61 

As an example, one can mention the study on the tetrapeptide-catalyzed kinetic resolution of 

trans-2-N-acetamidocyclohexanol.62 Although the peptide structure is constrained by internal 

hydrogen bonds, a large number of conformeric and diastereoisomeric transition states (>50) of 

the selectivity-determining step had to be located in order to pinpoint the origins of the observed 

enantioselectivity. Here, inclusion of dispersion correction was critical in order to reproduce the 

experimental outcome. 
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Figure 3. Selectivity-determining transition state for the tetrapeptide-catalyzed kinetic 

resolution of trans-2-N-acetamidocyclohexanol. 

 

 

Additional Aspects 

The expansion of computational homogeneous catalysis encompasses now many other topics 

that were seldom considered before. These aspects cannot all be mentioned here, nor can any of 

them be explained in detail, but it is useful to at least highlight the fact that depending on the 

problem at hand, there may be a need to expand the theoretical framework considerably.  

A previous section discussed the use of kinetics modelling to understand reaction in 

homogeneous catalysis, and made frequent reference to the Eyring equation of transition state 

theory. It was implied that provided that the correct Gibbs energies for the reactant and transition 

states were used, this theory provides the correct rate constant. This is, however, certainly not 

always the case, because TST is an approximate theory. The exact theory that should be applied 

to describe chemical reactivity on potential energy surfaces is quantum mechanics, and both time-

independent and time-dependent versions of this theory for describing the motion of atoms in 
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chemical reactions are available. However, these theories are extremely demanding to perform 

calculations with, and have by and large been limited to describing reactions of small molecules 

in the gas phase. Together with accurate potential energy surfaces, they provide very good 

agreement with experiment. Also, their predictions differ from those of TST due to factors such as 

tunnelling, wavepacket ‘diffraction’ and thereby interference through the TS region, and non-

thermal energy distributions for intermediates. In many cases, especially for heavier nuclei or when 

including simple corrections for tunnelling effects for protons, TST can in fact produce results that 

agree quite well with quantum dynamics, but in other cases, severe differences are obtained. 

Although quantum dynamics may be desirable, they are impractical for most applications in 

computational homogeneous catalysis. 

Classical mechanics, in the form of Newtonian trajectory studies, can also be used to study 

dynamics of chemical reactions. Provided the potential energy surface can be computed at the 

large number of points needed, classical trajectories are relatively inexpensive to compute and the 

expense scales well with the size of the system. Hence such trajectory studies have been quite 

commonly performed for reactive systems relevant to homogeneous catalysis, including in some 

cases the presence of solvent. The performance of molecular dynamics seems to have an important 

added value in reactions in protic solvents, in particular cases involving stabilization of nascent 

charged fragments via microscopic solvation, transfer of protons between distant fragments 

mediated by solvent molecules, and solvent coordination to unsaturated metal centres.63,64 

One example of an important dynamic effect occurs in multi-step reaction mechanisms, where 

an exothermic step is followed by branching between multiple possible reaction steps, each 

involving relatively low Gibbs energy barriers. In such cases, the intermediate formed from the 

prior step will initially be quite ‘hot’ in terms of internal ro-vibrational energy, and thermal 
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equilibration with solvent will occur only on a timescale of the order of multiple picoseconds.65 If 

this is also the timescale for the subsequent reactions, then the assumption that the branching ratio 

between these steps can be determined using the Eyring equation of TST and the overall bulk 

temperature may be incorrect.66 A variant of such a problem can occur when the energy 

redistribution needs to occur intra-molecularly.67 The correct treatment of such problems will 

require energy-resolved statistical rate theories or indeed dynamical methods. 

Another area that is gaining importance is the study of single electron transfer processes (SET). 

Inner-sphere electron transfer is tractable with standard approaches, although sometimes broken 

symmetry solutions have to be forced into DFT. The treatment of outer-sphere electron transfer is 

more complex, and some success has been reached with the use of Marcus theory.68,69,70 

Another aspect that will become increasingly important as computational chemists make more 

and more contributions to experimental studies of catalysis is aspects relating to chemical process 

technology. The change of phase of some reactants and products, the type of reactor (e.g, batch, 

semi-batch, continuous), the type of stirring and the efficiency of heat regulation can all have a 

significant influence on the outcome of a chemical reaction. These aspects are commonly 

addressed in chemical engineering modelling, and the tools to address these factors in enhanced 

kinetics modelling are therefore available. 

 

Conclusions 

In this perspective, we have tried to give an overview of some of the main areas relating to the 

methodology of computational studies of homogeneous catalysis which we feel are important for 

obtaining the most reliable results possible, and which go beyond the aspect of electronic structure 

theory. Computational work remains challenging, and even the most careful work will not 
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necessarily yield exact results, but careful design of the computational protocol and of the project 

goals can play a role in making the results obtained more meaningful. Developments of 

understanding and methodology in these areas continues to move ahead, partly due to progress in 

the electronic structure methods. As a result, some of the approaches that we recommend in the 

present perspective were not widely in use just a few years ago, including in work from our own 

groups. We believe that since these other aspects are each able to influence computed relative 

energies by many kcal mol−1, or to impact on the predicted outcome of chemical reactions in terms 

of their selectivity or overall rate by at least one and often several orders of magnitude, they are of 

great importance and should be taken into account when designing or analyzing any computational 

study in the field. 
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