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ABSTRACT
Query expansion (QE) aims at improving information re-
trieval effectiveness by enhancing the query formulation. Be-
cause users’ queries are generally short and because of the
language ambiguity, some information needs are difficult to
satisfy. Query reformulation and QE methods have been de-
veloped to face this issue. Pseudo relevance feedback (PRF)
considers the top retrieved documents as relevant and uses
their content in order to expand the initial query. Rather
than considering feedback documents as a bag of words, it
is possible to exploit term proximity information. Although
there are some researches in this direction, the majority of
them is empirical. The lack of theoretical works in this
area motivated us to introduce a novel method integrated
into the language model formalism that takes advantage of
the remoteness of candidate terms for QE from query terms
within feedback documents. In contrast to previous works,
our approach captures the proximity directly and in terms
of sentences rather than tokens. We show that the method
significantly improves the retrieval performance on TREC
collections especially for difficult queries.
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1. INTRODUCTION
Information retrieval (IR) aims at retrieving the relevant
documents according to a user’s need. Concretely, a search
engine computes a similarity between the user’s query and
the indexed documents. In the keyword based IR techniques,
the documents that contain the query terms are retrieved
and ordered according to their decreasing similarity with
the query. Because real queries are short and because nat-
ural language is ambiguous such matches can be wrong or
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incomplete. The matching problem rises from the fact that
the terms used by the authors of documents and the search
engine users to represent a concept may be different. An-
other reason is that users express their needs using just a few
words making the query difficult to ’be understood’ by the
system. To face these challenges, IR systems consider sev-
eral strategies. One of them is to diversify the results. On
the other hand, Query Expansion (QE) has driven many
works in IR (see Carpineto’s survey on QE[6]). QE aims
at adding new terms to the initial query that will improve
retrieval. QE is based on some knowledge, either extracted
from external resources (e.g. WordNet), term collection dis-
tribution, user’s profile (e.g. topics of interest), or relevance
feedback. Local analysis or local feedback methods rely on
the hypothesis that relevant documents contain terms that
could be useful to reformulate an enhanced query. In the
majority of previous works local context is viewed as an
entire document presented as a bag of words and the prox-
imity of terms is not captured. Although some researchers
exploit term proximity in QE [5, 15, 18, 20], their works
are rather empirical. The lack of theoretical works in this
area motivated us to introduce a novel method integrated
into the language model formalism that takes advantage of
the remoteness of candidate terms for QE from query terms
within feedback documents. In this paper, we introduce the
formal model of query expansion exploiting term proximity.

As in the approaches based on the term proximity, we hy-
pothesize that the closer a term is to a query term, the bet-
ter the QE term candidate is. However, unlike the positional
relevance model [12] which is a formal approach for QE ex-
tending the relevance Language Model (LM) [10], we believe
that the suitability of the expansion candidates depends on
rather their nature and the nature of the query terms than
position within a document (e.g. synonyms usually do not
co-occur within a sentence unlike other semantically related
words). In contrast to [12], the proximity is captured di-
rectly rather than by weighting the positions within PRF.

We also put forward a hypothesis that it is more appropriate
to estimate the distance not in terms of tokens, but rather
in terms of sentences. This is motivated by the following
facts:

• In linguistics a sentence is viewed as a minimal set of
words that in principle tells a complete thought;

• Within a sentence, often words could be reordered



without meaning shift (e.g. paraphrasing, transforma-
tion between passive and active voices);

• Synonyms and associations are usually considered as
good expansion candidates. However, synonyms usu-
ally do not co-occur within a sentence unlike other se-
mantically related words.

Thus, our approach differs from the previous works by cap-
turing the proximity directly and in terms of sentences rather
than tokens.

The remainder of the paper is organized as follows. Sec-
tion 2 observes the related work. Section 3 details the novel
formal approach for QE. Section 3 presents the experimen-
tal framework. Finally, Section 4 concludes this paper and
draws up some future works.

2. RELATED WORK
Automatic methods for QE were firstly proposed by Maron
and Kuhns in 1960. QE techniques are either based on the
analysis of a document collection [6] or they imply dictionary-
based or ontology-based methods [3]. The results of the
methods that need external resources to be used (dictionary-
based or ontology-based methods, methods that uses other
sources besides the original collection such as FAQ texts in
question-answering systems) can highly depend on these re-
sources. The analysis of the document collection can be
either global (corpus analysis for the purpose of word rela-
tionships detection) [6] or local. The local analysis is related
to the local feedback.

The use of relevance information for QE was first suggested
by Rocchio [16] who defines the Relevance Feedback (RF)
principle. Users are supposed to judge some of the retrieved
documents and this feedback information is used then either
to re-weight query terms or to expand the query with the
most important terms from relevant documents. To avoid
users’ judgment that can be difficult to collect and to make
the process fully automatic, Buckley et al. [4] suggested
to consider the first initially retrieved documents as rele-
vant, i.e. pseudo-relevance feedback (PRF). Many studies
have shown that this method is efficient in average; how-
ever, it can lower results for some queries [6, 2, 7]. For ex-
ample, it is most probable that for poor performing queries
query expansion is helpless since it will be based on the first
retrieved documents that are probably non-relevant docu-
ments. It is thus important to know in advance if QE will
be helpful or on the contrary if it will degrade the results.
Selective query expansion aims at making this decision [8].
Lee et al. propose a resampling method using top-retrieved
document clustering [11]. Rather than focusing on how to
select the best documents to use in PRF, some approaches
focus on how to select the best terms to expand the initial
query. Selecting the most appropriate terms from the rele-
vant -or considered as such- documents is indeed a challenge
[5, 12].

Xu and Croft use a feature selection based on co-occurrence
of terms, considering that the best terms are the ones that
co-occur with as many query terms as possible within the
top-ranked documents or document passages [20]. Distinctly
from Xu and Croft’s approach that considers the distance

between the candidates and the query terms as binary (i.e.
terms either co-occur within a text passage or not), in this
paper we hypothesize that the dependence of the probability
to find good candidates for QE on the distance is more so-
phisticated and that it should be considered at the sentence
level.

Other empirical studies have shown that the term proximity
is effective for selecting expansion terms. Cao et al. sug-
gested a term classification method based on SVM to pre-
dict the usefulness of expansion term candidates [5] based
on the term distribution, co-occurrence with query terms,
and the proximity from them. Miao et al. proposed an ex-
tension of the Rocchio’s approach by introducing a concept
of proximity-based term frequency that focuses on the prox-
imity of terms rather than positional information unlike the
positional relevance model [15]. They provide 3 approaches
for estimate the proximity-based term frequency, namely (1)
moving window; (2) kernel-based and (3) Hyperspace Ana-
logue to Language (HAL) methods. The approach of Miao
et al. is rather empirical and is an elaboration of the TF-IDF
model. Unlike [5, 15], we propose a theoretical reasoning of
our approach.

Some works take into account only ordered or unordered n-
grams within the window of N-terms [14, 17] capturing the
proximity in binary sense. Tao and Zhai [18] explore only the
proximity of query terms resting upon the hypothesis that
in relevant documents query terms should be closer to each
other. In contrast to the cumulative proximity expansions
retrieval model [19] that does not require any co-occurrence
statistics, we combined proximity and co-occurrence statis-
tics within the language model formalism.

There is relatively little studies of formal models using po-
sitional heuristics for QE. The only formal approach for QE
we are aware of is the positional relevance model [12] which
is an extension of the relevance LM [10]. In the positional
relevance model query likelihood is estimated as the product
of the probabilities of the query terms in the position within
pseudo-relevant documents. However, in this approach the
term proximity is captured indirectly by weighting the po-
sitions within PRF.

Thus, the main contribution of this work is that it provides
a novel formal LM for QE that directly captures the term
proximity rather than by weighting term positions, and the
distance is computed at sentence level.

3. METHOD DESCRIPTION

3.1 Proximity Relevance Model
The proposed method aims at selecting the most appropriate
expansion terms for QE from the top-retrieved documents.
Our approach is grounded on the following hypotheses:

1. A candidate term can expand not only a query term,
but also a combination of query terms.

2. The terms lying in the neighborhood of query terms are
closer related to them than the remote ones, and are
better candidates for QE; however this dependence is
not binary but rather it should be described as a more
complex function.



3. Since a sentence is a minimal set of words that in prin-
ciple tells a complete thought, the distance should be
estimated in terms of sentences rather than in terms
of tokens. The probability to find semantically related
words is the same sentence is usually higher. How-
ever, this probability depends on the nature of rela-
tionship (i.e. synonyms, antonyms, meronyms, associ-
ations etc.).

One of the most efficient and robust relevance model used
for QE is the relevance LM that determines the probability
P (w|Q) of observing a word w in the documents relevant to
a particular information need expressed by a query Q [10]:

P (w|Q) ∝
∑
d∈D

P (w|d)P (d)

m∏
i=1

P (qi|d) (1)

where Q = q1, q2, ..., qm is a query, qi is the i − th term in
Q, P (d) is a prior of a document d, and D is a document
set. Often, document priors P (d) are assumed to be uniform
and in this case they can be ignored since they do not affect
ranking.

In the relevance LM the probabilities are computed over the
top documents from PRF. By the definition of conditional
probability and since P (Q) does not depend on w:

P (w|Q) =
P (w,Q)

P (Q)
∝ P (w,Q) (2)

In contrast to the relevance LM, we assume that considering
the distance between a candidate term and query terms may
improve the quality of QE. We hypothesize that good QE
candidates in the neighborhood of query terms. Usually, the
closer a term is to a query term, the better candidate it is.
However, it is not a case of synonyms. Therefore, we intro-
duce the random variable dist that expresses the probability
to find a candidate term at some sentence distance from the
query terms Q. Since P (w,Q) may be viewed as marginal
over the variable dist, the general proximity relevance model
can be expressed as:

P (w|Q) ∝
∞∑

dist=0

P (w, dist,Q) (3)

We enriched the relevance model by integrating the query
term combinations into it. Thus, a word w can extend a
query term combination Qi ∈ Ω = 2Q \ ∅ where 2Q is
the power set of all query terms meeting the condition that
(∀i, j|i 6= j) : Qi 6⊆ Qj . Since the events Qi are mutually
exclusive,

P (w, dist,Q) =
∑
Qi∈Ω

P (w, dist,Qi) (4)

Thus, formula (3) can be rewritten as:

P (w|Q) ∝
∑
Qi∈Ω

∞∑
dist=0

P (w, dist,Qi) (5)

Applying the chain rule, P (w, dist,Qi) can be decomposed
as:

P (w, dist,Qi) = P (Qi)P (dist|Qi)P (w|dist,Qi) (6)

where P (Qi) is the probability of the query term combi-
nation Qi, P (dist|Qi) is the probability to find any expan-
sion term at distance dist from Qi, and P (w|dist,Qi) is the
probability to find the term w at distance dist from Qi.
P (dist|Qi) may be viewed as a likelihood to see an expan-
sion term at a specified distance depending on the nature of
a query term combination Qi. P (w|dist,Qi) shows a likeli-
hood to meet a specific term depending on the remoteness of
a given Qi i.e. it potentially captures the nature of the ex-
pansion candidate and its relationship with the query term
(synonymy, meronymy, function etc.).

Substituting P (w, dist,Qi) in (5) by (6), we obtain the final
formula to estimate expansion candidate scores:

P (w|Q) ∝
∑
Qi∈Ω

∞∑
dist=0

P (Qi)P (dist|Qi)P (w|dist,Qi) (7)

3.2 Estimation Details
The probability of a term combination Qi = q1, q2, ..., qm is
usually calculated as follows:

P (Qi) =

m∏
j=1

P (qj) (8)

To avoid underflow, the probability is replaced by its loga-
rithm [9]:

P (Qi) ∝
m∑

j=1

log(P (qj) + 1) (9)

Assuming that the probability to find any expansion term
at distance dist from Qi does not depend on Qi we can sim-
plify the calculation of P (dist|Qi) by reducing it to P (dist).
The dependence of the nature of the query terms Qi is the
perspective of this paper.

The distributions of many quantities follow the power law,
at least in their upper tail, especially in natural languages
(e.g. Zipf’s law). Although it is not exactly known why the
power law holds for most languages, the explanation may be
statistical or related to the principle of least effort, i.e. in-
terlocutors do not want to work any harder than necessary
to reach understanding. We hypothesize that the principle
of least effort holds also for topic development within a text.
Thus, a topic within a text is expanded in the neighboring
context and we assume that the distribution of the words
used for it follows the power law. Thereby, the probabil-
ity to find an expansion candidate for a topic expressed by
query terms should also fit the power law.

The probability of P (w|dist,Qi) is estimated as the fre-
quency of observing the term w at distance dist from Qi:

P (w|dist,Qi) ≈
count(w|dist,Qi)∑|W |

k=1 count(wk|dist,Qi)
(10)

In this paper the distance means the remoteness from the
closest query term or their combination Qi. Since we com-
pute the distance in terms of sentences and the combinations
of the query terms are considered only within a sentence, the
remoteness does not depend on the length of the query term
combination.



The set of the query term combinations Qi ∈ Ω = 2Q \
∅|(∀i, j|i 6= j) : Qi 6⊆ Qj does not lead to the exponential
complexity of the algorithm since we consider only query
term combinations within a sentence and we ignore embed-
ded combinations. Thus, the computation of the query term
combinations has a linear time over the number of tokens in
the PRF.

Smoothing the probability P (w|dist,Qi) by the collection
probability of the candidate term Pc(w) gives:

Ps(w|dist,Qi) = λP (w|dist,Qi) + (1− λ)Pc(w) (11)

where Ps(w|dist,Qi) is a smoothed probability and λ is a
smoothing parameter.

Dividing the equation by (1 − λ)Pc(w) we obtain the final
ranking score of the expansion candidate terms:

score(w) =
λP (w|dist,Qi)

(1− λ)Pc(w)
+ 1 (12)

4. EXPERIMENTS

4.1 Experimental Framework
The evaluation was performed on two TREC datasets:

• Robust TREC;

• WT10G.

Robust TREC set is a ”pure” collection since the documents
have almost the same format and there is no spam. In con-
trast, WT10G is a snapshot of the web with real documents
in HTML format, some of which are spam. Robust TREC
set consists of 249 topics, TREC Disk4&5 (except CR data)
and relevance judgments. WT10G is 10GB subset of the web
snapshot and contains more than 1.6 million of documents.
There are 98 topics with relevance judgments.

The system performance was evaluated by several measures
implemented in trec eval1 software provided by the TREC
community for evaluating an ad hoc retrieval run, given the
results file and a standard set of judged results. In this
study, we report the following measures:

• Mean Average Precision (MAP) over all queries;

• Binary preference (BPREF);

• Normalized discounted cumulative gain (NDCG).

MAP may be viewed as one of the main measures since
it has very good discrimination and stability [13]. Binary
preference computes a preference of whether judged rele-
vant documents have higher rank than judged non-relevant
documents. Thus, BPREF does not treat non-assessed doc-
uments as non-relevant while MAP does. This is important
for large collections where the probability of retrieving non-
assessed documents is higher. NDCG is suitable for non-
binary judgments.

For comparison purpose we used several PRF methods, namely
DRF (Divergence from Randomness) models implemented

1http://trec.nist.gov/trec eval/

in Terrier platform2, a state-of-the-art open source search
engine developed at the University of Glasgow. The DFR
models are based on the assumption that informative words
are relatively more frequent in relevant documents than in
others [1]. During QE the best-scored terms from the top-
ranked documents are extracted. Terms are ranked using
one of the DFR weighting model. We compare our system
(PRM SNT) with the following DFR models:

• baseline presented by InL2c1.0 model without any query
expansion which is the default model in Terrier and
based on TF − IDF measure with L2 term frequency
normalization (InL2c1.0);

• Kullback-Leibler divergence model (KL);

• Chi-square divergence model (CS);

• Bose-Einstein 1 model (Bo1);

• Bose-Einstein 2 model (Bo2).

All these systems used InL2c1.0 model for PRF.

Moreover, we compared our method with RM3 model im-
plemented in Indri, a search engine from the Lemur project
mainly built on the language modeling information retrieval3.
RM3 is an Indri’s adaptation of Lavrenko and Croft’s rel-
evance models [10]. RM3 is a well-known relatively strong
baseline.

4.2 Details of the Implemented System
Our approach requires PRF. In order to obtain prelimi-
nary ranking we used Terrier with the following parameters:
words are stemmed using Porter’s algorithm, as a retrieval
model we applied InL2c1.0. InL2 demonstrates better per-
formance at many recall levels and in average precision than
traditional retrieval models such as BM25 [1]. L2 normal-
ization is less sensitive to document length. The sentence
chunking was performed by Stanford CoreNLP4.

In our experiments we assumed that the probability P (dist)
of a candidate to occur at the given distance follows the
power law. We set the limit of distance MaxDist = 9 sen-
tences and thus we calculated the P (dist) as:

P (dist) =

{
1

(MaxDist+2)0.5
if dist > MaxDist

1
(dist+1)0.5

if dist ≤MaxDist
(13)

The smoothing parameter λ was set to 0.3. This parameter
will be learnt and optimized in future work.

In order to test the hypothesis that it is preferable to esti-
mate the distance in terms of sentences rather than tokens,
we compared our approach with the same method in which
the distance was calculated at word level (PRM W). The
MaxDist parameter was also set to be 9 sentences, the es-

2terrier.org/
3http://www.lemurproject.org/
4nlp.stanford.edu/software/corenlp.shtml



timation of the probability P (dist) was slightly different:

P (dist, wdist)

=

{
1

((MaxDist+1)×avgSntLen+1)0.5
if dist > MaxDist

1
(wdist+1)0.5

if dist ≤MaxDist

(14)

where wdist is a word distance, avgSntLen is an average
sentence length.

4.3 Results
Table 1 reports the results obtained for the Robust and
WT10G data sets. All systems were based on PRF of 5
documents from which 10 best scored terms were extracted.
Our system based on sentence-level distance (PRM SNT)
demonstrated the best results according to all metrics for
both data collections. We performed the Student’s t-test
to verify the statistical significance of the difference of the
results obtained by our method and the baseline (this test
is applicable since the performance results fit a normal dis-
tribution according to the Pearson’s χ2-test). We also com-
pared our results with those of the best approach imple-
mented in Terrier, namely Bo1 (although KL is slightly bet-
ter on the Robust data set, it has much lower results on
WT10G). The differences with the baseline, Bo1 and RM3
marked by *, + and # respectively are significant at the
level p < 0.05.

Considering the Robust collection, in comparison with Bo1
our method PRM SNT showed better results for 128 queries
and lower performance for 119 queries. Our method outper-
formed Bo1 for 80 (63% of all improved results) difficult
queries (MAP (baseline) < 0.25) and for 43 (34%) very dif-
ficult queries (MAP (baseline) < 0.1). Among ameliorated
results 10 (8%) of queries were simple (MAP (baseline) >
0.5). Thus, we can conclude that PRM SNT is better than
the state-of-the-art QE model even in case of difficult queries.
The degradation of results in comparison with the base-
line was observed in 79 cases. Among the latter for 88%
of queries the degradation of the results relative to the base-
line without QE was observed for all QE methods; this fea-
ture leds us to conclude that either these queries should
not be expanded or the methods based on co-occurrence are
not suitable. PRM W showed worse results than PRM SNT
and KL according to BPREF but outperformed other DFR
models. PRM W is much better than the baseline and it
is comparable with the DFR QE models according to other
metrics. On Robust data set RM3 performed worse than the
DFR QE models. Both our systems significantly exceeded
RM3 by all metrics.

For the WT10G data set our system was better than Bo1 for
53 queries. PRM SNT was worse than the baseline for 32
queries and among them for 27 queries (84%) any applied
QE method worsened the results. It lowers performance
compared to Bo1 for 41 queries. This allows to draw a con-
clusion that our method may be significantly improved by
selective QE since it has lower results than the DFR mod-
els mainly for queries that should not be expanded at all.
Word-based PRM surpassed all DFR models but it was infe-
rior to PRM SNT. In case of WT10G, RM3 was comparable

with DFR QE approaches but remained significantly lower
than the method proposed in this paper.

For both test collections, for 89% of queries improved by
Bo1, our system outperformed the DFR models.

5. CONCLUSION
QE is a powerful technique in IR, though the terms that are
added can bias a query and thus decrease both recall and
precision. In this paper we proposed a novel approach for
query expansion by incorporating term proximity informa-
tion into the LM formalism. The method is based on PRF,
but it differs from previous researches in several ways:

• it is formalized within LM;

• the term proximity is captured directly, and not by
weighting term positions;

• the distance is computed in terms of sentences from
the query terms and its combinations.

We evaluated our method on TREC Robust collection as
well as on WT10G. Our system demonstrated the best re-
sults among the state-of-the-art QE method implemented
in such search engines as Terrier and Lemur according to all
metrics for both data collections. Experiment results showed
that the proposed method is significantly better than other
PRF-based QE approaches (DFR QE models, RM3) as well
as the baseline. Major improvement was observed for diffi-
cult and very difficult queries. Our method has lower results
than the DFR models mainly for queries that should not be
expanded. Therefore, the proposed approach may be signif-
icantly improved by selective QE.

For both test collections, our method grounded on sentence-
level distance estimation outperformed the word-based one.
This fact allows concluding that distance measuring in terms
of sentences is more preferable than in terms of tokens.

One of the most promising directions of further research is
to differentiate the probability distribution of the distances
depending on query terms.
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