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Abstract

The main goal of this article is to study the robustness of continuous homogeneous systems with sampled-data inputs subject
to external disturbances. We characterize how the perturbations affect the system and we show that global asymptotic set
stability is achieved.
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Introduction

Over the last decades, many research articles have been
focused on robustness of dynamical systems [1–3]. Re-
cently, the need of robustness results for sampled-data
systems has been increased by new fields of research, like
Networked Control Systems, where the effects of sam-
pling cannot be neglected. It is well known that linear
systems become unstable when a certain sampling time
threshold, called the Schur limit, is exceeded [4]. Hence,
since sampling can destabilize the system, it is important
to study its effects when the sampling time increases,
especially when the system is subject to other external
disturbances as well.

The effects of sampling on linear and nonlinear systems
have been widely studied [5–11]. However, in the litera-
ture, smoothness assumptions are almost always made,
like C1 or Lipschitz continuity. When dealing with mere
continuous systems, these smoothness assumptions do
not hold. Moreover, the effects of sampling are often
considered alone, without taking into account any other
source of perturbations. When both sampling and ex-
ternal perturbations are applied to a nonlinear system,
their conjugated effects are not necessarily the sum of
their individual effects. Therefore, when dealing with

Email addresses: florence.josse@univ-poitiers.fr
(Florence Josse), emmanuel.bernuau@agroparistech.fr
(Emmanuel Bernuau),
emmanuel.moulay@univ-poitiers.fr (Emmanuel Moulay),
patrick.coirault@univ-poitiers.fr (Patrick Coirault).

mere continuous systems subject to both sampling and
external disturbances, no generic results are available.

Homogeneous systems generalize linear systems and
some polynomial systems. They have scaling proper-
ties that allow local behaviors to be extended globally.
Many works study the stability of homogeneous systems
[12, 13]. Especially, the authors of [14] shows the links
between homogeneity and finite-time global asymptotic
stability.

In [15], it was proven that if a feedback control is built
such that the closed-loop continuous-time system is ho-
mogeneous, then sampling its control law preserves sta-
bility, though under a weaker form; indeed, depending
on the degree of homogeneity, global asymptotic stabil-
ity is replaced by practical or local stability. However,
this paper only considers the effects of the sampling on
the dynamical system without taking into account ex-
ternal disturbances. Let us mention that other recent
works have been devoted to the effects of sampling on
homogeneous systems (like [16, 17],) but, again, no ex-
ternal disturbances are considered.

The robustness properties of homogeneous systems have
also been widely studied: under reasonable assumptions,
homogeneous systems are Input-to-State Stable when
subject to perturbations due to external causes (like
measurement noise or unmodelled forces); see [18–21]
for weighted homogeneity and [22] for the more general
case of geometric homogeneity. Input-to-state stability
is a popular theory that emerged three decades ago [23]
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and which guarantees Lyapunov stability provided that
a Lyapunov function verifies sufficient conditions. In [24],
the links between finite-time stability and ISS proper-
ties are established. However, none of these works take
into account the effects of sampling.

The contribution of this paper consists in studying the
combined effects of two kinds of perturbations, endoge-
nous (coming from sampling) and exogenous (coming
from external disturbances) on a continuous homoge-
neous system. It complements the aforementioned pa-
pers, especially [15] and [22]. We consider a negative
degree homogeneous system simultaneously subject to
sampled-data inputs and an exogenous disturbance. Un-
der the assumptions that the continuous-time closed-
loop system without disturbance is globally asymptoti-
cally stable and that the disturbed system with sampled-
data inputs verifies a suitable homogeneity property, we
show that practical stability is achieved. Furthermore,
we show that the system stays asymptotically bounded
in a region which size is an explicit function of both
the maximum sampling time and the exogeneous distur-
bance intensity.

The article is outlined as follows: Section 1 introduces
notation and definitions used throughout the paper; Sec-
tion 2 presents the problem statement; Section 3 is de-
voted to the main result, its proof and a discussion on
the results; Section 4 shows computer simulations illus-
trating the main result; and finally a conclusion sums up
the paper.

1 Notations and definitions

Let us introduce the following notations:

• R+ = {x ∈ R : x ≥ 0}, where R is the set of real
numbers.

• N∗ denotes the set of non-zero natural numbers.
• | · | denotes the absolute value in R and ‖·‖ the Eu-

clidean norm on Rn.
• For x ∈ R and α > 0, we denote bxeα = sign(x)|x|α.
• For r1, r2, . . . , rn,Diag(r1, . . . , rn) denotes the diago-

nal matrix of dimension n×n with kth diagonal entry
rk.
• A continuous function α : R+ → R+ belongs to the

class K if α(0) = 0 and the function is strictly increas-
ing. A function α : R+ → R+ belongs to the class K∞
if α ∈ K and it is unbounded.
• A continuous function β : R+ × R+ → R+ belongs

to the class KL if β(·, t) ∈ K∞ for each fixed t ∈ R+

and if for each fixed s ∈ R+ the function t 7→ β(s, t)
is decreasing to 0.
• The notation dxV (resp. dxΦ) stands for the differen-

tial of the function V (resp. the diffeomorphism Φ) at
point x.

Definition 1 A vector field ν on Rn is called an Euler

vector field if ν is of class C1, complete (i.e. the maximal
solutions of ẋ = ν(x) are defined on R) and if the origin
is a globally asymptotically stable equilibrium of −ν.

Definition 2 Let ν be an Euler vector field on Rn, Φs(x)
denotes the value of the flow of ν at time s with initial
condition x. A function V : Rn → R is ν-homogeneous
of degree κ ∈ R if for all x ∈ Rn and all s ∈ R we
have V (Φs(x)) = eκsV (x). A vector field f on Rn is ν-
homogeneous of degree κ ∈ R if for all x ∈ Rn and all
s ∈ R we have f(Φs(x)) = eκsdxΦsf(x).

Remark 3 • If we consider a matrix A ∈ Rn×n such
that −A is Hurwitz, the vector field defined by ∀x ∈
Rn, ν(x) = Ax, is an Euler vector field and the flow of
ν verifies, ∀s ∈ R+, Φs(x) = exp(As)x.

• If A = Diag(r1, . . . , rn) with r1, . . . , rn > 0, the vec-
tor field defined by ∀x ∈ Rn, ν(x) = Ax, is Euler and
we find ∀s ∈ R+,Φ

s(x) = Diag(er1s, . . . , erns)x. This
particular case of homogeneity is usually referred to as
weighted homogeneity, the coefficients r1, . . . , rn are
called the weights and r= [r1, . . . , rn] is called the gen-
eralized weight. Homogeneity with respect to an Euler
vector field defined by a generalized weight r is usually
simply referred to as r-homogeneity.

Definition 4 Let ν be an Euler vector field on Rn. A ν-
homogeneous norm is a function N : Rn 7→ R such that:

(1) N is positive definite;
(2) N is ν-homogeneous of degree 1;
(3) N is continuous.

Remark 5 Let r= [r1, . . . , rn] be a generalized weight.
For any ρ > 0, these following functions define r-
homogeneous norms on Rn:

Nρ(x) =

(
n∑
i=1

|xi|
ρ
ri

) 1
ρ

; N∞(x) = sup
i
|xi|

1
ri .

Remark 6 A homogeneous norm N is always radially
unbounded and proper [14](lemma 4.1). Consequently,
the set S = {x ∈ Rn : N(x) = 1} is always compact.

The following proposition is a direct consequence of
[14](lemma 4.2).

Proposition 7 Let N1 and N2 be two ν-homogeneous
norms. Then there exist a, b > 0 such that, for all x ∈ Rn:

aN1(x) 6 N2(x) 6 bN1(x)

Theorem 8 (Rosier[25]) Let a homogeneous system of
degree κ ∈ R:

ẋ = f(x) x ∈ Rn, n ≥ 1
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with f continuous, which satisfies the fact that the zero
solution of this system is locally asymptotically stable,
then there exists a smooth Lyapunov function belonging to
C∞(Rn\{0},R)∩Cp(R), with p ∈ N∗ as large as wanted,
homogeneous of degree µ > 0, such that κ+ µ > 0.

Let us consider the following nonlinear system

ẋ = F (x,∆) (1)

where x ∈ Rn is the state, ∆ ∈ L∞loc is the external input
and F : Rn × Rm → Rn is continuous.
Let us recall the definition of input-to-state stability
(ISS).

Definition 9 ([26]) The system (1) is (globally) input-
to-state stable (ISS) if there exist aKL function β : R+×
R+ → R and a class K function γ such that, for each
input u ∈ L∞loc and each x0 ∈ Rn, the following inequality
holds

‖x(t)‖ 6 β(‖x0‖, t) + ess sup
s∈[0,t]

γ(‖∆(s)‖), ∀t > 0.

where x(t) is the solution of the system (1) satisfying
x(0) = x0. The function γ is called a nonlinear asymp-
totic gain.

Definition 10 Consider the system ẋ = f(t, x). A com-
pact set K ⊂ Rn is:

• stable if for any neighborhood U of K, there exists a
neighborhood V of K such that for any x0 ∈ V , any
maximal solution x(t) with x(0) = x0 is defined for all
t > 0 and verifies x(t) ∈ U for all t > 0;

• locally attractive if there exists a neighborhood U of
K such that for any maximal solution x(t) such that
x(0) ∈ U , then x(t) is defined for all t > 0 and x(t)→
K when t→ +∞; the domain of attraction of a locally
attractive set is the biggest setU for which the preceding
point hold;

• globally attractive if it is locally attractive and if its
domain of attraction is Rn;

• locally (resp. globally) asymptotically stable if it is sta-
ble and locally (resp. globally) attractive w.r.t. the sys-
tem (1) ;

• unstable if it is not stable.

2 Problem statement

Let us consider the following nonlinear system:

ẋ = f(x, u, d) (2)

where x ∈ Rn is the state, f : Rn × Rm × Rp 7→ Rn a
continuous function, u : Rn 7→ Rm a continuous static
feedback such that the origin is a globally asymptoti-
cally stable equilibrium of the closed-loop system ẋ =

f(x, u(x), 0), and d : t 7→ d(t) ∈ Rp indicates the per-
turbation, which is supposed essentially bounded. Since
in networked communication, the state information is
only updated at discrete time instants, we consider a se-
quence of sampling times (tk)k∈N such that t0 = 0, and
a maximum sampling period h > 0 and

0 < tk+1 − tk 6 h. (3)

Due to the sampling, the control is now uSD(t) =
u(x(tk)) for all t ∈ [tk, tk+1) (sample and hold). The
system can therefore be rewritten under the following
form

ẋ(t) = f(x(t), u(x(tk)), d(t)) t ∈ [tk, tk+1). (4)

Our aim in this paper is to study the influence of both
the sampling and the external perturbation, acting si-
multaneously, on the stability of our nominal system.
Given the aforementioned robustness properties of ho-
mogeneous systems, we will focus ourselves on systems
which exhibit a suitable homogeneity property.

Assumption 11 There exist a matrix A ∈ Rn×n and a
matrix A ∈ Rp×p such that −A and −A are Hurwitz and
a degree κ < 0 such that

f(eAsx, u(eAsz), eAsd) = eκseAsf(x, u(z), d)

for all x, z ∈ Rn, d ∈ Rp and all s ∈ R.

Remark 12 It is worth noting that, in practice, this as-
sumption is always verified as long as the nominal sys-
tem is homogeneous. Indeed, the effects of a disturbance
d on the nominal system are often written under the form
f(x, u) + d. For such a disturbance, with a homogeneous
f , Assumption 11 always holds with Ā = A+ κI. More-
over, in practice, the control u itself shows homogeneity
properties like u(eAsx) = eĀsu(x) for a given Ā matrix.
In this situation, Assumption 11 would also hold for a
disturbed system written as f(x, u+ d).

In the next section, we will show that, under Assumption
11, practical stability is achieved.

3 Main result

We will first prove a technical lemma.

Lemma 13 Let ν an Euler field on Rn and N a ν-
homogeneous norm and S = {x ∈ Rn : N(x) = 1}. We
consider the functions:

h : c ∈ R+ 7→ inf{N(z) : ∃y ∈ S, N(y − z) 6 c},
h : c ∈ R+ 7→ sup{N(z) : ∃y ∈ S, N(y − z) 6 c}.
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The functions h and h are continuous on R+, h is de-
creasing on [0, 1] and h is increasing on R+. Furthermore,
h(0) = h(0) = 1, h(c) = 0 if c > 1 and lim

+∞
h = +∞.

Proof. Let us consider c ∈ R+ and (cn)n>0 a sequence
of reals in R+ converging to c.

1) We denote Ec = {z ∈ Rn|∃y ∈ S, N(y − z) 6 c}.
We have Ec = S+{x ∈ Rn, N(x) 6 c}. As N is a homo-
geneous norm, S and {x ∈ Rn, N(x) 6 c} are compact,
so Ec is compact.

2) By compactness, there exists a z ∈ Ec such that
N(z) = h(c). By definition of Ec, there exists y ∈ S such
that N(y − z) 6 c. Suppose that there exists a y ∈ S
such that N(y− z) < c. By continuity of N , there exists
ε > 0 such that B(z, ε) is included in Ec, where B(z, ε)
refers the euclidian ball of centre z and radius ε. Let us
consider, for t ∈ R, the curve t 7→ Φt(z), with Φ the flow
of ν. So for small values of t < 0 , Φt(z) ∈ B(z, ε) ⊂ Ec.
But N(Φt(z)) = etN(z) < N(z) = h(c) which is contra-
dictory as Φt(z) belongs to Ec. We deduce that for all
z ∈ Ec such that N(z) = h(c) and for all y ∈ S, we have
N(y − z) > c.

3) Since Ec is compact, there exists z ∈ Ec such that
h(c) = N(z) and then y ∈ S such that N(y − z) = c,
according to point 2). Let us note zn = y−Φln(cn/c)(y−
z). We have

N(y − zn) = N(Φln(cn/c)(y − z)) =
cn
c
N(y − z) = cn

so zn ∈ Ecn so h(cn) 6 N(zn). Furthermore, the
sequence (zn)n>0 converges to z so by continuity
(N(zn))n>0 converges to N(z) = h(c). We deduce that:

lim sup
n→+∞

h(cn) 6 lim sup
n→+∞

N(zn) = h(c).

4) Let (zn)n>0 a sequence of vectors such that zn ∈
Ecn for all n and N(zn) = h(cn). As h is bounded on
R+ and non increasing, we have h(1) = 0 6 h(c) 6
h(0) = 1 for all c ∈ R+, so (h(cn))n>0 is bounded. So
we can extract from (cn)n>0 a sub-sequence, denoted
(cnk)k>0, in such a way that (h(cnk))k>0 converges to
a limit ` ∈ [0, 1]. As the sequence (cn)n>0 converges, it
is bounded by a positive constant cmax. Moreover, for
all n, zn belongs to Ecn ⊂ Ecmax which is compact, we
can extract a convergent sub-sequence (zn)n>0, noted
(znp)p>0, with limit z∗. For each zn, there exists yn ∈
S such that N(yn − zn) = cn. As S is compact, we
extract from (ynp)p>0 a convergent sub-sequence, noted
(ynq )q>0, which converges to y∗ ∈ S. By going to the
limit, we haveN(y∗−z∗) = c, so z∗ ∈ Ec. Thus, it yields

h(c) 6 N(z∗) = lim
k→+∞

N(znk) = lim
k→+∞

h(cnk) = `.

Since this inequality is true for any accumulation point
` of the sequence (h(cn))n>0, we conclude that h(c) 6
lim inf
n→+∞

h(cn), which with point 3) proves the continu-

ity.

5) h is clearly non increasing. Let us show that it is
decreasing. Suppose that it exists c1 and c2 verifying
0 6 c1 < c2 6 1 such that h(c1) = h(c2). This means
that it exists y1 and y2 ∈ S and z1 ∈ Ec1 , z2 ∈ Ec2 such
that N(y1 − z1) = c1 and N(y2 − z2) = c2 from points
1) and 2). Since Ec1 ⊂ Ec2 then z1 ∈ Ec2 . From point
2), since y1 ∈ S, then N(y1 − z1) > c2, which implies
c1 > c2, that is a contradiction.

Similarly, we can show that the function h defined by

h : c ∈ R+ 7→ sup{N(z) : ∃y ∈ S, N(y − z) ≤ c},

is continuous and increasing on [0, 1].

We can now state the main result of this paper.

Theorem 14 Assume that the sampled system (4)
is such that the sampling times satisfy (3) and As-
sumption 11 holds. Consider N any ν-homogeneous
norm and N any ν-homogeneous norm. Then there
exist constants c1 > 0, c2 > 0 such that the set

B =
{
x ∈ Rn |N(x) 6 c1h

− 1
κ + c2dmax

}
is globally

asymptotically stable w.r.t. the system (2), where
dmax = ess sup

t∈R+

N(d(t)).

Proof. The proof is organized in different parts. First,
three preliminaries allow us to construct several con-
stants that will be instrumental in the sequel of the
proof. Then, we proceed to the main part of the proof,
itself divided in six steps. In the first five steps, we show
that the state of the system eventually reaches the set
{x ∈ Rn : N(x) ≤ C1h

− 1
κ +C2dmax}, where C1 and C2

are positive constants. Finally, the last step concludes
the proof by showing set stability.

Let us denote V a ν-homogeneous smooth Lyapunov
function of degree µ > 0 with κ + µ > 0 of the asymp-
totically stable closed-loop system ẋ = f(x, u(x), 0),
whose existence is provided by Theorem 8. Thereafter,

we fix a ν-homogeneous norm N defined by N = V
1
µ

and we denote S = {x ∈ Rn : N(x) = 1} and ∆(t) =
x(tk)− x(t) = xk − x(t). We will prove the theorem for
this particular homogeneous norm; the result for any ho-
mogeneous norm is then straightforward from Proposi-
tion 7. Let us define a = −sup

z∈S
dzV f(z, u(z), 0), which is

positive since V is a Lyapunov function for the system
ẋ = f(x, u(x), 0), and b = sup

z∈S
||dzV ||.
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Preliminary 1 : There exists ε > 0 such that if t ∈
[tk, tk+1) verifies N(∆(t)) < εN(x(t)), then

dx(t)V f(x(t), u(xk), 0) < −a
2
V (x(t))

κ+µ
µ .

Indeed, let us fix t ∈ [tk, tk+1) such that x(t) 6= 0. For the
sake of clarity, we will write x instead of x(t). Consider
s ∈ R such that N(x) = es and denote x̃ = e−Asx and

∆̃ = e−As∆(t). Note that N(x̃) = 1. By homogeneity of
V and f , we have

dxV f(x, u(xk), 0) = dxV f(x, u(x+ ∆(t)), 0)

= e(κ+µ)sdx̃V f(x̃, u(x̃+ ∆̃), 0).

The function δ ∈ Rn 7→ sup
z∈S

dzV f(z, u(z + δ), 0) is con-

tinuous, since V is C1, f is continuous and S is compact.
If δ = 0, we have sup

z∈S
dzV f(z, u(z), 0) = −a < 0. So by

continuity, there exists ε > 0 such that for all ∆̃ verify-

ing N(∆̃) < ε:

dx̃V f(x̃, u(x̃+ ∆̃), 0) < −a
2
.

Since es = N(x), N(∆̃) < ε is equivalent to N(∆) <
εN(x). Therefore, if this condition is satisfied, we have:

e(κ+µ)sdx̃V f(x̃, u(x̃+ ∆̃), 0) < −a
2
e(κ+µ)s

which leads to the announced inequality.

Preliminary 2 : Consider the functions h and h de-

fined in Lemma 13 and define c∗(α) = min{h−1(1 −
α), h

−1
(1 + α)}. Then there exists α∗ ∈ (0, 1) such that

c∗(α∗) < (1− α∗)ε, where ε is defined in Preliminary 1.

Let us first show that the function c∗ is well-defined
on (0, 1). Fix α ∈ (0, 1). The function h is continu-
ous and decreasing from [0, 1] to [0, 1], so is bijective
and h−1 is continuous and decreasing from [0, 1] onto
[0, 1]. Similarly, h is an increasing function from [0,+∞[

to [1,+∞[, so h
−1

is well-defined, continuous and in-
creasing from [1,+∞[ onto [0,+∞[. Therefore, c∗(α) =

min{h−1(1−α), h
−1

(1+α)} exists, belongs to [0, 1] and
verifies:

1− α 6 h(c∗(α)) 6 h(c∗(α)) 6 1 + α.

Since lim
x→0+

h(x) = 1+ we have lim
y→1+

h−1(y) = 0+, so

lim
α→0+

h−1(1−α) = 0+. Similarly, lim
α→0+

h
−1

(1+α) = 0+.

Hence lim
α→0+

c∗(α)
1−α = 0 and we can select an α∗ ∈ (0, 1)

such that c∗(α∗) < (1− α∗)ε.

Preliminary 3 : There exists η > 0 such that, ifN(d̃) 6

η then sup
(x̃,x̃k)∈C

||f(x̃, u(x̃k), d̃) − f(x̃, u(x̃k), 0)|| < a
4b ,

where

C = S ×N−1

([
1

1 + α∗
,

1

1− α∗

])
. (5)

Since C is compact, the function:

d̃ 7→ sup
(x̃,x̃k)∈C

||f(x̃, u(x̃k), d̃)− f(x̃, u(x̃k), 0)||

is continuous. Moreover, this function vanishes for d̃ = 0.
The claim follows.

We shall now proceed to the main part of the proof. Let
us define, for r > 0:

Kr = S ×N−1([0, c∗(α∗)])×N−1
([0, r]),

g(r) = sup
(x̃k,∆̃,d̃)∈Kr

|d
∆̃
V f(x̃k − ∆̃, u(x̃k), d̃)|,

C1 =

(
c∗(α∗)µ

g((1− α∗)η)

) 1
κ

and C2 =
1

(1− α∗)η
.

Step 1 : If N(xk) > C1h
− 1
κ + C2dmax then

N(∆(t)) 6 c∗(α∗)N(xk) ∀t ∈ [tk, tk+1).

Indeed, Kr is compact for any r > 0 and g is a non de-
creasing function. A direct rewriting yields ∆̇ = −f(xk−
∆, u(xk), d). Let us denote t∗ = inf{t > tk : N(∆(t)) >
c∗(α∗)N(xk)}. For all t in [tk, t

∗], we have N(∆(t)) 6
c∗(α∗)N(xk). Moreover, N(∆(tk)) = 0 < c∗(α∗)N(xk),
thus t∗ > tk. Consider s ∈ R such that es = N(xk), and

denote, for t ∈ [tk, t
∗], x̃k = e−Asxk, ∆̃(t) = e−As∆(t)

and d̃(t) = e−Asd(t). Note that N(x̃k) = 1. By homo-

geneity, we have N(∆̃(t)) 6 c∗(α∗) and N(d̃) 6 dmax
N(xk) .
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Now a direct computation gives:

V (∆(t∗)) =

∫ t∗

tk

−d∆(τ)V f(xk −∆(τ), u(xk), d(τ)) dτ

=

∫ t∗

tk

−e(µ+κ)sd
∆̃(τ)

V f(x̃k − ∆̃(τ), u(x̃k), d̃(τ)) dτ

6 (t∗ − tk)e(µ+κ)s

× sup
t∈[tk,t∗]

|d
∆̃(t)

V f(x̃k − ∆̃(t), u(x̃k), d̃(t))|

6 (t∗ − tk)e(µ+κ)s

× sup
(x̃k,∆̃,d̃)∈K dmax

N(xk)

|d
∆̃
V f(x̃k − ∆̃, u(x̃k), d̃)|

6 (t∗ − tk)N(xk)κ+µg

(
dmax
N(xk)

)
.

SinceN(xk) > C2dmax = dmax

(1−α∗)η , then we have dmax

N(xk) 6
(1− α∗)η and therefore, since g is non decreasing :

V (∆(t∗)) 6 (t∗ − tk)N(xk)µ+κg((1− α∗)η).

By continuity of V , we have V (∆(t∗)) = c∗(α∗)µN(xk)µ.
Hence c∗(α∗)µN(xk)µ 6 (t∗−tk)N(xk)µ+κg((1−α∗)η),
that is

t∗ − tk >
c∗(α∗)µ

N(xk)κg((1− α∗)η)
.

Now, the condition N(xk) > C1h
−1/κ rewrites

c∗(α∗)µ

N(xk)κg((1−α∗)η) > h and we get t∗ > tk+1. Hence,

for all t ∈ [tk, tk+1), we have N(∆(t)) 6 c∗(α∗)N(xk)
which concludes Step 1.

Step 2 : If N(xk) > C1h
− 1
κ + C2dmax, then for all

t ∈ [tk, tk+1), we have (1 − α∗)N(xk) 6 N(x) 6
(1 + α∗)N(xk).

We saw in Step 1 that if N(xk) > C1h
− 1
κ + C2dmax,

then it leads to

N(xk − x(t)) 6 c∗(α∗)N(xk) ∀t ∈ [tk, tk+1). (6)

Denoting es = N(xk), x̃k = e−Asxk and x̃(t) =
e−Asx(t), this is equivalent to

N(x̃k − x̃) 6 c∗(α∗) ∀t ∈ [tk, tk+1).

So according to the definition of α∗, c∗, h and h, we get

1− α∗ 6 h(c∗(α∗)) 6 N(x̃) 6 h(c∗(α∗)) 6 1 + α∗

and then

(1− α∗)N(xk) 6 N(x) 6 (1 + α∗)N(xk). (7)

Step 3 : If N(xk) > C1h
− 1
κ + C2dmax then for all t ∈

[tk, tk+1) we have

|dxV f(x, u(xk), d)− dxV f(x, u(xk), 0)|6 a

4
V (x)

κ+µ
µ .

Assume that N(xk) > C1h
− 1
κ +C2dmax. Denoting es =

N(x), x̃k = e−Asxk, x̃ = e−Asx and d̃ = e−Asd, we have

|dxV f(x, u(xk), d)− dxV f(x, u(xk), 0)|
= e(κ+µ)s|d

x̃
V [f(x̃, u(x̃k), d̃)− f(x̃, u(x̃k), 0)]|

6 e(κ+µ)sb sup
(x̃,x̃k)∈C

‖f(x̃, u(x̃k), d̃)− f(x̃, u(x̃k), 0)‖

From Step 2, we obtain

1

1 + α∗
6 N(x̃k) 6

1

1− α∗
∀t ∈ [tk, tk+1)

and then, given that C2 = 1
η(1−α∗) , N(d) ≤ dmax ≤

η(1 − α∗)N(xk) ≤ ηN(x), or equivalently, N(d̃) ≤ η.

But, according to Preliminary 3, if N(d̃) 6 η then we

have sup
(x̃,x̃k)∈C

‖f(x̃, u(x̃k), d̃)− f(x̃, u(x̃k), 0)‖ < a
4b . Not-

ing that es = N(x) = V (x)
1
µ , this yields

|dxV f(x, u(xk), d)− dxV f(x, u(xk), 0)|6 a

4
V (x)

κ+µ
µ .

Step 4 : If N(xk) > C1h
− 1
κ + C2dmax then it leads to

dxV f(x, u(xk), d) < −a
4
V (x)

κ+µ
µ ∀t ∈ [tk, tk+1). (8)

Using consecutively the results from Step 1, Step 2 and
Preliminary 2, we get N(∆) ≤ εN(x). Then from Pre-
liminary 1 we get

dxV f(x, u(xk), 0) < −a
2
V (x)

κ+µ
µ ∀t ∈ [tk, tk+1). (9)

Writing

dxV f(x, u(xk), d) = dxV f(x, u(xk), 0)

+ dxV f(x, u(xk), d)− dxV f(x, u(xk), 0)

we get (8) from Step 3 and (9).

Step 5 : If N(xk) < R = C1h
− 1
κ +C2dmax, there exists

ω0 > 0 such that N(x(t)) 6 (1 + ω0)
1
µR, for all t ∈

[tk, tk+1).
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Denote, for ω ≥ 0:

θ(ω) = (1 + ω)
κ+µ
µ sup

(x̃,x̃k,d̃)∈Mω

|d
x̃
V f(x̃, u(x̃k), d̃)|,

whereMω =
{

(x̃, x̃k, d̃) ∈ Rn × Rn × Rp|V (x̃) 6 1,

V (x̃k) 6 1
1+ω , N(d̃) 6 dmax

R(1+ω)
1
µ

}
, and ϕ(ω) = ω/θ(ω).

Given that θ(ω) > 0 for any ω ≥ 0, ϕ is well-defined.

Moreover, ϕ(0) = 0 and ϕ(ω) ∼
+∞

1
ξω
− κµ , where ξ =

sup
V (x̃)61

|d
x̃
V f(x̃, u(0), 0)|> 0. But −κ/µ > 0 and we con-

clude that ϕ(ω)→ +∞ when ω → +∞. Since ϕ is con-
tinuous, this proves that there exists ω0 > 0 such that
ϕ(ω0) = hRκ, i.e. ω0

θ(ω0) = hRκ.

Denote t∗ = inf{t > tk, V (x(t)) > (1 + ω0)Rµ} > tk.
Therefore, for all t ∈ [tk, t

∗], we have V (x(t)) 6 (1 +
ω0)Rµ and

V (x(t∗)) = V (xk) +

∫ t∗

tk

dxV f(x, u(xk), d) dt

6Rµ + (t∗ − tk) sup
t∈[tk,t∗]

|dxV f(x, u(xk), d)|.

Denote s = ln[(1+ω)Rµ]
µ , x̃k = e−Asxk, x̃ = e−Asx and

d̃ = e−Asd. Note that we have V (x̃) 6 1, V (x̃k) 6 1
(1+ω)

and N(d̃) 6 dmax

R(1+ω)
1
µ
. We get

V (x(t∗)) 6 Rµ + (t∗ − tk)e(κ+µ)s

× sup
(x̃,x̃k,d̃)∈Mω0

|d
x̃
V f(x̃, u(x̃k), d̃)|.

Since e(κ+µ)s = Rκ+µ(1 + ω0)
κ+µ
µ , we have

V (x(t∗)) 6Rµ + (t∗ − tk)Rκ+µθ(ω0)

6Rµ + (t∗ − tk)Rµ
ω0

h

6Rµ
(

1 +
t∗ − tk
h

ω0

)
.

By continuity of V , we get V (x(t∗)) = (1 + ω0)Rµ and
thus h 6 t∗−tk, i.e. t∗ ≥ tk+1.Finally, ifN(xk) < R then
we obtain for all t ∈ [tk, tk+1), V (x(t)) 6 (1 +ω0)Rµ, or

equivalently N(x(t)) 6 (1 + ω0)
1
µR.

Step 6 : Conclusion

Let us consider B = {x ∈ Rn|N(x) 6 (1 + ω0)
1
µR} and

select t ≥ 0. There exists k ∈ N such that t ∈ [tk, tk+1).
Denote xk = x(tk). If N(xk) ≥ R, then from Step 4 we

have dxV f(x, u(xk), d) < −a4V (x)
κ+µ
µ . If N(xk) < R,

then from Step 5 we obtain N(x(t)) 6 (1 +ω0)
1
µR. This

shows that B is positively invariant and then that it is
globally asymptotically stable. This concludes the proof

by taking c1 = (1 + ω0)
1
µC1 and c2 = (1 + ω0)

1
µC2.

Remark 15 Theorem 14 is a result about practical sta-
bility. Indeed, the result implies:

lim sup
t→+∞

N(x(t)) 6 c1h
− 1
κ + c2dmax,

which says that, ultimately, the state of the system reaches
a (homogeneous) ball around the origin which size is de-

termined by c1h
− 1
κ + c2dmax. The smaller the sampling

step and the maximum disturbance, the closer the system
will get to the origin.

Remark 16 Only mere continuity is assumed on the
system in Theorem 14, meaning it can be applied when
the system is not Lipschitz continuous.

In practice, the constants c1 and c2 given by Theorem 11
are very hard to compute; however, they can be numeri-
cally estimated (see Section 4).

We considered a system perturbed by two phenomena:
an endogenous disturbance, namely the effects of the
sampling, alongside an exogenous disturbance called d.
We notice that the effects of each disturbance can be
analyzed separately and their conjugated effect is not
bigger than the sum of both. This is surprising given
that the vector field f is only supposed continuous and
homogeneous and may present high non-linearities.

Theorem 14 is another illustration of the robustness
properties of homogeneous systems. It was already
known [22],[27] that homogeneous systems were robust
with respect to both external disturbances and the ef-
fects of sampling when these perturbations were applied
separately; Theorem 14 shows that homogeneous sys-
tems are robust with respect to both applied together.

Another consequence of the main result is that, when
sampling a disturbed homogeneous system, increasing
the sampling frequency has diminishing returns. Indeed,
when the maximum sampling interval h is small, the
size of the practical convergence zone is already basically
c2dmax.

4 Simulations

In this section, we would like to illustrate the theoreti-
cal result of the paper with a simple academic example
and show how it is possible to numerically estimate the
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constants c1 and c2 given by theorem 14. We consider
the following controlled system:{

ẋ1 = x2

ẋ2 = u+ d(t)
(10)

with (x1, x2) being the state of the system, u its control
and d(t) an external disturbance, verifying |d(t)| ≤ dmax

for a given dmax > 0. The selected control is :

u(x1, x2) = −k1bx1e
1
3 − k2bx2e

1
2 , (11)

where k1, k2 > 0 are positive gains. Control laws of this
type have been widely used in the literature (for instance
[14,27]). Remark that, with this control law, the system
is not Lipschitz continuous. The closed loop system (10)–
(11) with d(t) = 0 is well-known to be homogeneous
of degree −0.5 with respect to A = diag(1.5, 1) as well
as being finite-time stable, see [14, Proposition 8.1]. Let
us check Assumption 11. Indeed, taking Ā = (0.5) and
denoting f(x, u, d) the right-hand side of (10), we get

f(eAsx, u(eAsz), eĀsd)

=

(
esx2

−k1be1.5sz1e
1
3 − k2besz2e

1
2 + es/2d

)

=

(
esx2

es/2(−k1bz1e
1
3 − k2bz2e

1
2 + d)

)
= e−s/2eAsf(x, u(z), d).

Hence, a direct application of Theorem 14 shows that,
under a periodic sampling given by tk = kh, with h > 0,
the disturbed sampled system is practically stable.

0 10 20 30 40 50 60 70 80
time(s)

-10

0

10

x 1

0 10 20 30 40 50 60 70 80
time(s)

0

5

10

x 2

0 10 20 30 40 50 60 70 80
time(s)

0

10

N
(x

)

Fig. 1. Time evolution of the state x of (10) and N(x) for
h = 0.1s and h = 2s for a constant external disturbance
dmax = 10.

Figure 1 shows the time evolution of the state of the
system (10) and the time evolution of the homogeneous

norm N(x) = |x1|
2
3 + |x2| in two different cases by vary-

ing the sampling rate. For the black curves, the sampling
rate is h = 0.1s, and for the red curves h = 2s. In both
cases the external disturbance is dmax = 10. Firstly,
Figure 1 shows that the practical stability is reached as
expected. Then, we observe that the size of the practical
convergence set increases as h becomes larger.

In Figure 2, we focus on the influence of the external
disturbance. The black curves shows the evolution of
the state of the system and the homogeneous norm in
the case of dmax = 1 and the red curves in the case
of dmax = 81, with a constant sampling rate h = 2s.
As expected, the practical convergence set increases as
dmax becomes larger. However, we notice that a small
increase of the sampling rate has a great influence on the
size of the practical convergence set. On the other side,
a large increase of the disturbance has a tiny influence
on the size of the practical convergence set.
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Fig. 2. Time evolution of the state x of (10) and N(x) for
dmax = 1 and dmax = 81 for a constant sampling rate h = 2s

Figures 3 and 4 respectively show the influence of the
sampling rate h and of the maximum allowed distur-
bance dmax on the asymptotic behavior of the system
then the other parameter is fixed. Considering the homo-
geneous norm N(x1, x2) = |x1|

2
3 + |x2|, we estimate the

maximum value of N(x1, x2) when the state has reached
the practical stability set. To do this, the system is sim-
ulated for a duration of 200 time periods and the up-
per norm is estimated by taking the maximum value of
N(x1, x2) over the last 50 time periods. The operation is
repeated for 100 different initial values, and the final up-
per norm is given by the maximum of them. We see that
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Fig. 3. Evolution of the upper norm N(x) for system (10)
depending on the sampling rate h for a fixed dmax = 10
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Fig. 4. Evolution of the upper norm N(x) for system (10) de-
pending on the external disturbance dmax for a fixed h = 0.5s

the curves have the expected shape: a parabola in Fig.
3, a straight line in Fig. 4. The blue curves are computed
with a least squares method to separately estimate the
coefficients c1 and c2.

To get a more precise estimation of the coefficients c1
and c2, the whole process is performed for a set of values
for h (from 0.1 to 3.1 by step 0.2) and for dmax (from 1
to 501 by step 50) varying independently. All the com-
puted values are then used to numerically estimate the
coefficients c1 and c2 of Theorem 14 by a least squares
method. The obtained numerical values are c1 = 2.3667
and c2 = 0.079. They confirm the results obtained in
Figures 1 and 2: the influence of the sampling rate on
the size of the practical convergence set is much greater
than the external disturbance one.

Conclusion

In this paper, we proved that a negative degree homo-
geneous controlled system achieves practical stability
when it is simultaneously subject to an external distur-
bance and to a sampling of its control law. Similarly to
the case of a sampled-data system, as in [15], where the
convergence area is only function of the sampling step,
here it is function of both the sampling step and the
maximum allowed disturbance. Moreover, the two dis-
turbances overlap but do not interfere with each other
and act separately.

In future works, we plan to relax the assumption of con-
tinuity of the system in order to apply it to more general
frameworks such as Sliding Mode Control.
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