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Reactive crystallization: from mixing to control of kinetics by
additives

Sébastien Teycheng*, Isaac Rodriguez-Ruiz', Raj Kumar Ramamoorthy?'
YLaboratoire de Génie Chimique, Université de ToalCNRS, INP, INSA, UPS Toulouse, France.

°FR FERMAT, Université de Toulouse, CNRS, INP, INSS, Toulouse France .

The study of the mechanisms laying underneath iveactystallization is a key subject in a myriadnatural and industrial processes. Here,
control on particle nucleation and growth are actopics of research, in which important advaneesh®e highlighted within the last years.
While novel mechanisms for crystal nucleation hbgen recently unveiled, the effects of reagent mgixirocess and timescales on them,
together with the effect of impurities and/or atl@is present during the reaction, still lack ofdamental comprehension. This work intends
to provide a general view on the latest advancedenoa the critical parameters involved in reactiwgstallization processes: nucleation,
fast and efficient mixing and use of additives.

1. Introduction

Reactive crystallization is at the core of numerpharmaceutical, chemical, biological and indukpi@cesses. In this latter case, it is a
particularly active research subject for novel loydetallurgical processes associated to materialgcliag in urban mines, such as the
recycling of permanent magnets, LED light souraes i@chargeable batteries [2], and also to thechegyof catalysts from industry or the
recovery of lanthanides and actinides on nucleatevaeatment [2, 3]. Beyond a simple purificatéoml separation step, the main objective
of crystallization and precipitation processesoiptoduce a controlled population of crystals inmiz of (among other parameters) crystal
structure, crystal habit/aspect ratio (shape), disg&ibution, physical and chemical quality (pwritomposition in case of co-crystals),
porosity, etc. This wide range of properties tocbetrolled are dependent on the coupling betweerhyldrodynamics of the reactor (from
both macroscopic and microscopic point of views)] the complex physico-chemical processes resperfsibthe formation of crystals, in
which other molecules and/or by-products might feived. In this regard, the control, not only de tpreviously mentioned product
properties, but also on crystal nucleation kinetiecomes essential for the selective recoverypwofpounds in complex fluid media [2, 4],
avoiding undesired by-product precipitation alorithvmain products, or forming unwanted solid deposs in pipelines, heat exchangers
and reactors.

The design, the understanding, and the controlrefetive crystallization process usually rely drage diagrams. These phase diagrams are
used to represent the frontiers between each eduith phases, but also, in case of crystals, betweetastable phases like polymorphs,
solvates, amorphous and liquid phases, etc., asnatidn of reaction variables (reagent/solvent/édgli concentration, pressure,
temperature). Though, it is widely known that najgbrium (i.e. dynamic) constraints, would detémm the crystallization pathway,
which critically influences the final crystal praties [5]. Indeed, the recent works of of P. VekjlJ De Yoreo H. Coelfen, and D. Gebauer
research groups (discussed in the following ses}idmve experimentally proved that non-equilibritmermediate phases play a vital role
on determining crystallization routes. However,hiitthe dynamic constraints favouring the formatwnnon-equilibrium phases, and thus
affecting crystallization routes, two critical facs are frequently overlooked: it is of high im@orte to consider reagent mixing process and
their time and length scales, and also the actieohanisms of additives or impurities, which carallycand dynamically modify reagent-
reagent and solvent-reagent interactions.

This paper aims to provide a global vision of thesicritical parameters or mechanisms that comeattive crystallization processes:
nucleation, fast and efficient mixing and additivd$e current state of the art on the subject isr@agched from the basis of the
understanding of crystallization mechanisms toitffleence of mixing, and of the presence of adésivon the control of both nucleation
and crystal growth.

2. Classical and non-classical nucleation

Reactive crystallization is a particular case oftforder phase transition. Even if the basic fpies on which first-order phase transitions
are founded were laid down almost 150 years agy, dhe not yet well understood. These principlesdavelopments are nowadays framed
within the so-called Classical Nucleation TheonN{Q [6]. Despite its well-known limitations on trguantitative description of certain
experimental observations, CNT is widely utilizedgdrocess engineering as an empirical modellingj toith an undeniable qualitative
predicting value. Indeed, although CNT has beeantg challenged by novel experimental observatiatisnore recent alternative theories
and proposed nucleation mechanisms remain on thigative, and sometimes merely conceptual, expantal description, and up to date
CNT represents the only quantitative theoretical parameterable nucleation framework.



The possible existence of thermodynamically mekdestatates is a characteristic feature of the-éirder phase transitions, and also the
cause of multi-stage systems occurrence, whichbgiliscussed below. Here, a multi-stage systefefined by the formation of transient
metastable phases, eventually transforming intcertttermodynamically stable ones. Physically, thidue to the threshold character of the
nucleation rate dependence on the supersaturaffimm a practical and classical point of viewsifound that phase metastability is lost at
a certain critical supersaturatiofy). at which the energy barrier is already small ediog nucleation to occur at an observable ratéadt,
the determination off. is among the first problems addressed by the CaMif it can additionally be obtained experimentglj
Accordingly, Alimi et al. [7] determined a decresgiactivation energy for calcium sulfate dehydgtipitation  (from 71 to 51 kJ.md)

as a function of the increase in supersaturatiogegfrom 2.5 to 11). Additionally, precipitatiorc@urring via metastable intermediate
phases in multi-stage systems, or in the presehadditives or impurities requires lower activatienergies to precipitate than the direct
precipitation of more thermodynamically stable orlesthis regard, an illustrative model system fiaunlti-stage precipitation is calcium
carbonate. Energies of 69 kJ.ndB] and 66 + 2 kJ.mot [9] have been reported for vaterite-mediated systg46 kJ.mal in presence of
additives [10]), while 155 kJ.mdl have been reported for pure calcite [11], decneath 45+ 7 kJ.mol™ for the heterogeneous calcium
carbonate nucleation on quartz [12]. HowevBI. represents a kinetic limit of metastability, &ssisensitive to the concrete kinetics of
nucleation and growth of the new phase, and t@éntcular experimental technique used to detexbtiset of the nucleation process [6].

Multi-stage systems are often present in reactyséess located far from thermodynamic equilibriura. @u -4y, ), where the reagents
diffusion times are in the same order of magnitadethe phase transition kinetics, and very locpesaturation conditions favours the
appearance of different metastable phases. Inctiigext, more and more evidences nowadays indaltgenative routes for nucleation,
which cannot be explained with a straightforwarasslical interpretation. Besides, the observatioprefnucleation dense liquid clusters
formation, leading to a two-step nucleation mectranhas been reported [13, 14]. These two-step i@stalh) mechanisms have to be
differentiated from the multi-stage classical methims already described, as long as the molec@asifications taking place would
remain as a part of the mother phase, and thusl cmilbe defined as a nucleating phpsese Indeed, CNT states that crystal nucleation
from solution occurs when a sufficiently large dgnfluctuation (that is, a cluster that has reathecritical size) pushes the system over a
free-energy barrier. In this sense, the two-stephaeisms described by Vekilov and co-workers cauortgkerstood from a classical point of
view as nucleation events taking place in metastilolal densifications of the molecular populatjomBich generate a local supersaturation
increase, reducing the bulk free energy and thweriag the barrier for nucleation. These densificat become more stable than the free
molecules in solution and thus when occurring, eatbn cannot take place by the single thermodyograth described by CNT [15].
Analogously to these reported observations for oraotecular systems, the existence of liquid preamsrbave also been observed in ionic
compounds for which reactive crystallization systdead to the quick onset of high supersaturatiand,also for poorly soluble salts. This
latter is the case for calcium carbonate [16, &/l more recently, liquid precursors have beenruobdefor rare earths oxalate reactive
precipitation systems [18]. Indeed, the formatidtiquid precursors is explained by either a birladiemixing or spinodal decomposition.
Figure 1F, depicts two different phase diagram#h wi without a spinodal region, combining the thedynamic nature of solubility curves
and phase equilibrium with the existence of dynapfienomena [1]. On this graphical example we casemde that the binodal line marks
the metastable (thus implicitly considering thestatce of an energy barrier) coexistence of thid sold the liquid phase under a given set
of conditions, where the spinodal line depictsgiae of unstability where nucleation proceeds imasrierless manner. For a more detailed
description of liquid-liquid phase separation reytee invite the readers to address the works ofi&®jalvo et al. [19] and Gebauer et al.
[20].

In both previously mentioned ionic systems in wHiglid precursors have been observed [16-18]Jithued-liquid separation observations
are consistent with a binodal rather than a spihazlae, being this first phase separation antiatsre example of a classical nucleation
pathway for phase transition, prior to the appeagasf the solid phase. In fact, the existence pfaper spinodal decomposition from the
onset of supersaturation to the formation of ateiijse phase has been debated [21, 22], and theradtion of liquid-liquid separation on
systems in which supersaturation is increased gidiL7], points to a binodal separation. Out leé discussion about liquid-liquid phase
separation mechanisms, a subsequent crystallizepiode after the formation of a liquid precursdngs a more complex and dynamic
multi-stage crystallization route, where two or mphases would temporary coexist in a non-equilibrsystem. A good example for that is
the case of calcium carbonate system, where thalifoirmation of a liquid phase gives rise to fhemation of different amorphous phases,
which eventually transform into more stable calcicembonate crystalline phases [23]. Actually, mféephase transition may not induce the
formation of the most thermodynamically stable ghaghen it is also possible that a metastable phsears in the supersaturated old one.
This led to the formulation of the so-call€kstwald’s Rule of StagesAccording to this rule/if the supersaturated state has been
spontaneously removed then, instead of a solidephédsch under the given conditions is thermodynatyistable, a less stable phase will
be formed[24]. Abundant multi-stage systems of very différeature can be found in literature, from metal§[20 ice [26], proteins [27],
fatty acids [28] or polymers [29], among many othéihen the direct formation of the thermodynanhycatable phase is not possible,
overall crystallization becomes a two-stage practss formation of the stable phase (second staggjeceded by the appearance of the
metastable one (first stage). Experimentally, wiiethese crystallization routes should be consitlasea classical multi-stage mechanism
in a multi-phase system, or a “less classical” irai#ép phase transition, would depend on obsexagpability to spot if the appearing solid
phase is born within the bulk of the first nuclegtiphase, or independently in the bulk of the nmosindution, where the Ostwald’s rule
would apply. In this regard, it has been propoded pre-nucleation clusters have little impact orcleation rates, and that amorphous
phases formed prior to or during crystal nucleatiom not the stable products of nucleation anchatebserved to act as precursors to the
crystalline phase [30[These observations have been attributed to kiigtifzavoured multistage pathways resulting fromrerte driving
forces typically used in experiments, and thus toomulti-step nucleation mechanisms. Besides, @etiglethe possible nucleation and
growth of a stable phase within the metastableroakes the kinetics of formation of the first (amparformation kinetics in this case)



depend on those of the second. Considering a niafescale, whereas instantaneous equilibrium isidered by the CNT, there are two
rate-limiting phenomena involved in the apparemtriation kinetics of the more stable phase: firay aolvent-mediated phase transition
would be a diffusion-rate limited process, whilethé same time these apparent kinetics would atsaffected by the formation and
dissolution rate of the precursor phase. Hence apiparent kinetics will be governed by the slowesthanism, and the possibility of
experimentally spotting the precursor metastablesphtherefore having a sufficiently long lifetimkbowing for its observation), would
depend on the apparent nucleation and growth kmefithe more stable phase. As an example of appformation kinetics involving two
different multi-stage systems, Figure 2 illustrajethe metastable precipitation of calcium carlierteexahydrate (crystalline ikaite), firstly
detected as a transient precursor for calcite pitation at normal P and T [31] (Figure 2a to 2&d ii) the solvent-mediated phase
transition, from a liquid precursor to the crystedl product for the cerium oxalate reactive preatn system in acidic media (Figure 2i —
2j) [18].

Additionally to the previously discussed multi-stzand multi-step routes for crystallization, anotimechanism of particle stabilization and
growth have also been observed to occur by coliggregation in stable pre-nucleation clusters [8R-Bhese observations have also been
recently reported for ionic systems such as calaiarbonate, and they are being today in the spbttifhot scientific discussions [20, 35].
These pre-nucleation clusters appear to be themawodigally stable species, and thus from the CNThtpai view they are considered as
intermediate metastable phases trapped in a minifreenenergy pit [15]. Thus they are not considereducleation precursors, however
they can be orders of magnitude more abundantchiical nuclei [35]. But besides the discussionwend their classical or non-classical
nature, pre-nucleation clusters have been repootée chain-like structures, resembling highly dyialiquid-like structures, which as a
function of supersaturation, can develop highereegof coordination [36]. These formations wouldrgually lead to the formation of a
novel phase of highly hydrated liquid nano-droplepproximating a binodal route [20, 37], which Erassociated with condensation
toward solid-state phase appears to be based on aggregation/coalescence mechanism to form ladgeplets and a subsequent
dehydration [16].

Noticeably, there is more and more evidence ofdleeof liquid precursors on the precipitation efy different crystallizing systems, either
salts [18, 36], drug molecules [38] or macromolesulwhere its existence and study were first reddit3, 33, 39]. However, it becomes
clear that there is no single pathway to the clystéastate, and the thermodynamically favoured wilestrongly depend on the dynamics

and the energy landscape of each system (Figuublisped by De Yoreo and coworkers [1]). While slaal mechanisms can be observed
in systems close to thermodynamic equilibrium andiccontrolled environments [30, 40], nucleationdiable clusters can be kinetically
dominated [16, 20]. Moreover, particle growth caltoiv non-classical routes, such as by orientedegggion of clusters or nanocrystalline
particles, leading to the formation of mesocrysiallassemblies [41, 42]. There is therefore nolsipégture, and just as different phase-
change mechanisms might occur among different mgstearious different mechanisms can be involved isingle system, from the

nucleation of a first phase, to subsequent tramsitito various solid phases (multi-stage nucleptias a function of the energy of the

system.
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* Figure 1. Nucleation pathways for different freemgy landscapes from De Yoreo and coworkers 201R@printed with permission from AAAS.

At this point, the observation of possible differefuster formation mechanisms must be framed liigger picture, and observed from an
energy point of view, in order to bring out theldoling question: can different cluster formationananisms being explained in a single
theoretical framework, as a function of the enevfyhe system? Some conceptual attempts have bade to bridge the gap among the
existing classical and non-classical (from the paifiview of single monomer attachment to form thew phase) theories [30, 43].
However, and owing to the previously defined unknswthis question remains unanswered to date, taisdciucial to understand how
systems free energy affects the work for clustemédgion and thus potentially the nucleation pattavabhe difference between Gibbs
energy in the initial phase (equilibrium sta®),, and at the formation of the new phaSg., that is4G = Gyq — Ghew Can be proposed as a
thermodynamic quantity describing if the initiahtgt is close or far from equilibrium. By means qf €) we can easily define this Gibbs



energy differential as a function dfi, by which we can also define the boundaries withigiven phase is considered metastable. These
boundaries outline a range of supersaturation®sed|betweerdp = 0, at equilibrium, and the thermodynamic linfineetastability, where
GibbsAG second derivative is zero. The locus of thesetpamknown as the spinodal curve. For any statdsnthis curve, there is no
energy barrier for nucleation, and thus, infiniteslly small density fluctuations will lead to phasgparation via spinodal decomposition.
Therefore, we can conceive a linear thermodynamaach in the neighbourhood of the equilibriura, whendp reaches small values,
and a completely non-linear situation whémn widely overpasses a critical valdg. and gets to its thermodynamic limit. At this poitiite

boundaries of linearity, and the nucleation pattsrayaddition to their description at limift values are still ill-defined.
a)

bonate reactive pitation in a 400 pL droplet
containing 100 mM CaCl2 and 100 mM Na2CO3: (a)ts; a viscous sol is first formed (arrow); (b)1&min; (c) t = 20 min; (d) t =
80 min; (e) t = 112 min; a calcite crystal nuclsaié) t = 115 min, the depletion area surroundhmgcrystal starts to increase; (g) t =
118 min, growth of calcite crystal consumes moshefsolute coming from the dissolution of the fikaite particles composing the sol;
(h) t =120 min, the growth of calcite stops feweds after complete dissolution of the sol paticAdapted with permission from
[31]. Copyright (2014) American Chemical Sociedyj)iAnalogous solvent-mediated phase transitioseoked from a liquid precursor
for the cerium oxalate reactive precipitation syste acidic media. Adapted from [18] with permigsfoom the Royal Society of
Chemistry

3. Mixing

When two miscible fluids meet, they homogenizertieentent: this phenomenon is called mixing. Treseyic term includes a number of
processes that involve different spatial and temipgrales. In 1958, Danckwerts [44] was the firstliscuss about the influence of mixing
on precipitation and reactions. Indeed, for chehmeactions which characteristic times are shdftan the mixing times, or in the same
order of magnitude, the latter have a significaté ion the path followed by the precipitation réattand thus consequently on the yield,
purity and physical quality of the produced susp@nsThe mixing time is the time needed to achiawertain degree of homogeneity of a
tracer (typically a fluorescent dye or a coloranty vessel. For instance in the case of a binaxyune of two miscible compound A and B,

the quality of mixing can be deduced from the istgnof segregation by the following expression][44

_(@-¢» - Eql
o(1-¢)

Whereg is the average (expected) volume fraction of camploA in B andg is the measured value of the volume fraction eermgipoint
and time. The average can be take either over gpaeestirred vessel) or time in a continuous. (ube) crystallizer. The values bfange
from O for a uniform mixing at molecular scale tavhen segregation is complete (no mixing). Fromagmscopic point of view, the bulk
mixing time (macromixing) is the time required théve a uniform concentration in the entire vessgim a microscopic point of view, it
is the time to evenly distribute material in a arar region of the vessel. In the case of reactiystallization, if the reaction occurs before
the complete homogenization of reagent concentrsitio the reactor (i.e. when the concentration igracbf each reactant in the vessel is
non-zero), it will take place in fluid regions maseless rich in certain elements, in which theessaturation levels may be very different.



This generally results in the formation of crystaisdifferent nature (crystallization of impuritie®rmation of polymorphs) or with non-
homogeneous size distributions (correlated to tiiliigion of residence time in the reactor).

Turbulent mixing process in stirred vessels is gahedivided into two main length-scales (Figude the macro- and micro-mixing. Macro-
mixing corresponds to the homogenization of corregiohs at the macroscopic scale and reflects tistemce of residence time
distributions within the reactor. Micro-mixing regeto the homogenization of concentrations at tierascopic or molecular level. At this
scale, the mixing is carried out by molecular difin and is accelerated by the convective viscoosass that creates a sheet structure and
thus increases the exchange surface between tddyers. The link between these two mixing preessoccurring at very different scales
is ensured by an intermediate-scale mechanisnm#samixing (or turbulent dispersion). This phenoareis, for instance, responsible for
the formation of a fluid plume when injecting ageat into an agitated tank.

J. Baldyga [45] classified reactive-crystallizat@s instantaneousy>>tg), fast gw~tg) or slow gu<<tr) wherety is one of the mixing time
(macro, meso or micro) ang is the reaction time. For an “instantaneous”, maxgontrolled reaction (i.e. forr much smaller than any
mixing time scale) but withy>te, the influence of molecular diffusion on teation can be neglected. However, whgste, the
viscous-convective micromixing (engulfment) affeptecipitation. Usuallyzn<<tg, thus mixing affects precipitation mainly throutite
nucleation step.
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« Figure 3. Turbulent mixing mechanism across varitme and length scales. The macromixing time,beadefined as the time to
circulate the tank content once, it depends ortethle volume (V) and on the stirrer geometbg) and its rotational spedds. The
mesoscale mixing usually occurs at the vicinitytaf feed solution, its time scale depends on tegirfg rate (Q..) the mean velocity
close to the feed tubedy and the turbulent energy dissipatieh @t small length scale (i.e. length scale sméten the Kolmogorov
length scale Ax = v#/e3) mixing is driven by the mechanism of viscous-certive deformation of fluid elements, followed by
molecular diffusion (micromixing). Its time scalepends on the fluid viscosity and the turbulerrgy dissipation.

The analysis based on mixing time scale are ongyl us first approximation, for scale-up purpose éaample, precise spatial and time
scales of turbulence are extracted from computatifinid dynamics (CFD) simulation results. Vicumag. [46], Batdyga et al. [47] found
satisfactory agreement between the experimentaltsesf a reactive mixing process in a semi-bataiesl-tank reactor and an engulfment
model as well as a CFD-based approach. More rgcdl et al.[48] have developed a coupled CFD — Population igaaquation model
that incorporate, mixing, reaction nucleation, gifowcoagulation and Ostwald ripening. Their modakvable to predict Sihanoparticle
sizes over a wide range of operating condition®ferature, mixing intensity and solvents). In additthey found that, in order to predict



(without any adjustable parameter) the nanoparsite distribution for the syntheses performed lavaged temperature, the solvent
evaporation rate becomes a critical factor. Indéleel,solvent evaporation significantly reduces c¢hgical radius of the Oswald ripening

process. For more detailed information on coup@iP and population balance models, we suggestettiew of D. Ramkrishna [49] and

the references [50-53]. The timescale analysigafstrreactive crystallization processes showsttiatimiting phenomenon is micromixing.

As in stirred batch crystallizers the mixing timanoot be as low as few hundreds of millisecondsramixers have been particularly
designed to overcome this issue. In addition, theeye been used for the study of fast nucleatioetkis or to achieve a higher control on
the continuous production of nano and micropadicle

Within the framework of the discussed timescaldyais the mixing time scales in turbulent flows aelevant as long as the crystal size is
much smaller than the smallest characteristic lesgale of the flow structures (the Kolmogorov kngcale). As the crystal size becomes
of the order of the Kolmogorov scale, mixing tinoale should take into account the flow modulatigrihe presence of the dispersed phase,
that depends in a complex way on the size, inerih concentration of the dispersed phase [54,T8f.modulation of mixing properties
may come into play in the estimation of the crygrawth rate at the latest stage of crystallizatmmy in case the volume concentration of
crystals is larger than 1%. Moreover, the mixingdscales as presented here assume the solvenivieriin. Yet, in some conditions,
especially if polymer additives are present at higincentration or in case strong electrostatic lsémus takes place between charged
surfaces, the solution might behave locally asszoselastic medium. Studies considering visco+eldastbulence have shown that the
energy spectrum is changed compared to Newtonigasflas the energy of small eddies is reducedevthit of large eddies is increased
[56]. This suggests an increase of the micromitimg scale, and a decrease of the macromixing one.

A micromixer usually consists of several inlet mpa mixing chamber and an outlet pipe. The chariatit dimensions of these mixers are
in the order of few tens of microns to few millimes. As the volume of the mixing chamber is veryaintompared to those of
conventional reactors, they dissipate a very laag®unt of energy per unit volume and thereforevall very good control of the
micromixing times. In addition, as the size of thxing element are usually small, the flow in sagvices is mainly laminar.

The energy dissipation per mass unit of fluid at Reynolds number calculated from a Hagen-Poisefldiv is proportional to the product

of pressure drop by the volumetric flow rate as{57]
QAP  32vu? . Eq2
€E=—=

pV d?
Whereu,, is the mean velocity] the diameter of the channél,the volumetric flow rate, antl P the pressure drop.

Falk and Commenge [57] propose a theoretical exfmedor the mixing time in micromixet,,;,, defined as:

b= 9P sape) * Eq.3

mix 8Pe .
In their paper, Falk and Commenge [57] compare pirformance of different types of micromixersiirowo criteria : the ratio between
the mixing time, divided by the square of the chamastic flow dimension, vs. the Reynolds numbgggre .a). It can be observed that, at
low Reynolds number, mixing is purely diffusive, evbas at higher Reynolds values, no matter the ¢ypaixer, the mixing time is
correctly predicted by Eqg. 3. The mixing time wéaompared to dissipation power for several nmixers. The Figure .b shows that the
mixing time is inversely proportional to the squaoet of the energy dissipation. From this analysican be stated that the dissipation
energy is the only relevant parameter for desigamefficient mixer.
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« Figure 4 (a) Comparison of different micromixerstig of the mixing time, divided by the square loé tharacteristic flow dimension,
versus the Reynolds number. (b) Influence of thergetic mixing efficiency: Evolution of the mixintme in different micromixers
versus the specific power dissipati®eproduced from Falk et akith permission from Elsevier [57].

However, this analysis based on dissipation engiggs only a rough estimation of the mixing effiudg in micromixers. The geometry of
the mixing chamber also plays a very important iol¢he optimization of mixing time. Complex geomies$ create temporal secondary
flows in a laminar flow regime, promoting mixingdasubstantially differing from those observed imrstl tank configurations. This is the
case, for instance, for the pair of vortices getest at the junction of a T-mixer[58], and for thean vortices created in curved [59] or in
sharp [60] microchannels.

Based on these physical concepts of micromixingjde range of microfluidic micromixers has been eleped during the last ten years
[61-71]. The operation principles of the microfligianixers are mainly based on fluid stretch, fotgibreakup, and molecular diffusion. The
reviews of Hessel et al. [61] and of Nguyen [72]ega general overview of the mixers developed falp On chip and pTAS applications.
In very few studies, some researchers have usee thierofluidic systems for production purposese $mall size of these microreactors
ensures that thermal and chemical homogeneity iataiaed throughout the entire reactor, leadingvel-controlled reaction conditions
[73, 74]. Until now, the applications of microfluddreactors remain dedicated to niche productiomgnodemand production of high added
value chemicals [75-77].

Among all the relevant micromixer designs availaisiethe literature, two types of micromixers aregveat interest for studying fast

nucleation events. These mixers can achieve ctattfelhomogeneous mixing of reactant in millisecamdsub-millisecond time frames

before significant interactions, reactions or phi@assition can occur. For instance, these miciditumixers (Figure 5) combinea T or Y

shaped pre-mixers followed by a butterfly struct#®] or a zigzag channel [79]. Such low mixing ¢ésn allows the experimentalist to

instantaneously reach specific point in the phaagrdm without any influence of the pathway takerrgach it. These mixers are thus
promising tools to characterize possible nucleatidgarmediate states existing in the microsecondetwond time scale, which could be
characterized by electron paramagnetic resonamnoéear magnetic resonance, X-ray scattering, iaf@nd Raman spectroscopy, or cryo-
electron microscopy techniques.

However, these microfluidic mixers could hardly ised for mass production mainly due on the one hanthe lack of scale-up studies
based on numbering-up, but also, on the other haerhuse they have been originally designed toatpeit low flowrates for analytical
studies for which valuable reagent quantities eméeéd. For reactive precipitation, confined impimg jet mixers (T-mixers, Y mixers and
vortex mixers) are preferentially used at lab staiealso for industrial production of micro or warystals. Hartridge Roughton or Multi-
Inlet Vortex Mixers (MIVM) promotes the rotation dustretch of the fluids in the mixing chamber, wdees T-mixers are essentially based
on turbulent mixing. These mixers have been praeele very efficient in organic [80-83], oxides amiixed oxides [84-86], and salt
nanopatrticles production [53, 87, 88]. Schwarzeale{53, 89] have shown how the supersaturatiagidfup influences the patrticle size
distribution. They also demonstrated that the plarsize distribution become self-similar when tihbdulent flow in the mixing channel is
fully developed. Similarly, Wei et al. [84] haveropared the synthesis of magnetite nanoparticldsnpeed in batch, T-mixers and MIVM.
They found that the MIVM appears to be the mostiefit way of producing magnetite nanopatrticlesmpared to other synthesis methods,
MIVM allows for the production of highly monodisgged and pure magnetite nanoparticles. In additiompared to T or Y-mixers, thanks
to its tangential inlet geometry, MIVM allows usiddferent flow rates for each inlet, with a floate ratio up to 1 to 5.
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* Figure 5 Examples of submillisecond micromixers@asign and configuration of the butterfly mixerdavielocity vectors at different
planes normal to the flow path of the first butierhixing element. The velocity vectors showed &wplution of the secondary flow
patterns (vortices) inside the mixer channel. @l}iBle residence time distribution E(t) and F{tjree mixer outlet. Submillisecond mean
residence time was achieved at high flow ratesp5€). (c) Design and configuration of the zigzagxen Simulation and fluorescent
experiment results of the zigzag mixer at a flote raf 10 pL/s. (b) Mixing efficiency as a functiofivarious total flow rates (the dead
time of the mixer was estimated to be 16 ps abwa fate of 10uL/s). Adapted from [64,65], with péssion from Elsevier.

In addition, Fu et al. [90] have developed a satigknanoprecipitation technique by combining tWdVM. This technique allows
continuous production of a micelle-based tempfatégwed by an in-situ formation of mesoporouscsilinanoparticules. They have shown
that the parameters of the resulting nanoparticslash as silica shell thickness and inner cavity, £an be easily controlled by tuning the
compositions of the reactant streams and that thg thaded nanoparicules present excellent pra@gsesuch as high storage stability,
prolonged release time and high drug encapsulaffatiency.

3.1. Influence of Mixing on nucleation: beyond classical nucleation framework?

All the studies above presented and the analysifnoa and length scale of mixing are mainly focassa how fast a homogeneous
supersaturated solution can be created. All thegeens neglect the influence of mixing, and moreciipally the influence of the
mechanical stress, thus generated, on nucleatioce $he work of Mullin et al. [91], it is well kman that the nucleation rate follows a non-
monotonic behaviour with the mixing rate, or thebtent dissipation energy (see fig. 3 in the azfs turbulent flow in a stirred reactor or
eq. 3 for a laminar flow in tubes). Based on nuabeaexperiments performed for a large number etteblytes solutions for different
mixing rates, they demonstrated that the nucleatiteincreases with the increase of the agitatpmed, reaches a maximum, and decreases
again. More recently, this behaviour has also lieend for the crystallization of organic molecuirrganic solvent in stirred reactors [92-
94]. In totally different flow conditions, for inmhce when the reactants are confined in dropletsesauthors have observed the same non-
monotonic dependence of the nucleation rate wighatfjitation rate or the droplet speed in the cAggateins [95] and organic molecules
[96] crystallization. Even if their results showaththe nucleation kinetics strongly depends orfltlié dynamic conditions in the system, no
definitive relation between shear rate and nuadeatate was found. This lack of understanding imipalue to the complexity of the flow,
either in stirred reactors or in flowing dropleEorsyth et al. [97] have performed nucleation expents in a Taylor-Couette flow cell,
which allows to precisely control and to compute #hear stress imposed to the solution, coupled twibidimetry measurements and
image analysis to detect nucleation. They foundtti@induction times for nucleation of aqueousilg solutions are, first, much lower in
sheared than those in non-sheared solutions. Sgctinely found that the induction time of a sheasetlition scales with the characteristic



time y,,A™! : the higher the shear rate, the lower the indactimes are. In previous studies on glycine antli solutions, the authors
have shown, by means of dynamic light scatteringSDexperiments, the existence of liquid-like cérstthat are responsible of glycine and
vanillin nucleation. Consequently, to explain tlationship between nucleation rates and shear tta¢eauthors have performed DLS
experiments on sheared and non-sheared solutibey.fave found that the size of the liquid-likestérs, supposed to be precursors of the
glycine crystal nucleation, increases with the éase of the shear rate. The increases in sizetheught to be due to the aggregation or
coalescence of glycine mesoscale clusters. Asein firevious study [98] on glycine nucleation, threported that glycine-rich mesoscale
clusters of around 250 nm diameter with liquid-lipperties exist in aqueous glycine solutions.s€herere not thought to be directly
involved in productive crystal nucleation, but ababalesce to larger clusters to give access tora napid nucleation pathway. Then the
proposed nucleation pathway in this system includesoscale clusters, where primary nucleation ieerfikely to happen within larger
cluster. However, even if this proposed mechansnuite interesting, there is, at the moment, ndysthat proves the conversion of small
nanoscale clusters to larger nanoscale clusters)eéasuring the evolution of the size and /or theceantration of the mesoscale clusters in
solution while sheared. In addition, no direct atsaBon of the conversion of liquid-like mesoscelasters into crystals has been reported
for these systems, and the real formation mechaofghe crystals is still unknown.

To explain the influence of the shear rate on ratma, the authors of the study above presented faussed on non-classical nucleation,
in which nucleation proceed via a liquid-liquid gharansition or mediated by mesoscale intermeglidtewever, the influence of the shear
rate on nucleation can also be explained by claksiacleation theory. Allen et al. [99] have penfi@d numerical simulations of a
nucleating system under shear rate, using a 2@ tsiodel. Even if their model is very simple andrat capture the whole complexity of
nucleation, this paper provides a fundamental wstdeding of the influence of the shear rate oneatwn. They explained the observed
decrease in the nucleation rate for large sheaes mie to shear-mediated breakup of the growingtestsl (mainly due to its elongation),
while the increase of the nucleation rate is dughar-induced clusters coalescence as well detor-induced cluster growth by increasing
its surface roughness. The authors conclude tleatdhtributions of shear-enhanced cluster coalescand shear-enhanced cluster growth
appear to be of the same order of magnitude. Sigilslura and Zaccone [100], proposed a theoretieselopment, based on the CNT, by
coupling the master equations describing the nsdemmation by addition molecules to a subcritidaister with an analytical solution to
the governing Smoluchowski diffusion-advection dtra Their model also takes into account the éffeficshear-induced mechanical
deformation of the cluster. Using their approatieytfound complementary conclusions: at low shatest the nucleation rate increases
with shear rate, because of the increase in adgettinsport rate towards the nucleus. As the slagaiincreases further, the increase in the
elastic energy of the strained nucleus becomes amatenore important, which increases the nucleati@rgy barrier.

4, Influence of additivesin reactive crystallization

In reactive crystallization, additives can be addedeither enhance or inhibit a reaction [101-1@8H to control the final particle
morphology [104-106]. Therefore, investigating tbke of additives on a reactive crystallizatiorcmes as essential as the control of other
synthesis parameters (e.g.: concentration, tempetapH) [107]. Here, the word additive stands dow foreign substance added to a
reaction in minor quantities to alter a chemicalcteon. The incorporation of such foreign substarzan modify the precipitation routes in
different ways:(a) altering the atomic and molecwdructure arrangement of precursors (crystalpomorphs) [108], (b) modulating
crystal shape [105], and (c) guiding and stabiizine formation of nanoparticles [109, 110], othseareaching larger sizes or undergoing
aggregation. In this regard, several studies cafolned in the literature on the study of additiedfects on crystallization [111]. In these
cases, both precursor and final crystal have beesidered to have the same composition, and growatiels have been extensively
described on the basis of both theoretical and rexpatal aspects [111]. However, taking into acdatine more recent observation of
various intermediate precursor phases (as mentionéte section 2.2) [1], it can be expected thaditives would interact with them,
potentially modifying the crystallization routesoisequently, it can be argued that additives Mt#iranot only crystal growth mechanisms
[112, 113], but also the thermodynamic and kineipects associated to the structure and composititre nucleation precursors during
reactive crystallization.

In order to facilitate the comprehension of thelgsia of additive effects on nucleation and cryggawth made here below, table 1 intends
to summarize the main works discussed along theiose Understanding additives role during reactivestallization, would not only
provide a better knowledge on crystallization medsras, but it will enable us to unravel various stiens of very different nature, which
still remain unanswered, such as (i) how crystion happens under geological conditions [114), ihich are the dissolution-
precipitation mechanisms for cements [115], (iijj)h@re and unstable polymorphs emerge along aatiigation process [116],and (iv)how
to control the final morphology of nanoparticles fliverse applications of interest [117].

Table 1. Summary of the main works discussed about theenfte of additives in reactive crystallisation

Reference Precipitating System Nature of the additive Main effect M echanism
. Poly(acrylamide), Inhibition of nucleation and growth o .
Nicoleau et al[115] Gypsum . . Kinetics-based mechanism
Poly(acrylicacid), ... processes at various stages

. . . . Decrease in growth kinetics as a function of .
Rabizadeh et al. [118] Gypsum Alkali and alkalinetah ions o . . Not discussed
jonic strength and ion concentration

Bots et al. [119] Calcium carbonate Sodium sulfate Adsorption of [SQ]* on facets retards the Multi-stage growth process



Fdez.-Diaz et al. [120] Calcium carbonate Sodiutfaga

Gebauer et al. [121] Calcium carbonate Poly(acagicl) and more

Tong etal. [122] Calcium carbonate L-aspartidaci
Shen et al. [123] Calcium carbonate Collagen
Ruiz-Agudo et al.[124] Calcium oxalate Trisodiurtraie

. Calcium pyrophosphate .
Ley-Ngardigal et al. [125] Metal ions

dihydrate

Iron(ll1) oxide polyasparti . .
Scheck et al. [126] id Polyaspartic acid
aci

Yietal. [127] Sodium yttrium fluoride

P. H. Hsu [116] Pseudo-boehmite Sodium chloride

growth process

Increases the solubility of the stable phase

Inhibition of nucleation and growth
processes at various stages

Formation of a meta-stable phase

Faomaif new crystal facets
Stabilization of different intermediate state

Formation of a less stable phase

Promotes phase transformation

Ethyleneadhine tetra acetic acid Tuning the final size of nanoparticles

Phase formation promoted due to the
solvation of added salt

Dissolution-recrystallization
process

Multi-step growth process

Growth- and fusion-limited

aggregation mechanism
Not discussed
Multi-step pathway

Natudised

Itifstep precipitation process
Not discasse

Not discussed

4.1. Madification of thermodynamic and kinetic parameters

In the case of ionic systems, if spontaneous iotienas exist with ions, one would expect that add# could be incorporated into crystal
nuclei, inducing a decrease in their interfaciatrgy and lower the activation barrier. As a resaltreduction in induction times for
nucleation would be expected, according to the CNd@wever, on the thermodynamic side, the chandeem energy barrierAG’) of a
system to form a nucleus must be higher in presehes additive than in the additive-free systen®@) [7]. Therefore, from a classical
point of view, any possible formation of stable leii@along with the additive is thermodynamicallyed out [114]. In this sense, Nicoleau et
al. [115] found that as they increased the coneéntr of additive, the induction time for gypsunctaation increased due to the enhanced
interfacial energy. After nucleation, on the basisCNT, the growth process could be inhibited by twutes: (i) The incorporation of
additive impedes the ion-ion interactions and delitas the forming object and (ii) Strong inteiaos between additive and ions and/or
high additive concentration can lead to the stadiion of intermediate mesophases or coacervatstead of final crystals [114]. In
contrast, in the framework of “non-classical” preleation clusters, weaker ion-additive interactiamsl/or low additive concentration
would guide to final crystals. The favoured theryramic pathways in presence of various possibleyssers are summarized in Figure 6
[114]. However, several questions remain unanswebedthe additive incorporated nuclei have a higinee energy than supersaturated
solution? Is. However, there are several questibatsstill remain unanswered: Have the additiveiporated nuclei a higher free energy
than supersaturated solution? Are the existengeeshucleation clusters, together with a weakegrattion between additive and ions, the
limiting factors to reaching the final crystals?t& above mechanism valid for all solution-growystals, or limited to a particular crystal

family (e. g: ionic crystals, metals, organic molles...)?
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* Figure 6. Schematic illustration proposed by D. &edy [114] of crystal nucleation with the ions athé pre-nucleation cluster
pathways. The top and middle pathways show thenpial effect of ions or prenucleation cluster gud&m on impurity or additive. The
top pathway show that in case of high concentratibadditives and/or strong ion-additive interagipthe formation of crystal is

inhibited. Reproduced from Ref [114].

On the other hand, Nicoleau et al. [115] have shbwrtomparing the solution / nucleus interfaciadpsrties (obtained by CNT and by
wetting measurements), that pure thermodynamicgretation of nucleation retardation is contradigtdndeed, all the inhibitors used in



their study should instead favour nucleation byddng the energetic barrier for the formation & thritical nucleus. The authors deduced
that their experimental results were consistenh witkinetics-based mechanism, in which the polyenigtibitor reduces the attachment
frequency of monomers, within the framework of C{¥ihd acting on the pre-exponential factor of theleation law). They also analysed

their data assuming a multistep (prenucleationtetasliquid-like state amorphous, or highly hyédhparticles) nucleation pathway. In this
context, they propose that the polymer preventspeeies from aggregating or reorganising. Consgty¢he presence of additive lowers

the probability of forming stable crystal seeds] #mus decreases the rate of crystal nucleatioa.grbwth of clusters in solution can be
limited by either reaction or integration in angiig cluster (reaction-limited cluster growth), lopg-range diffusion, by aggregation and
coalescence of larger units (preformed structufesshown, in figure 7, for gypsum, in any casks,gresence of polymer inhibitor, hinders
either diffusion, aggregation or fusion of the prsors, and in this way increases their kinetisigégnce in solution.
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« Figure 7. Nucleation pathway of Gypsum proposetliizpleau et al. [115]. (a) pure solution (b) wittidétive. Cluster are formed either
by aggregation of monomer (CNT) or by aggregaticodlescence of pre associated entities (non-cklssicleation pathway). The
collision probability and efficiency are reducedthg presence of the polymer; the live time of roolar entities in solution is increased
as well as the induction time for crystal nucleatiBeprinted from [115], with permission from Elgav

4.2. Additivesasinhibitorsor promoters

Additives can directly or indirectly promote or ibh reactive precipitation. However, while the exff of additives as inhibitors has been
profusely reported in literature [117], reports ceming promoters are very scarce [116, 117]. kample, the effect of alkali ions on the
kinetics of calcium sulfate dihydrate crystals viagestigated using turbidity measurements [118]ictviis one of the most widely used
techniques to determine nucleation/precipitatiorekics [117]. Turbidity was monitored as a functafrreaction time to investigate the role
of cations of different size on nucleation. It vadsserved that the higher the ionic strength, trenger the affinity towards the Cag@nd

in turn, the higher the product solubility. As @ul, nucleation and growth are inhibited by thespnce of alkali ions, which delay the
solvation of cations.

In another study, the influence of J$&, on the crystallization of calcium carbonate waansined using X-ray scattering [119]. Again, both
nucleation and growth rates were observed to dgerigapresence of the sulphate fFQnolecules. However, the reductions in rates were
not attributed to the incorporation of [§® molecules in the growing nuclei, but to the abedrf5Q]* on growing faces which “poisoned”
the vaterite spherulites surface. In this regafrdggregation or growth of particles is to be preed, a stabilizing agent is generally
required. D’Addio and Prud’homme [83] rapidly mixadsing a MIVM mixer, a dissolved solute and sialbi amphiphilic polymer with

an antisolvent to create a high supersaturatiompting the formation of nanoparticles. The “poisagfi of the nanoparticles’ surfaces by
adsorbed amphiphilic polymer uniformly stops grovithproduce nanoparticles with narrow particle siistributions.

The ability to promote the nucleation of a crygphlase has been inferred in two different systemsniegns of XRD and turbidity
measurements: pseudo-boehmite [116] and iron(kljlepolyaspartic acid [126]. In the first case §l1a large excess of NaCl was
incorporated to the system, enhancing the solvaifdine salt at the cost of aluminium hydroxide(@#)s) dehydration. As a result, the
nucleation of pseudo-boehmite phase(AIO(OH)) wasdaed with respect to the nucleation of Al(@QHn the second case [126], the
interaction mechanisms between polyaspartic acilrslrolysed olation prenucleation clusters werseobed by titration of the iron(lll)
(oxyhydr)oxide formation. It was observed that thesteractions facilitate the formation of oxo-lg#d compounds and leads to the
formation of iron(lll) oxide-polyaspartic acids. &imechanisms for inhibition or promotion have besported on very few (CaS0CaCQ)
systems. A better understanding would require @itenthis study to other materials. In additionhest characterization techniques are
required to prove in-situ the promotion/inhibitiomechanisms. Using Raman spectroscopy, we can @sarious interactions between



precursors and additives during a course of reactiy tracking the intensity and position variatiohspecific Raman vibrations [128].
Similarly, using X-ray absorption spectroscopy (¥ABis possible to follow the evolution of the daition state(s) for metals and their
corresponding local environment in presence oftaddi, during a reaction [129].

4.3. Effect of additives on particlesmorphology and crystal structure

As mentioned above, the use of additives duringa&tive crystallization, can not only modulate ¢newth rates but it can also tune and
dictate final particles morphologies [105] and taysstructure (polymorph selection) [121, 130]. $hwsing additives in reactive
crystallization would open the way to the contrblaowide range of crystal morphologies (hexagonahes, wires, etc.). This becomes
particularly advantageous in various scenarios sashparticle filtration [131], selective dissolutid132], luminescent labelling
[127].Various effects of additives on particle moofpgies are discussed in literature: GuangshuetYal. [127] demonstrated that the
diameter of spherical NaYFcrystals can be varied from 37 to 166 nm by thditamh of ethylene diamine tetra acetic acid (EDTA)
However, the mechanisms by which EDTA is affecipagticle growth are not explained. The role of blatkaline earth metal ions on the
morphology of calcium sulfate dihydrate (gypsunystals has also been examined [118]. Here, addeiviere found to absorb on the
crystals high surface energy regions thus enharttiaggrowth in the perpendicular direction. Witte timcreasing ionic strength of the
media, gypsum crystals developed a higher aspgotwih either almost same or reduced width. lheotstudies, the effect of additives on
the particle morphologies and structure has beesastigated in the case of biomaterials: namely aftiem carbonates, oxalates and
phosphates crystallization [110, 122-124, 133]. &ffect of collagen on the formation of CafWas investigated [123], finding that the
increase of collagen concentration induced the &tion of defects at edges (steps) and cornersgkiokthe crystals. Therefore, collagen
moves towards high affinity distorted (i.e., highface energy) regions and subsequently, it isrpmated into the sites, slowing down the
growth process in those directions. This resulthenformation of new crystal faces, thus modifythg crystal morphology. By increasing
concentrations of collagen, the shape of Ca@®ied from rhombohedral to spherulitic, throufle progressive thinning of crystal layer
thickness. In another work, the synthesis of Ca@®presence L-aspartic acid (L-ASP), was perfatfl?2], observing the progressive
transformation of calcite to meta-stable vateviféh the increase of L-ASP concentration. Above h@/ml of L-ASP, only vaterite
precipitates. In this study, the observed mechanigm ill-defined and the vaterite formation wasiltited to the high supersaturation
concentration of precursor. Other authors investijahe formation of calcium oxalate in presencdrisbdium citrate [124]. With the
increasing trisodium citrate concentration, theuittbn time for nucleation was enhanced. Furthdferént intermediate phases were
stabilized by the additive and consequently, delfpy@stponed the formation of successive intermedgdtase(s), as it has also been
observed for calcium phosphate systems [110], wlaetemplate effect mechanism has been suggestedpiain nanoparticle size
stabilization. Owing to the stabilized amorphousig#h the dissolution and re-precipitation scenafiamorphous phase leads to high
soluble meta-stable crystalline phase of calciuaitexcaoxite).

Fernandez-Diaz et al.[120] investigated the trimrsiof meta-stable vaterite into stable calcitepiasence of [S{F. At the initial times
(depending on [SgFconcentration: even up to several hours), the ad8@&4*stabilizes the meta-stable vaterite phase oversthiele
calcite phase. Further, the added additive inceetfs® solubility limit of the calcite and in turfavours the reaction towards the vaterite
formation. As a result, the majority of crystaltaibed were vaterite instead of calcite. Howevsrremction time progresses, the initially
formed vaterite crystals were transformed to caldior some cases (for instance, molar ratio’S{T0:)* = 1.62), this transformation was
reported to take up to 350 hrs. In addition, Leyahdigal et al. [125] have studied the influencevafious ionic additives on the
crystallization of triclinic calcium pyrophosphaléhydrate (t-CPPD). By combining, XRD and solidtst®-NMR, they found that, even if
the additives concentration were very low (traedl)the divalent ionic additives orient the crjitation calcium pyrophosphate from the
stable phase (t-CPPD) to the less stable phaseRRBT[134]. In the case of trivalent ions, crystalion was totally inhibited, and the
formation of a very long lived amorphous phase olatsined. In addition, in all cases, they also prthat this change in crystal structure is
induced by the incorporation of the additive in tingstal lattice.

5. Concluding remarks and open questions

This review focused on recent advances made fetterbcontrol of reactive crystallization processbanks to the progress made in three
areas: i) the understanding of fundamentals ofeatidn, ii) the control of precipitation kineticy the improvement of mixing efficiency,
and iii) the use of additives, either to contraiddics or to achieve desired particles propertiesrphological, structural). Yet, much more
remains to be done. Our understanding of the vesyihstants of fast nucleation events, whichusdar away from the thermodynamic
equilibrium, and in which disordered intermediati@#es are more likely to occur, is taking its fissgps. Indeed, most of the experimental
evidences that clearly show a “non-classical” natiten behaviour have been performed on relativielw siucleating systems, with time
scales ranging from few seconds (calcium carbortatéw hours or days (organic crystals or profgiosing stirred vessels or in static
conditions. Due to the low energy involved in thesecesses (in the range of féyT), and because the position and path in the phase
diagram are critical parameters, in some casesutdwnot be easy to determine up to which extezgeHindings could be a result of mixing
artefacts (in the sense of a non-homogeneous migading to a locally very high supersaturatior3JL Moreover, in the cases were
additives are involved in reactive crystallizatidheir effects on nucleation can hardly be expldingthout the presence of intermediate
transient precursors to crystalline nuclei formati@he existence and possible detection of theseupsors, already observed for very
different systems, and pointing out to liquid-liqubhase separations, is highly dependent on thwarhent of local supersaturation
maxima, and thus on mixing. While the authors waldde to suggest that this mechanism could be glerest to all reactive and most of



non-reactive crystallization systems, on the omehan all the studies here presented, mixing éffies not been considered even though its
relevance for the formation of transient precurssrisardly open to guestion. On the other handsmedevelopments have shown that the
presence of additives, even as trace, can origatatiization, but also they can be used for stzibiy mesophases or prenucleation clusters.
Taking into account that in the case of fast reactirystallization, non-classical routes are likedyoccur, we expect that this review will
highlight the importance of mixing and the impogerof additives for the control and for a bettedenstanding of reactive crystallization.

In this context, we are convinced that the abovetmored newly developed experimental setups basednizro- or millifluidic
technologies [18, 31, 136, 137], will provide etige methodologies, not only for studying nucleatibut also for production purposes by
multiple parallelization, in which a lot of effoitave to be done. Indeed as they allow for a prewiggrol on reactive crystallization
operating conditions by means of a perfect comtnoinass and heat transfer, and mixing, they cavigeg@ perfect environment for a better
understanding of reactive precipitation procesgeshe framework of non- classical nucleation), dadthe rationalization of the use of
additives. The combination of additives and micners, which can alter either the nucleation eergy landscape of nucleation, or the
dynamics of phase transition, will definitely cabtrte to the development of valuable methodolotiesrient or slow down the nucleation
processes. From this perspective, we are convitieegdhe work of Fu et al. [90] pave the wayloé use of combined micromixers for a
precise control on reactive crystallization witlsimb-millisecond to millisecond timescales. Couphéth powerful time-resolved analytical
techniques (SAXS, EXAF, XANES, High Energy XRD froen synchrotron source), these approaches will lslpo improve our
understanding of nucleation mechanisms, of theceffé additives or impurities on nucleation, andoato capture the structure and the
composition of the nucleation intermediates.
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