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Abstract

By revisiting the relationships between energy density and sound intensity, this paper presents
an energetic wave equation adapted for flat rooms such as open offices. We introduce the theory
of the stress-energy tensor in the two-dimensional case. We derive a two-dimensional linear,
second-order, hyperbolic equation that depends on few parameters such as mean free path, ab-
sorption and scattering coefficients. We solve it by a finite difference technique in the time
domain and compare the results with in situ measurements to find appropriate values of the
model parameters by an adjustment procedure. Results show fair agreement with measurements
in the case of diffusing open spaces.

Keywords: architectural acoustic, energy density, wave equation, scattering coefficient,
room acoustic modelling, in situ measurement, SoundField microphone.

1 Introduction
The first scientific treatment of room acoustics is generally credited to W.C Sabine, who, in 1894,
empirically derived the laws of reverberation when trying to improve the acoustics of the former
lecture theatre in the Fogg Art Museum at Harvard [1]. He discovered that sound energy decreases
exponentially with time, and that the logarithmic decay rate is directly proportional to the area
of absorbing materials present in the room. Later, he derived a theoretical model to explain his
experimental founding, basing it on the so-called diffuse field approximation: in steady state, sound
energy is uniformly distributed in a room, and flows in all directions isotropically.

With time, many researchers reported discrepancies between Sabine’s model and measurements.
Many of them attempted to improve Sabine’s reverberation theory, but strangely enough, very few
challenged the root of this theory, the diffuse field approximation, even though everyday experience
shows that energy is not uniformly distributed in real sound fields. Thus Bosquet [2] was able to
explain the paradox of absorption coefficients larger than unity by the non-uniform distribution of
energy; and ISO 14257:2001 standard [3] recommended to measure the energy decay with distance,
instead of the reverberation time, to characterize industrial halls, following a path laid a decade
before by several national regulations, such as the French one [4]. Ollendorff [5] was the first to
propose a model for a non-uniform distribution of sound energy in disproportionate rooms, but his
diffusion model escaped notice until it was rediscovered by Picaut et al. some 20 years later [6].
Beside the traditional absorption coefficient introduced by Sabine to characterize the materials on
the walls, the diffusion model introduces a diffusion coefficient within the room. But all attempts
to measure the diffusion coefficients have failed so far [7].

In order to overcome this difficulty, Dujourdy et al. [8] revisited the original derivation of the
diffusion equation by Morse and Feshbach [9]. They realized that, beside the usual conservation of
the total energy used by Bosquet, Morse and Ingard [10] introduced a second conservation equation,
the conservation of sound intensity, and combined the two equations in the covariant conservation of
a single tensor, the stress-energy tensor. Dujourdy et al. supplemented these conservation equations
by an energy and momentum balance on the walls that allowed them to introduce absorption and
scattering coefficients in the equations, the former being the usual absorption coefficient. They
transformed this system in a one-dimensional Telegraph equation involving energy only, and solved
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it by using a finite difference scheme. Results showed that only the smaller of the two absorption
and scattering coefficients pilots the time decay rate, allowing to evaluate them sequentially from
an initial guess: the smaller coefficient from the time decay curves; and the larger from the space
decay curves. The procedure permits the evaluation of locally varying absorption and scattering.

In the present paper, we apply the theory developed by Dujourdy et al. [8] for one-dimensional
spaces to two-dimensional spaces such as open offices. Integrating on the smallest dimension of
a flat room lets us obtain a two-dimensional equation well suited for spaces such as open offices.
After a short presentation of Sabine’s and Ollendorff-Picaut’s models (Sec. 2), we recall Dujourdy’s
model and develop it in the two-dimensional case, including the energy and momentum balance
on the floor and the ceiling (Sec. 3). We obtain a linear, second order, hyperbolic, differential
equation for the energy density, which we then solve (Sec. 4) with a finite difference time domain
(FDTD) method. We chose an explicit and fast-computing, two-dimensional algorithm with mixed
boundary conditions. In Sec. 5 we validate the two-dimensional model and compare the results
with in situ measurements. Sec. 6 discusses the results and Sec. 7 concludes the paper.

2 State of the art

2.1 Bosquet’s synthetic theory of reverberation
All theories of reverberation are more or less based on Bosquet’s synthetic theory of reverberation
[2], that simply expresses the conservation of energy in space. It therefore takes two forms:

• a local form: ∂tw + ~∇ · ~I = Π

• a global form, by spatial integration of the local form over the volume V bounded by surface
S:

dt

∫
V

wdV +
∫
S

~I · ~ndS = Π (1)

where ∂t is the partial derivative and dt the total derivative with respect to time, ~∇· is the divergence
operator, w the total instantaneous sound energy density, ~I the sound intensity vector, ~n the
outbound normal vector, and Π the power of the sound source which is considered localized at a
single position. Reverberation theories differ in the relationship that links sound intensity to the
total instantaneous sound energy density. Notice, however, that in the global form, the second term
on the left hand side of Eq. (1) only considers the intensity penetrating the boundaries, that is,
the absorbed energy flow.

2.2 Sabine’s model
As stated in the Introduction, Sabine’s model assumes uniform distribution of the sound energy
within space, and isotropic distribution of its flow in all directions: the so-called diffuse field approxi-
mation. Thus, the relationship between sound intensity in each direction and the total instantaneous
energy density w, considered to be independent of position in the room, is simply given by:

|~I| = w

4π c

where c is the speed of sound. Traditionally, one singles out on the boundaries the incident intensity
by summing the energy flow given by the preceding equation only on the directions impinging on
the boundaries. The total incident energy on the boundaries is thus:∫

S

~Ii · ~ndS = w

4 cS

Taking into account that only a fraction of the incident energy is absorbed by the boundaries, Eq.
(1) thus becomes:

V ∂tw + ᾱSc

4 w = Π (2)
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where we have introduced the mean absorption coefficient ᾱ on the boundaries. After the sound
source has been turned off, Π = 0 and it is obvious from Eq. (2) that sound energy decays
exponentially with time and with decay rate ᾱSc

4V .
However, as stated by Polack [11], the diffuse field approximation is incompatible with any

absorption on the boundaries, as in such cases energy flows from the source to the boundaries, in
contradiction with an isotropic flow of energy in all directions. Nevertheless, despite this major
shortcoming, the diffuse field approximation proves very useful in architectural acoustics, as long as
it is used in proportionate spaces, that is, in spaces where no dimension is much larger or smaller
than the other two.

2.3 Ollendorff-Picaut’s model
Ollendorf [5], followed by Picaut et al. [6], proposed a different type of relationship between sound
intensity and mean energy. Assuming that sound energy flows from regions of high energy density,
such as the source, to regions of low energy density, such as the absorbing walls, they proposed that
the sound intensity be negatively proportional to the sound energy gradient, following a suggestion
by Morse and Feshbach [9]:

~I = −δ~∇w

where ~∇ is the gradient operator and δ the diffusion coefficient. In this case, local energy conser-
vation simply reduces to a diffusion equation:

∂tw − δ∆w = Π

where ∆ is the Laplacian operator. If one ”renormalizes” the absorption by introducing a constant
decay rate σ within the volume as proposed by Picaut et al. [6], one obtains a modified diffusion
equation:

∂tw + σw − δ∆w = Π

After the sound source has been turned off, this equation admits an analytical solution in infinite
space:

w(~r, t) = 1
(4πδt) d2

exp{− r2

4δt − σt}

where d is the space dimension. In flat (d = 2) or narrow (d = 1) spaces, it can readily be shown
that σ = ᾱSc

4V , which can be generalised to bounded three-dimensional spaces using probabilistic
considerations [6]. That is to say, energy eventually decreases exponentially with time and with the
same decay rate as in the diffuse field approximation.

However, the main feature of Ollendorff-Picaut’s model is a non-uniform distribution of the
steady-state sound energy: as one moves away from the source, the sound energy decreases, as
stated in ISO 14257 [3].

3 Theory
3.1 Energy and intensity conservation
Following Morse and Feshbach [9], we define the instantaneous energy density E as:

E = ρ

2( 1
c2
|∂tΨ|2 + |~∇Ψ|2) (3)

and the sound intensity vector ~I as:
~I = −ρ∂tΨ~∇Ψ

where ρ is the air density, and Ψ the velocity potential from which the particle velocity and the
sound pressure are defined by ~v = −~∇Ψ and p = ρ∂tΨ respectively. In the following, we denote ∂i
and ∂ii the first and second derivatives according to coordinate i.

As shown in [8], following Morse and Ingard [10], a system of coupled equations for the energy
density and sound intensity is obtained by multiplying the wave equation with any of the first order
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derivatives of the velocity potential and applying elementary differentiation rules, leading to the
conservation of sound energy and intensity. With the notation ~J = ~I

c , the conservation of energy
is given by:

1
c
∂tE + ~∇ · ~J = 0 (4)

and the conservation of intensity by:
1
c
∂t ~J + ~∇E = 0 (5)

E is the wave-stress symmetric tensor [10], which does not reduce to the energy density E of
equation (3); but its trace remains equal to the energy density E. By extension, we still call ~J the
sound intensity.

Developing the wave-stress tensor, Eqs. (4) and (5) are written as a system of coupled equations:
1
c
∂tE + ~∇ · ~J = 0

1
c
∂t ~J + ~∇

Exx Eyx Ezx
Exy Eyy Ezy
Exz Eyz Ezz

 = 0

(6)

where E is given by Eq. (3) and the Eij are expressed in terms of the velocity potential by:

Exx = ρ

2( 1
c2
|∂tΨ|2 + |∂xΨ|2 − |∂yΨ|2 − |∂zΨ|2)

Eyy = ρ

2( 1
c2
|∂tΨ|2 − |∂xΨ|2 + |∂yΨ|2 − |∂zΨ|2)

Ezz = ρ

2( 1
c2
|∂tΨ|2 − |∂xΨ|2 − |∂yΨ|2 + |∂zΨ|2)

Exy = ρ∂xΨ∂yΨ
Exz = ρ∂xΨ∂zΨ
Eyz = ρ∂yΨ∂zΨ

As for the sound intensity, we note Jx, Jy and Jz its components along the three coordinates, so
that ~J = (Jx, Jy, Jz) = (Etx, Ety, Etz). It can be also expressed in terms of the velocity potential
by:

Etx = −ρ
c
∂tΨ∂xΨ

Ety = −ρ
c
∂tΨ∂yΨ

Etz = −ρ
c
∂tΨ∂zΨ

3.2 Stress-energy tensor
Equivalently, the energy quantities E, ~J and E can be combined into a single tensor, the symmetric
stress-energy tensor:

T =


E Etx Ety Etz
Etx Exx Exy Exz
Ety Exy Eyy Eyz
Etz Exz Eyz Ezz

 =
(
E ~JT

~J E

)

where (·)T indicates the transposed vector. The conservation of energy is simply expressed by the
covariant derivative of the stress-energy tensor:

~∇ · T = 0

Note that the diagonal elements of the stress-energy tensor T satisfy the relation:

E = Exx + Eyy + Ezz

since kinetic and potential energies are equal everywhere in space on average.
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3.3 Dimensional reduction
As in [8], dimensional reduction is obtained by integration of system (6) on the smallest spatial
dimension, usually the height, taking into account the energy and momentum balance on the
boundaries in terms of acoustic absorption and scattering respectively.

3.3.1 Energy balance on ceiling and floor

Starting with the first line of system (6), we consider the propagation of sound along the ~x and ~y
directions in a rectangular room of dimensions lx × ly × lz, where lx is the length, ly the width and
lz the height of the room. We assume E, Jx and Jy independent of the vertical coordinate z, strict
hypotheses that can be relaxed along the lines developed in [8], and integrating along the vertical
coordinate of the room:

1
c

∫
z

∂tEdz +
∫
z

∂xJxdz +
∫
z

∂yJydz +
∫
z

∂zJzdz = 0

we obtain the relation:
1
c
∂tElz + ∂xJxlz + ∂yJylz + J+

z − J−z = 0 (7)

where J+
z , resp. −J−z is the energy flow through the ceiling (side +), resp. the floor (side −) of

the room, that is, the sound intensity absorbed by each of them. Thus the sound intensity Jz,abs
absorbed at each instant by the ceiling or the floor at position (x, y) is:

J+
z = J+

z,abs −J−z = J−z,abs (8)

Simple energy balance can be introduced on each wall by considering the energy distribution
function f(~r,~v, t) that a sound wave at position ~r travels in the direction ~v at time t. The derivation
is carried out in the Appendix, where different options are discussed, finally leading to Jing and
Xiang’s relation [12]:

Jz,abs = α

2(2− α)E

We then introduce a modified absorption coefficient A:

A = α

1− α
2

where A ∈ [0; 1]. Eqs. (8) become:

J+
z = J+

z,abs = A+

4 E −J−z = J−z,abs = A−

4 E

and:
J+
z +

(
−J−z

)
= A+ +A−

4 E = A

2 E

where A = (A+ +A−)/2 is the mean absorption coefficient and the factor 1
4 comes from the diffuse

field theory (Sec. 2.2 and [13]). Eq. (7) can now be written as:
1
c
∂tElz + ∂xJxlz + ∂yJylz + AE

2 = 0 (9)

Introducing the mean free path:

λ = 4V
S

(10)

with S the total surface area of the walls, floor and ceiling, the total surface area of a room of
length lx, width ly and height lz can be developed as S = 2lxly(1 + lz

lx
+ lz
ly

). We assume ly, lx � lz.
Eq. (10) becomes:

λ = 2lz (11)

Replacing Eq. (11) in Eq. (9), we obtain the following equation:
1
c
∂tE + ∂xJx + ∂yJy + A

λ
E = 0 (12)
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3.3.2 Momentum balance on ceiling and floor

Applying this method to the second line of system (6) leads to, for the x component of the sound
intensity ~J :

1
c

∫
z

∂tJxdz +
∫
z

∂xExxdz +
∫
z

∂yExydz +
∫
z

∂zExzdz = 0

This time, we assume Jx, Exx and Exy independent of the vertical coordinate, strict hypotheses
that again can be relaxed along the lines developed in [8], yielding:

1
c
∂tJxlz + ∂xExxlz + ∂yExylz + E+

xz − E−xz = 0 (13)

where E+
xz, resp. −E−xz, is the wave stress on the ceiling (side +), resp. on the floor (side −) of the

room. We postulate that this stress is equal to the sound stress momentum Mxz,scat scattered by
the ceiling or the floor:

E+
xz = M+

xz,scat −E−xz = M−xz,scat (14)

As for the energy balance in Sec. 3.3.1, the stress momentum balance is obtained by proper
integration of the energy distribution function on the walls. The derivation is carried out in the
Appendix, leading to the relation:

Exz = 3
4

β

2(2− β)Jx

We introduce the modified scattering coefficient D = 3
4

β

1− β2
, and Eq. (14) becomes:

E+
xz = D+

4 Jx E−xz = D−

4 Jx

and:
E+
xz +

(
E−xz

)
= D+ +D−

4 E = D

2 E

where D = (D+ +D−)/2 is the mean scattering coefficient. Thus, Eq. (13) reduces to:

1
c
∂tJxlz + ∂xExxlz + ∂yExylz +D

Jx
2 = 0 (15)

where D = (D+ +D−)/2 is the mean scattering coefficient.
Similar methods are used for integrating the y component of the sound intensity ~J in the second

line of system (6):

1
c

∫
z

∂tJydz +
∫
z

∂xEyxdz +
∫
z

∂yEyydz +
∫
z

∂zEyzdz = 0

We assume Jy and Eyy independent of the vertical coordinate, as Eyx = Exy is already assumed
independent of z, leading to:

1
c
∂tJylz + ∂xEyxlz + ∂yEyylz + E+

yz − E−yz = 0

and introducing the same modified scattering coefficient D = 3
4

β

1− β2
, we obtain a second momentum

balance on the walls:

E+
yz = −E−yz = D

4 Jy

that is:
1
c
∂tJylz + ∂xEyxlz + ∂yEyylz +D

Jy
2 = 0 (16)
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We need not consider the last component of the sound intensity ~J in the second line of system
(6), as it gives information redundant with Eq. (12).

Introducing the mean free path of Eq. (11), the two intensity conservation equations (15) and
(16) combine into:

1
c
∂t ~J + D

λ
~J + (∂x, ∂y)

(
Exx Eyx
Exy Eyy

)
= 0 (17)

where the intensity vector ~J is now two-dimensional, that is, ~J = (Jx, Jy). Equality of kinetic and
potential energies reduces to the relation E = Exx + Eyy.

3.3.3 Closing the system

Eqs. (12) and (17) build up a system of coupled first order partial differential equations. Those
equations describe the two-dimensional conservation of the energy density and the sound intensity,
with absorption and scattering on the ceiling and floor, as functions of the modified adsorption
and scattering coefficients A and D. The latter accounts for the redistribution of the directions
of propagation of energy and can take values from D = 0, meaning that Exz or Eyz = 0, to
D = +∞, meaning that Jx or Jy = 0. Contrary to absorption, the total energy is not modified in
the scattering process, but only directional redistribution of the acoustic intensity takes place.

However, simple counting of variables shows that Eqs. (12) and (17) are under-determined. In
the rest of the paper, we therefore postulate two further relations between the components of the
wave-stress tensor E:

Exx = Eyy = E

2
Exy = Eyx = 0

amounting to equipartition of energy (first line) and decorrelation (second line), that is, to isotropic
distribution of energy (diffuse field assumption). This can be simply achieved by proper scattering
on the ceiling and floor of the room, as those energies are assumed independent of the vertical
variable z.

In other words, contrarily to the one-dimensional case treated by Dujourdy et al. in [8], supple-
mentary assumptions are necessary to solve the energy relations. They lead to the following form
for Eq. (17):

1
c
∂t ~J + D

λ
~J + ~∇E2 = 0 (18)

Besides, as in the one-dimensional case, the characteristics of the vertical side walls must also
be introduced to solve the equations. They are considered as boundaries conditions in the next
Section.

3.4 General equation
In one dimension, we used the similitude between Eqs. (12) and (18) and the transmission line
equations to reduce the system to a single generalised wave equation involving the sound energy
density. We can extend this similitude to two dimensions in order to obtain a two-dimensional
generalized wave equation involving the sound energy density.

We transform Eqs. (12) and (18) as follows:

(1
c
∂t + A

λ
)E = −~∇ · ~J (19)

(1
c
∂t + D

λ
) ~J = −~∇E2 (20)

By differentiation of Eq. (20) with respect to space, we obtain:

(1
c
∂t + D

λ
)~∇ · ~J = −∆E

2
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Replacing ~∇ · ~J by its value in Eq. (19) yields:

(1
c
∂t + D

λ
)(1
c
∂t + A

λ
)E = ∆E

2
which can be developed as:

1
c2
∂ttE −∆E

2 + A+D

λc
∂tE + AD

λ2 E = 0 (21)

Eq. (21) is a two-dimensional linear second-order hyperbolic equation. It is constituted of an
ordinary wave equation, with two supplementary terms that combine the effect of absorption and
scattering. Just like the one-dimensional case [8], it admits two limiting cases:

• In the steady state case, E does not depend on time t, and Eq. (21) reduces to:

∆E

2 = AD

λ2 E (22)

with solution: E = E0K0(−
√

2AD
λ r), where K0(·) is the modified Bessel function of second

kind and E0 a constant (initial value). The asymptotic expression of this solution is propor-
tional to exp(−

√
2AD
λ r)√
r

for large values of r [14].

• In the limit of large values of A or D, the second time derivative becomes small compared to
the first one for large times t. One can neglect the second time derivative in Eq. (21), and
divide it by A+D

λ to obtain a diffusion equation:

1
c
∂tE −

λ

2(A+D)∆E + AD

λ(A+D)E = 0 (23)

with solution:

E = E1
e(− (A+D)r2

2λct − ADc
(A+D)λ t)

t
(24)

where E1 is the initial value. As Eq. (23) is not valid for small times t, solution (24) is not
valid either.

Note that, when A = D, Eq. (21) reduces to:(
1
c
∂t + A

λ

)2
E −∆E

2 = 0

the solution of which is a travelling sound packet [15]:

E+ = E2e
(−Aλ ct)

U( c√
2 t− r)

2π
√

( c√
2 t)

2 − r2
(25)

where U(·) is the Heaviside function and E2 the initial value. At any position r, the overall decay
is given by Sabine formula; but energy is lagging behind the packet front, which travels at only
1√
2 ≈ 0.7 times the speed of sound, because backscattering slows down propagation.

Notice that, in all cases, absorption and scattering are fully equivalent; and that the direct
sound, that is, the initial wave front, is not described by Eq. (21) nor its analytical approximations,
as is further discussed in Sec. 6.2.

3.5 Conditions on the side boundaries of the room
The conditions on the side boundaries can be written from the energy balance that has been
obtained earlier. With respect to the system of coupled equations, the balance gives:

~J · ~n = ArE

8



where we remind that ~n is the normal vector pointing into the wall. Ar is the modified absorption
coefficient applied to the side boundaries and has already been defined in the literature [12]. We
have:

Ar = α

2(2− α) = A

4

By projecting Eq. (20) on the wall perpendicular to the ~n direction, we have:

(1
c
∂t + D

λ
) ~J · ~n = −∂n

E

2

We can replace by the expression of ~J · ~n and we obtain:

(1
c
∂t + D

λ
)ArE = −∂n

E

2

for both extremities. This reduces to the mixed boundary condition:

∂n
E

2 + (1
c
∂t + D

λ
)ArE = 0 (26)

For rectangular rooms, n takes the values ±x or ±y, depending on the side. As one can see, both
the scattering coefficient D and the modified absorption coefficient Ar play a role in the boundary
condition.

4 Numerical solving

In this section we present the numerical solving technique that we use to compute the general
equation (21). The technique is close to the one used for the one-dimensional equation in [8] and
makes use of a Finite Difference Time Domain (FDTD) method with large space and time steps
compared with pressure wave equations.

4.1 Scheme

The formulation of the FDTD approximation uses a non staggered grid on energy density compo-
nents. The energy density is determined at the grid positions [i∆x, j∆y] and at times n∆t, with
∆x and ∆y the space discretization step and ∆t the time discretization steps. Indices i and j mark
the space points and superscript n marks the discrete times.

As in the one-dimensional case [8], we use a centred-time centred-space scheme. The approxi-
mations are:

∂2E

∂t2

∣∣∣∣t
x

=
En+1
i,j − 2Eni,j + En−1

i,j

∆t2 +O(∆t2)

∂2E

∂x2

∣∣∣∣t
x

=
Eni+1,j − 2Eni,j + Eni−1,j

∆x2 +O(∆x2)

∂2E

∂y2

∣∣∣∣t
y

=
Eni,j+1 − 2Eni,j + Eni,j−1

∆y2 +O(∆y2)

∂E

∂t

∣∣∣∣t
x

=
En+1
i,j − E

n−1
i,j

2∆t +O(∆t2)

(27)

where O(·) is the truncation error.
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4.2 Discrete general equation
Replacing Eq. (27) in Eq. (21), we get:

Eni+1,j − 2Eni,j + Eni−1,j

2∆x2 +
Eni,j+1 − 2Eni,j + Eni,j−1

2∆y2 =
En+1
i,j − 2Eni,j + En−1

i,j

c2∆t2

+
En+1
i,j − E

n−1
i,j

2∆t
A+D

λc

+ Eni,j
AD

λ2

that is:

En+1
i,j (a+ 1) = En−1

i,j (a− 1) + Eni,j(2− C2
rx − C

2
ry − b)

+ 1
2C

2
rx(Eni+1,j + Eni−1,j) + 1

2C
2
ry (Eni,j+1 + Eni,j−1)

+ O(∆t2,∆x2,∆y2)
(28)

with Crx = c∆t
∆x and Cry = c∆t

∆y the Courant-Friedrichs-Lewy coefficient for each dimension, a =
(A+D) c∆t2λ , b = AD( c∆tλ )2. This equation is a simple explicit form of FDTD. The accuracy of this
scheme is second order in time and space.

4.3 Initial and boundary equations
The initial condition corresponds to the source positioned at ~r = (x, y), that is, E0

i,j = 0 except for
i∆x = x and j∆y = y where it has a given value of 10 logE0

x,y = 100dB.
The boundary equations model the reflections on the walls. The energy balance on the bound-

aries is given by Eq. (26). The approximations for this equation are space and time centred:

∂E

∂x

∣∣∣∣t
x

=
Eni+1,j − Eni−1,j

2∆x +O(∆x2)

∂E

∂y

∣∣∣∣t
y

=
Eni,j+1 − Eni,j−1

2∆y +O(∆y2)

∂E

∂t

∣∣∣∣t
x

=
En+1
i,j − E

n−1
i,j

2∆t +O(∆t2)

Those approximations are introduced in Eq. (26) to obtain discrete boundary equations which
are then used to replace the undefined boundary terms in Eq. (28). We separately consider the
extremities x = 0, y = 0, x = lx and y = ly, respectively characterized by index values i = 1, j = 1,
i = lx/∆x, and j = ly/∆y:

En+1
1,j (1 + a+ArCrx) = En1,j(2− (C2

rx + C2
ry )− b− 2C2

rxσx) + C2
rxE

n
2,j

+ 1
2C

2
ry (En1,j+1 + En1,j−1) + En−1

1,j (a− 1 +ArCrx)

En+1
i,1 (1 + a+ArCry ) = Eni,1(2− (C2

rx + C2
ry )− b− 2C2

ryσy) + C2
ryE

n
i,2

+ 1
2C

2
rx(Eni+1,1 + Eni−1,1) + En−1

i,1 (a− 1 +ArCry )

En+1
lx/∆x,j(1 + a+ArCrx) = Enlx/∆x,j(2− (C2

rx + C2
ry )− b− 2C2

rxσx) + C2
rxE

n
lx/∆x−1,j

+ 1
2C

2
ry (Enlx/∆x,j+1 + Enlx/∆x,j−1) + En−1

lx/∆x,j(a− 1 +ArCrx)

En+1
i,ly/∆y(1 + a+ArCry ) = Eni,ly/∆y(2− (C2

rx + C2
ry )− b− 2C2

ryσy) + C2
ryE

n
i,ly/∆y−1

+ 1
2C

2
rx(Eni+1,ly/∆y + Eni−1,ly/∆y) + En−1

i,ly/∆y(a− 1 +ArCry )
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with σx = ArD∆x
λ and σy = ArD∆y

λ .

4.4 Stability
The maximum sizes allowed for the simulation steps ∆t, ∆x and ∆y to avoid instabilities are now
calculated by Von Neumann analysis. Assuming that the solution of Eq. (28) is given by:

Eni,j = Znej(θi+ωj) (29)

where Z can be complex, but θ and ω are real, we define the amplification factor as G = En+1
i,j

En
i,j

.
The necessary condition for the solution to remain bounded is:

|G| ≤ 1 (30)

Substituting Eq. (29) in Eq. (28), we get:

Zn+1ejθiejωj(a+ 1) = Zn−1ejθiejωj(a− 1)
+ Znejθiejωj(2− C2

rx − C
2
ry − b)

+ 1
2C

2
rx(Znejθ(i+1)ejωj + Znejθ(i−1)ejωj)

+ 1
2C

2
ry (Znejθiejω(j+1) + Znejθiejω(j−1))

with Zn(ejθ(i+1)ejωj + ejθ(i−1)ejωj) = 2Znejωj cos(θ) = 2Znejωj(1 − 2 sin2( θ2 )) and dividing by
Zn−1ejθiejωj , we get:

Z2(1 + a)− Zε+ 1− a = 0

where ε = 2 − b − 2(C2
rxsin

2( θ2 ) + C2
rysin

2(ω2 )). This is a second degree equation with solutions
depending on the sign of the discriminant ∆ = ε2 − 4(1− a2).

• If ∆ > 0

Z∆>0 = ε±
√

∆
2(1 + a)

The stability condition Eq. (30) reduces to:∣∣∣∣∣ ε±
√

∆
2(1 + a)

∣∣∣∣∣ < 1

From the triangle inequality, |ε| + |
√

∆| is an upper bound of |ε +
√

∆|. With ∆ > 0 and
2(1 + a) > 0, a sufficient stability condition is given by:

|ε|+
√

∆
2(1 + a) < 1

that is, |ε| < 2. Indeed, in this case, ∆ = 4a2 − (4− ε2) ≤ 4a2 and
√

∆ ≤ 2a.
Replacing by ε = 2− b− 2(C2

rx + C2
ry )sin2( θ2 ) and b = AD( c∆tλ )2, we obtain two conditions:

ε < 2, b+ 2(C2
rxsin

2(θ2) + C2
rysin

2(ω2 ) > 0

and:
ε > −2, (C2

rxsin
2(θ2) + C2

rysin
2(ω2 ) < 2− b

2
The first condition is always satisfied because b = AD

(
c∆t
2λ
)2
> 0. The second is obtained by

taking the upper bounds of sin2( θ2 ) and sin2(ω2 ) equal to 1. Realizing then that:

b = AD

(
c∆t
2λ

)2
= C2

rxAD(∆x
2λ )2 = C2

ryAD(∆y
2λ )2

11



we obtain the stability condition for the parameters of the FDTD model:

C2
rx(1 +AD(∆x

2λ )2) + C2
ry (1 +AD(∆y

2λ )2) < 2 (31)

which is satisfied if both conditions C2
rx(1 + AD(∆x

2λ )2) < 1 and C2
ry (1 + AD(∆y

2λ )2) < 1 are
simultaneously satisfied.

• If ∆ < 0
Z∆<0 = ε± j

√
−∆

2(1 + a)

where j =
√
−1. As previously, stability is given by Eq. (30):∣∣∣∣ε± j

√
−∆

2(1 + a)

∣∣∣∣ < 1

As the module of a complex number z = x+ jy is given by |x+ jy| =
√
x2 + y2, we have:

ε2 −∆
4(1 + a)2 < 1

Replacing ∆ by its value, we obtain:

4(1− a2)
4(1 + a)2 = 1− a

1 + a
< 1

This condition is always fulfilled.

We conclude that as long as ∆ < 0, the schemes are unconditionally stable. If ∆ > 0, stability
condition (31) must be respected. The stability condition involves the absorption and scattering
coefficients, the mean free path and the time and space discretization steps. We therefore study
the domains of variation of those parameters for stability.

To start with, the space discretization steps ∆x and ∆y do not have to be small as we are
studying energy propagation. We set them at ∆x = ∆y = 1m. Inversely, if the time discretization
step is small, results will be precise. We choose values for the absorption and scattering coefficient
between 0.1 and 0.9, and 0.1 and 1.9 respectively. And we set the mean free path to 5.4m and the
speed of sound to 344m/s. Table 1 gives the maximum values of ∆t for the model to remain stable,
as computed from Eq. (31).

Table 1: Maximum values of ∆t to respect the stability condition as function of the model param-
eters α, β. Other parameters are fixed to ∆x = ∆y = 1m, c = 344m/s and λ = 5.4m.

α β ∆t(ms)
0.1 0.1 2.91

1.1 2.90
1.9 2.88

0.5 0.1 2.91
1.1 2.89
1.9 2.70

0.9 0.1 2.91
1.1 2.88
1.9 2.46

The stability condition is not sensitive to variations of the absorption and scattering coefficients,
except for large scattering. This is because the terms AD(∆x

2λ )2 and AD(∆y
2λ )2 in the stability

condition (31) are much smaller that 1 except for large values of β.
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5 Applications
To assess the general equation, we compute the model with MATLAB. The computation results are
first validated by varying the absorption and scattering coefficients. Then, we compare the results
with in situ measurements. This permits to obtain the coefficients by an adjustment procedure.
We present energy levels after time integration for each position of receiver (space decays), and as
function of time after source extinction for two receiver positions (time decays).

5.1 Computation results
5.1.1 Model parameters

The FDTD model is calculated for an impulsive source of 100dB sending sound energy through a
quasi-infinite 200m by 200m room. The source is situated in the centre of the room, 100m from all
walls, and receivers are positioned every meter from the source along one of the axes. The values
of the absorption and scattering coefficients are set from α = 0.01 to α = 0.8 and from β = 0.01 to
β = 1.5. The absorption coefficients on all sides are set to αr = α, that is, Ar = A/4. The mean
free path is λ = 5.4m and corresponds to the mean free path of the open spaces measured in Sec.
5.2. The space and time discretization steps are set to ∆x = ∆y = 1m, ∆t = 1.10−3s. The speed
of sound is c = 344m/s.

5.1.2 Space decays

To begin with, Fig. 1 plots the (steady-state) energy space decays for different values of the
absorption and scattering coefficients.
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Figure 1: Energy space decays for different values of α (upper pane, with β = 0.2 and α taking
values 0.01, 0.05, 0.1, 0.2, 0.5 and 0.8 from top to bottom) and β (lower pane, with α = 0.2 and β
taking values 0.01, 0.1, 0.2, 0.5, 1. and 1.5 from top to bottom) in a 200m by 200m quasi-infinite
room with the source in the middle of the room. Receivers are positioned along one axis. Parameters
are set to λ = 5.4m, ∆x = ∆y = 1m, ∆t = 1ms and αr = α on all sides. Lozenges correspond to
the Bessel solution of Eq. (22), with E0 = 74dB (colour on-line).

The increase of the slope of the space decays in Fig. 1 is clearly visible as α or β increases. One
can observe that energy stays around the source for large values of α or β, leading to a decrease
of energy with distance. Measurement of the decay rates in Fig. 1 gives values varying in the top
pane from 0.15dB/m for α = 0.01 to 0.6dB/m for α = 0.8; and in the bottom pane, varying from
0.16dB/m for β = 0.01 to 1.3dB/m for β = 1.5. These decay rates are similar to the results obtained
in the one-dimensional case; and they correspond to the values expected from Eq. (22), with the
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same E0 = 74dB in all cases, except for very small values of the parameters or for large distances.
In the later cases, computed decays are systematically larger than their analytical approximations.

5.1.3 Time decays

Secondly, Fig. 2 and 3 plot the energy time decays for different values of the absorption and
scattering coefficients.
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Figure 2: Energy time decays at 15m from the source for different values of α (upper pane, same
parameters as in Fig. 1) and β (lower pane, same parameters as in Fig. 1) in a 200m by 200m
quasi-infinite room with the source in the middle of the room and the receiver position at r = 15m
from the source along one axis. Parameters are set to λ = 5.4m, ∆x = ∆y = 1m, ∆t = 1ms and
αr = α on all sides. Lozenges correspond to Eq. (24) and triangles to Eq. (25) (colour on-line).

As for the space decays, the slope of the time decays at 15m from the source is increasing as α or
β increases as long as the varying parameter is smaller than the fixed one: beyond this value, which
corresponds to D = 3

4A, slopes remain constant but levels decrease, as proven by the comparisons
with Eq. (25). In other words, the smaller of the two absorption and scattering coefficients pilots
the time decays, as in the one-dimensional case [8]. Measurement of the decay rates gives values
varying in the top pane from 3.3dB/s for α = 0.01 to 50dB/s for α ≥ 0.2; and in the bottom pane,
varying from 2.5dB/s for β = 0.01 to 65dB/s for β ≥ 0.5.

Compared to space decays, the first halves of the time decays display large oscillations which
gradually fade away in the second halves; however, for large values of α in the upper pane, and
large values of β in the lower pane, oscillations disappear. For large differences between β and α,
the decay is piloted by a diffusion equation, with solution given by Eq. (24) and E1 = 74dB: this
is the case for α = 0.01 and α = 0.05 when β = 0.2, and β = 0.01 when α = 0.2. Notice that the
approximate solution Eq. (25), where A is replaced by the smaller of the two coefficients A and D,
correctly reflects the ”arrival time” of the signal at tmax =

√
2r/c, and the maximum level prior to

decay, with E2 = 101dB except for the largest values of α and β where E2 = 95dB.
It should also be noticed in both panes that the approximate diffusion equation predicts energy

before the ”arrival time” of the signals, due to the absence of the second time derivative in the
corresponding equation; and that it does not correspond well to the decay for β = 0.1 in the
bottom pane, because β is no longer small with respect to α. This shows the limits of the diffusion
approximation.
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Figure 3: Energy time decays at 60m from the source for different values of α (upper pane, same
parameters as in Fig. 1) and β (lower pane, same parameters as in Fig. 1) in a 200m by 200m
quasi-infinite room with the source in the middle of the room and the receiver position at r = 60m
from the source along one axis. Parameters are set to λ = 5.4m, ∆x = ∆y = 1m, ∆t = 1ms and
αr = α on all sides. Lozenges correspond to Eq. (24) and triangles to Eq. (25) (colour on-line).

At 60m from the source, like at 15m, the time decay slopes increase when α or β increases. The
same trends as observed at 15m survive at this larger distance: same oscillations; same stabilizing
factors; same values of the coefficients for maximum decays, with same behaviours of the plots,
leading to the same conclusion that decays are piloted by the smaller of the two coefficients A and
D.

Decay rates in the upper pane (β = 0.2) range from 3.5dB/s for α = 0.01 to 50dB/s for
α = 0.8; and in the bottom pane (α = 0.2) from 2.3dB/s for β = 0.01 to 65dB/s for β = 1.5.
Detailed comparison shows that they take the same values as at 15m from the source. Once again,
oscillations appear in the first half of the decays for small values of α or β. One can also observe
that at this distance, the maximum levels of the decays decrease when the coefficients increase.
Similarly, the arrival times of the maxima increase when the distance increase; but the maxima are
never attained before the arrivals of the direct sounds at tmax =

√
2r/c, as given by Eq. (25). Once

again, the approximate diffusion equation predicts energy before the ”arrival time” of the signals
and is not very accurate even for the lowest values of α and β. As for the adjustment factors E1 and
E2 of the approximate solutions, they take the same values as at 15m for corresponding parameters.

Further, as predicted in Sec. 3.4, Fig. 4 shows that the diffusion solution becomes accurate
beyond the arrival time of the signals when one of the parameters is very small with regards to the
other one. The adjustment factor E1 takes the value 71dB for α = 0.01 and β = 1.5, and 70dB for
α = 0.8 and β = 0.01.

15



Time (s)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

L
e
v
e
l 
(d

B
)

0

10

20

30

40

50

60

70

80

90

100

α= 0.01, β= 1.5

α= 0.8, β= 0.01

Figure 4: Energy time decays for negligible values of one parameter with respect to the other in
the same 200m by 200m quasi-infinite room with the source in the middle of the room. Receiver
position is either 15m (continuous lines) or 60m (broken lines) from the source along one axis. From
top to bottom, parameters are: α = 0.8 and β = 0.01, receiver at 15m; α = 0.01 and β = 1.5,
receiver at 15m; α = 0.8 and β = 0.01, receiver at 60m; α = 0.01 and β = 1.5, receiver at 60m.
The other parameters are set to λ = 5.4m, ∆x = ∆y = 1m, ∆t = 1ms and αr = α on all sides.
Lozenges correspond to Eq. (24) (colour on-line).

5.2 Comparison with measurements

5.2.1 Measurements

Measurements have been made with the help of a SoundField ST250 microphone [16]. It is composed
of four probes in tetrahedral array from which one can recover the pressure at the central position,
and the pressure gradient along the three Cartesian axes. The sound source was an Outline GRS
omnidirectional speaker constituted of twelve speakers and a Tannoy VS10 subwoofer. We used a
MOTU R©Traveler sound card and a laptop with Adobe Audition software and Aurora plug-in to
both send and record the signals. The measuring signal is a 20Hz to 20kHz, 10s sweep sine. Signals
recorded were post-treated to obtain room impulse responses by convolution with the inverse sweep.
The Outline source was positioned 1.5m above the floor, with the subwoofer on the floor below it.

5.2.2 Rooms characteristics

Measurements were carried out in two open-offices in Paris. One of them was empty, and the other
one furnished. Systematic measurements with distance were carried out only in the furnished office;
but the empty offices was large enough to allow a limited set of measurements at distance up to
20m from the source which are presented here.

• Kaleido is a 23m long and 20m wide open-office of 300m2, 2.7m high, with a mean free path
of 5.4m according to Eq. (11). The floor is made of soft carpet, the ceiling is constituted
of mineral wool panels and the walls are windows and plaster. There was no furniture the
days of the measurement, and the room was empty, except for 12 structural columns regularly
distributed in the room. A plan of Kaleido is displayed in the top pane of Fig. 5.

• Ovalie is a 75m long by 35m wide open-office with oval shape and a central island. Its
area is 1260m2, and its hight 2.7m, leading to a mean free path of 5.4m according to Eq.
(11). The room features are soft carpet on the floor and compact mineral wool panels on
the ceiling. The walls are made of windows and plaster. Moreover, the room is furnished
with equipments such as desks, chairs, computers, and other equipments needed for normal
operation; but measurements were made in absence of the users. A plan of Ovalie is displayed
in the bottom pane of Fig. 5.

16



Figure 5: Plans of the rooms under measurement: Kaleido in top pane, and Ovalie in the bottom
pane. The source positions are shown by red circles and the 3 axes of measurement for each rooms
by blue, orange and green arrows (colour on-line).

.

5.2.3 Adjustment procedure

Estimations of the absorption and scattering coefficients can be derived from comparison with
measurements. We saw above in Sec. 5.1.3 that for values of β larger than α, variations of β do
not influence the slope of the time decay. Thus, an iterative procedure has been used to estimate α
and β by first assuming β to be large and estimating the absorption coefficients from time decays,
then deducing β with the help of the space decays. The procedure, however, exaggerates the slopes,
both for time and space decay, so the coefficients are marginally adjusted for a better fit.

Fig. 6 plots two time decays (top panes) for the 1kHz octave band in Kaleido, with the simulated
decay for the adjusted absorption coefficient. The space decay (bottom pane) gives the scattering
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coefficients in the 1kHz octave band. α and β are respectively 0.16 and 1.2, both at 4m (top left
pane) and 16m (top right pane) from the source, which in this case is S3 (see Fig. 5). Notice the
double slopes of the time decays, and that the absorption coefficient is adjusted on the second slope.
The arrival time is adjusted on the maximum of the decays, but the overall level is overestimated
by the simulation. This overestimation is also visible on the space decay (bottom pane).
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Figure 6: Adjustment of the model by comparison with the time decays measured at 4m from
the source (top left pane) and at 16m from the source (top right pane), and with the space decay
(bottom pane), in the room Kaleido. Source 3, α = 0.16 and β = 1.2 (colour on-line).

Fig. 7 plots time decays (top panes) for the 1kHz octave band in Ovalie, with the simulated
decay for the adjusted absorption coefficient. The space decay (bottom pane) gives the scattering
coefficients in the 1kHz octave band. α and β are respectively 0.21 and 0.7, both at 10m (top left
pane) and 40m (top right pane) from the source which in this case is S3 (see Fig. 5). Again, double
slopes are visible in the time decays, and the simulation overestimates the levels. Notice that the
earlier space decay can no longer be considered as linear with distance: in fact, a logarithmic plot
shows that the decay follows a power law up to about 15m from the source, corresponding to the
influence of the direct sound, but not beyond that distance; but the overestimation of the level by
the simulation masks the importance of the direct sound. Also notice the drop in level beyond 20m,
which corresponds to a door visible on Fig. 5.
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Figure 7: Adjustment of the model by comparison with the time and space decays measured at
10m from source (left panes) and at 40m from the source (right panes), and with the space decay
(bottom pane), in the room Ovalie. Source 3, α = 0.21 and β = 0.7 (colour on-line).

But for the overestimation of the levels, simulations closely follow the time decays, and accurately
the slope of the space decays except at large distances.
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5.2.4 Comparison with Sabine formula

Using Sabine’s formula (see Sec. 2.2) makes it possible to compute α from reverberation time
measurements as:

α = 0.16V
TS

• in Kaleido the reverberation time is T = 0.9s. With V = 1168m3 and S = 1150m2, α = 0.18,
not far from α = 0.16 obtained above in Sec. 5.2.3.

• in Ovalie the reverberation time is T = 0.45s . That is, with V = 3407m3 and S = 3789m2,
α = 0.32, compared to α = 0.21 obtained above.

It must however be emphasized that Ovalie was furnished and partly partitioned when the
measurements were taken (see Fig. 5), which explains the strong difference with Sabine’s formula.
On the other hand, Kaleido was empty.

6 Discussion
6.1 Adjustment procedure
The adjustment gives quite good results, as shown by Figs. 6 and 7, and also are in good agreement
with the Sabine formula in the case of Kaleido. However, the approximate solutions Eqs. (24)
and (25) give too slow time decays, even though the space decays are well approximated by the
modified Bessel function solution of Eq. (22). This has to do with the proximity of the side walls
in all measurements. Indeed, even in the case of the quasi-infinite room of Sec. 5.1, we obtained
bad agreement between time decays and approximate solutions for sources and receivers in the
proximity of a side wall. Thus, the proximity of a side wall reduces reverberation, confirming
that reverberation measurements are not sufficient to characterize flat rooms, as stated in the
Introduction.

6.2 Time of arrival of the direct sound
Figs. 2 and 3 show different times of arrival of the energy. Fig. 2 was calculated at 15m from
the source and Fig. 3 at 60m, which gives times of arrival of the direct sound of resp. 44ms and
174ms. However, the arrival time of the signal is larger by a factor

√
2 = 1.4, reflecting the slower

speed of diffuse sound energy as stated in Secs. 3.4 and 5.1.3. This delay has been introduced in
the upper panes of Figs. 2 and 3, as the measuring equipment does not conserve the propagation
delay between the source and the receiver.

It should be stressed that the general equation (21) is not valid for the direct sound. The reason
is that considerations of energy conservation led us to introduce a factor 1/2 for the diagonal
components of the wave-stress tensor E in Sec. 3.3.3. This is not valid for the direct sound, as only
one direction carries the whole energy, thus ensuring conservation of energy. How does the direct
wave front convert to diffuse energy equally distributed in all directions is not further investigated in
this paper: it involves more complex boundary conditions than what is described in Sec. 3.3.1 and
3.3.2, which are akin to the usual diffuse-field scattering coefficients on the walls (see e.g. [17, 18]).
As a consequence, the scattering of the direct sound is not accounted for by the present model.

As for the approximate analytical solutions of Sec. 3.4, only the second one, Eq. (25), accounts
for an arrival time of the diffuse energy, but not for the arrival time of the direct sound which must
be handled separately. The diffusion solution (24) does not account for a finite speed of sound, with
the result seen on Figs. 2, 3 and 4 that it predicts signal before the proper arrival time. Thus, Eq.
(24) is not valid for time shorter than the arrival times; but for times just a little longer that the
arrival time, Figs. 2, 3 and 4 prove that the approximation is acceptable.

6.3 Asymptotic space decay
As stated in the Introduction, ISO 14257:2001 standard [3] recommends to measure the energy
decay with distance, and the praxis of consultant is therefore to measure the slope of the log-log
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plot of decay with distance, assuming it to remain in the vicinity of the direct sound decay. In fact,
this is only valid if the line of sight from source to receivers is not blocked, as stated by Kurze [19].

Moreover, Kurze gives several shapes of dependence of sound pressure with distance in his Fig. 1:
for fitted flat rooms, decays are similar to the present model. Kuttruff [20] used his own radiosity
model to derive a simplified model of energy propagation in flat rooms, the main feature of it,
besides taking into account the direct sound, being a power law of exponent −3 for the late diffuse
field decay; however, Kuttruff does not compare his computation with actual measurements. Here,
we show, both computationally and experimentally, that this decay is asymptotically exponential,
but for a factor inversely proportional to the square root of the distance.

As a consequence, we recommend to measure attenuation in flat rooms both along a line of sight
of the source, as recommended by ISO 14257:2001 and [19], but also along other lines. Indeed, in
a line of sight, the slow decay of the direct sound eventually dominates the measurements at very
long distances. Measuring along blocked-sight lines is the only way to check whether the decays are
fast (exponential but for the factor 1/

√
r) as in long rooms, or slow (power law) as in [20].

7 Conclusion
In this paper, we have shown that the conservation of energy in a given volume consists of two
equations: the conservation of the total energy; and the conservation of sound intensity. The two
equations combine in a single tensor equation, the conservation of the stress-energy tensor.

In two dimensions, just like in one dimension, absorption and scattering on the boundaries mod-
ify these conservation equations. Combining this system of two equations into a single Telegraph
equation involving energy only, the present paper develops a finite difference scheme to solve it.
The scheme is stable, with the same stability conditions as in the one-dimensional case, and simu-
lations using it have been compared to asymptotic expressions in the case of an infinite flat room.
Systematic variations of the absorption or scattering coefficient while retaining the other coefficient
constant shows the symmetric rôle played by the two coefficients: the smaller coefficient pilots time
decays, and the larger is then obtained from space decay. However, an improved energy balance on
the boundaries shows that the expressions of the modified absorption and scattering coefficient are
not completely symmetrical, with a factor 3/4 introduced in the scattering coefficient.

It turns out that the smaller coefficient usually is the absorption coefficient. Thus the absorption
coefficient is obtained from the time decay curves; and the scattering coefficient from the space
decay curve. This leads to the same adjustment procedure for evaluating absorption and scattering
coefficients from measurement as was developed in one-dimension. The procedure was validated by
comparing simulations with actual measurements in two open space offices, and permits to obtain
good agreement. It should be noted that the adjustment can be local, that is, the procedure permits
the evaluation of locally varying absorption and scattering coefficients. But in the present cases,
global coefficients gave satisfactory results.

However, compared to the one-dimensional case, new hypotheses must be introduced to solve
the two-dimensional case. Here, we opt for the isotropy of the sound energy, but do not dwell on
the transition from the unidirectional direct sound to the isotropic diffuse sound. This transition
will be the object of future work. Future work must also experimentally check the fast decay of the
sound field with distance when the direct sound is blocked.

8 Appendix: Energy distribution function
In Secs. 3.3.1 and 3.3.2, we introduced the energy distribution function f(~r,~v, t) that describes the
probability that a sound wave at position ~r travels in the direction ~v at time t. We here justify the
formalism used in those two Sections.

8.1 Energy distribution
The concept of energy distribution arises within a sound field when it is composed of many sound
waves travelling in all directions. This is typically the case of the reverberant or diffuse sound fields
where the waves carry roughly the same amount of energy, that is, the energy is nearly isotropically
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distributed. As a consequence, the central limit theorem applies and the energy distribution is
characterized by its moments of the direction cosines up to the order two.

More specifically, realizing that the expansion proposed by [9] makes uses of the spherical har-
monics of degree 0 and 1, we expand the energy distribution function one degree further. Indeed,
the spherical harmonics constitute a complete set of orthogonal functions on the sphere; and the
truncation at degree 2 is consistent with the above remark on the highest moments to be considered,
even though the expansion does not use the direction cosines but the spherical angular coordinates
θ and φ, where θ is the angle with the vertical direction z and φ the angle in the horizontal plane
with respect to the x-axis. Thus, the energy distribution function f is defined as:

f(~r,~v, t) = E

4π + 3 ~J
4π ·

~v

c
+ 5

4π


1
4 (2Ezz − Exx − Eyy)(3 cos2 θ − 1)

+3Exz cos θ sin θ cosφ+ 3Eyz cos θ sin θ sinφ
+ 3

4 (Exx − Eyy) sin2 θ cos 2φ+ 3
4Exy sin2 θ sin 2φ


It should be noticed that this definition makes use of the fact that the Hamiltonian

H = ρ

2(− 1
c2
|∂tΨ|2 + |~∇Ψ|2)

vanishes in the volume, that is,
E − Exx − Eyy − Ezz = 0

in the volume. This hypothesis is consistent with a sound field composed of many sound waves, as
waves naturally have a vanishing Hamiltonian. We thus recover by integration on the whole solid
angle Ω = (θ, φ) with θ ∈ [0, π], φ ∈ [0, 2π]:∫

Ω
f(~r,~v, t)dΩ =

∫ 2π

0

∫ π

0
f(~r,~v, t) cos θ sin θdθdφ = E∫

Ω
f(~r,~v, t) sin2 θ cos2 φdΩ = Exx∫

Ω
f(~r,~v, t) sin2 θ sin2 φdΩ = Eyy∫

Ω
f(~r,~v, t) cos2 θdΩ = Ezz

Similar integrations lead to the sound intensity ~J and the wave-stress elements Exy, Exz and Eyz.
Note that f(~r,~v, t) is not a probability density, as it is not normalized to unity, but to the total
energy, as proven by the first equation above.

8.2 Energy balance on walls
With the use of the energy distribution function, energy balance can be computed on each wall.
For example, the incident energy locally entering the ceiling is then obtained by integrating the
vertical component of the flux, f(~r,~v, t)~v over the solid angle Ω = (θ, φ) with θ ∈ [0, π2 ], φ ∈ [0, 2π]:

Jz,inc =
∫

Ω
f(~r,~v, t)~v

c
· ~ndΩ

=
∫ 2π

0

∫ π
2

0
f(~r,~v, t) cos θ sin θdθdφ

= E

4 + Jz
2 + 5

32(2Ezz − Exx − Eyy)

Similarly, the reflected energy is given by integrating over the solid angle Ω′ = (θ, φ) with θ ∈ [π2 , π],
φ ∈ [0, 2π]:

Jz,ref = E

4 −
Jz
2 + 5

32(2Ezz − Exx − Eyy)

21



The absorbed energy is then obtained as the difference between incident and reflected energies, that
is:

Jz,inc − Jz,ref = Jz,abs = Jz

Introducing the Sabine absorption coefficient α as the ratio of absorbed energy flow to incident
energy flow, the sound intensity absorbed by the ceiling becomes:

Jz,abs = Jz = αJz,inc = α

{
E

4 + Jz
2 + 5

32(2Ezz − Exx − Eyy)
}

that is:
Jz,abs = α

2(2− α)

{
E + 5

8(2Ezz − Exx − Eyy)
}

Thus, the absorbed energy is not just proportional the total energy in front of the ceiling, but
includes a term proportional to the deviation (2Ezz −Eyy −Exx) of the energy repartition from a
perfectly diffuse field. Similar expression are obtained for the floor as well as all the other walls.

8.3 Momentum balance on walls
Stress momentum balance on the walls is computed similarly by integration on the same solid angles
Ω and Ω′. The stress momentum Mxz,in going into the ceiling thus becomes:

Mxz,in =
∫

Ω
f(sin θ cosφ)~v · ~n

c
dΩ

=
∫ 2π

0

∫ π
2

0
f(~r,~v, t)(sin θ cosφ cos θ) sin θdθdφ

= 3
16Jx + 1

2Exz

where sin θ cosφ is a spherical harmonic of order 1; and the stress momentum Mxz,out going out of
the wall is:

Mxz,out = −
∫

Ω′
f(sin θ cosφ)~v · ~n

c
dΩ

= −
∫ 2π

0

∫ π

π
2

f(~r,~v, t)(sin θ cosφ cos θ) sin θdθdφ

= 3
16Jx −

1
2Exz

The scattered momentum is then obtained as the difference between incoming and outgoing mo-
menta, that is:

Mxz,in −Mxz,out = Mxz,scat = Exz (32)

Introducing a scattering coefficient β as the ration of scattered momentum to incoming momen-
tum, the momentum scattered by the ceiling becomes:

Mxz,scat = Exz = βMxz,in = β

(
3Jx
16 + Exz

2

)
that is:

Exz = 3
4

β

2(2− β)Jx

In other words, the wave stress component Exz in just in front of the ceiling is proportional to
the sound intensity Jx which flows parallel to the ceiling. Similar expressions are obtained for the
wave stress component Eyz, and on the floor. The same results hold for the other walls for the
corresponding wave stress components.
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8.4 Discussion
In Secs. 3.3.1 and 3.3.2, we assumed that E, Exx and Eyy are independent of the vertical coordinate
z. And in Sec. 3.3.3, we further assumed that Exx = Eyy = E

2 . This means that Ezz vanishes in
the flat room, reducing the energy balance to:

Jz,abs = α

2(2− α)

{
E + 5

8(2Ezz − Eyy − Exx)
}

= α

2(2− α)

{
E − 5

8E
}

= α

2(2− α)
3
8E (33)

Compared to the relation derived by Jing and Xiang [12]:

Jz,abs = α

2(2− α)E (34)

Eq. (33) displays a reduced efficiency of the absorption coefficients on the ceiling and the floor, by
a factor somewhat less than one half. This seems logical as the majority of rays impinging on the
ceiling and the floor of a flat room arrive at grazing incidence.

On the other hand, one can expect a redistribution of energy directions in the vicinity of the
ceiling and the floor, as energy does flow into them when they are absorbing. At most, one expects an
even distribution of energy in all directions, leading to a vanishing deviation (2Ezz−Eyy−Exx) = 0.
In this case, Jin and Xiang relation (34) holds.

There is, therefore, a need for experimental evaluation of the energy balance in the vicinity of
the walls, along the line sketched in [21], in order to decide which of the two Eqs. (33) and (34)
corresponds to the energy balance on the boundaries. In the absence of decisive evidence, we opt
for the traditional balance Eq. (34), which has been used in this paper.
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