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Abstract
For serially or parallel concatenated communication systems, spatial coupling
techniques enable to improve the threshold of these systems under iterative decoding
using belief propagation (BP). For the case of low-density parity-check (LDPC) codes, it
has been shown that, under some asymptotic assumptions, spatially coupled
ensembles have BP thresholds that approach the bitwise maximum a posteriori (MAP)
threshold of the related uncoupled ensemble. This phenomenon is often referred to as
threshold saturation, and it has sometimes very important consequences. For example,
in the case of regular LDPC code ensembles, spatial coupling enables to achieve
asymptotically the capacity for any class of binary memoryless symmetric channels.
Since then, this threshold saturation has been conjectured or proved for several other
types of concatenations. In this work, we consider a serially concatenated scheme
which is the serial concatenation of a simple outer convolutional code and a
continuous phase modulator (CPM) separated by an interleaver. Then, we propose a
method to do the spatial coupling of several replicas of this serially concatenated
scheme, aiming to improve the asymptotic convergence threshold. First, exploiting the
specific structure of the proposed system, an original procedure is proposed in order to
terminate the spatially coupled turbo-coded CPM scheme. In particular, the proposed
procedure aims to ensure the continuity of the transmitted signal among spatially
coupled replicas, enabling to keep one of the core characteristics and advantages of
coded CPM schemes. Then, based on an asymptotic analysis, we show that the
proposed scheme has very competitive thresholds when compared to carefully
designed spatially coupled LDPC codes. Furthermore, it is shown how we can
accelerate the convergence rate of the designed systems by optimizing the
(Continued on next page)
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connection distributions in the coupling matrices. Finally, by investigating on different
continuous phase modulation schemes, we corroborate the conjecture stating that
spatially coupled turbo-coded CPM schemes saturate to a lower bound very close to
the threshold given by the extrinsic information transfer (EXIT) area theorem.

Keywords: Continuous phase modulation, Spatially coupling, EXIT analysis, Code
design, Turbo decoding

1 Introduction
Continuous phase modulations (CPMs) belong to the class of nonlinear coded modula-
tions [1]. They can be decomposed as the serial concatenation of a trellis-based encoder
associated with a memoryless filter bank modulator [2]. For this type of modulation, the
phase transitions are kept continuous by design from one symbol to the other. Conse-
quently, these nonlinear waveforms exhibit narrower spectral main lobe and relatively
lower side lobes when compared to classical memoryless linear modulations. This fea-
ture makes them popular for applications having strong constraints on the out-of-band
rejection. Furthermore, for low-cost and stringent embedded wireless communication
systems, the inherent constant envelope also enables embedded amplifiers to operate
near the saturation regime and to ease operation in nonlinear channels. Because of these
interesting features, CPM has been considered over time for several stringent applica-
tions and adopted in many standards, recommendations, or proprietary solutions (to cite
a few: GSM [3], telemetry [4], Bluetooth [5], optical communications [6], tactical commu-
nications, etc.). For satellite communications, CPM has been adopted for the DVB-RCS2
standard [7], deep space communications [8], automatic identification system [9], tactical
communications [10], etc. More recently, the CPMwas pointed as a candidate for the fifth
generation (5G) machine-to-machine (M2M) communications [11] and was proposed for
the navigation’s inter-satellite links [12].
The authors in [2] showed that the CPM operation can actually be divided into the

concatenation of twomodules. The first one is the continuous phase encoder (CPE) which
is a state machine defined by the CPM parameters and mainly responsible for assuring
the continuity of the phase. The second one, called the memoryless modulator (MM), is
a filter bank composed of waveforms that compose the signal going to be transmitted by
the emitter. Thanks to this decomposition, CPM has greatly benefited from the concept
of turbo decoding. Several papers investigated the behavior and the joint optimization
of iterative schemes of various CPM families with convolutional or BCH codes [13–20].
Concerning low-density parity-check (LDPC) codes, the first related work was conducted
by [21, 22] where density evolution was used to optimize unstructured LDPC codes for
the minimum shift keying (MSK) modulation. Ganesan [23] proposed a bit-interleaved
coded-modulation approach to optimize codes for M-ary continuous-phase frequency-
shift keying (CPFSK) modulations. Later, structured LDPC codes were considered such
as irregular repeat accumulate (IRA) codes [24–26] and protograph-based LDPC codes
[27, 28].
One of the relatively recent forward error correcting codes introduced in the litera-

ture is convolutional LDPC codes [29, 30]. They are constructed from LDPC block codes
using a design strategy called spatial coupling. This latter provides them with a specific
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behavior, called saturation phenomenon, that makes them achieve very good thresholds in
a various number of channels. The saturation phenomenon remains hard to explain until
[31] where authors proved that, in the case of the binary erasure channel (BEC), the belief
propagation (BP) threshold of convolutional LDPC codes actually converges to the max-
imum a posteriori (MAP) threshold of the corresponding LDPC block code. Afterwards,
several studies extended the proof to other channels and introduced strategies to couple
other error correcting codes such as turbo-codes. Authors in [32] for instance coupled
a systematic serial and parallel turbo-codes and showed that, over the BEC channel, the
threshold of the former outperforms the latter. Regarding braided convolutional codes
(BCC), a similar study was conducted in [33] and concluded that coupled code ensem-
bles exhibit better minimal distance than the uncoupled underlying ensemble. Recently,
[34] presented a unified description of the construction of such codes and [35] identi-
fied the fact that spatial coupling of concatenated schemes is actually analog to coupling
generalized multi-edge type (MET) LDPC code.
Applying the proposed design in [35] to CPM schemes is not possible as it will not lead

to a continuous signal. This is due to the fact that CPEs of different stages are not sharing
their boundary states as it will be made clearer later.

2 Methods/experimental
In this paper, we propose a method to spatially couple serially concatenated CPM
schemes. First, by assuring the phase continuity at the transmitter, the encoding of the
CPM signal can be efficiently performed without introducing any additional overhead
(like termination sequences). Secondly, the continuity of the phase suggests that the
decoding of the spatially coupled scheme should be done sequentially from the beginning
of the signal. In order to allow parallel computations of the BP decoding, i.e., starting the
decoding at all coupled stages at once, we propose a proper CPE trellis decoding initial-
ization. We will also investigate on the asymptotic performance of the system using the
P-EXIT analysis [36] and minimize the number of iterations before convergence by opti-
mizing a continuous-valued coupling matrix. Using the same analysis, when the coupling
length increases, we will additionally show experimentally that the threshold of the spa-
tially coupled CPM (SC-CPM) saturates to a value very close to the threshold given by the
area theorem [37], which is a lower bound on achievable performance. As for the turbo-
code case, it is conjectured that this saturation value corresponds to the MAP threshold
of the underlying concatenated system, showing that spatial coupling can improve the BP
threshold of the uncoupled iterative system. Finally, we will show that, for various CPM
schemes, very competitive results can be achieved with the classical (5, 7)8 convolutional
code when compared to the aforementioned error correcting codes.

3 System description of coded CPM
The proposed study in this paper holds for any coded CPM (C-CPM) scheme where the
outer component is a forward error correcting (FEC) code and where the inner com-
ponent is a CPM modulator as depicted in Fig. 1. At the beginning, a k-bits sequence

Fig. 1 The serially concatenated coded CPM transmitter
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s ∈ {0, 1}k is encoded with a FEC code CC, into a n-bits codeword u ∈ {0, 1}n (the code
rate is R = k/n). Without loss of generality, we consider in this paper the rate-1/2 block
code given by the octal representation generators (5, 7)8. The obtained sequence u is then
interleaved by an interleaver π to obtain v. Without loss of generality and to be consis-
tent with the asymptotic analysis carried out in Section 5, we consider π as a random
interleaver. v is then encoded by the CPMmodulator to obtain the signal:

x(t) =
√
2Es
T

cos
(
2π f0t + θ(t, v) + θ0

)
(1)

with

θ(t, v) = πh
N−1∑
i=0

viq(t − iT), q(t) =
{ ∫ t

0 g(τ )dτ

1/2, t > Lc

θ0 is the initial phase, f0 the carrier frequency, g(t) the frequency pulse, θ(t, v) the infor-
mation carrying phase, h the modulation index, Lc the memory, and �(.) the real part.
Practically, the value of Lc and the shape of q(t) (rectangular (REC), raised cosine (RC),
Gaussian, etc.) accommodate the smoothness of the phase transitions.
At the decoder side, a classical iterative turbo receiver is considered. First, the soft-input

soft-output (SISO) CPM decoder is based on Rimoldi’s decomposition [2]. As shown in
Fig. 2, this decomposition splits the CPM modulator into a serial concatenation of the
CPE, represented by a trellis, and the MM, seen as a filter bank. Indeed, [2] showed that
the CPM operation can actually be divided into the concatenation of two main modules.
The first one is the continuous phase encoder (CPE) which is a state machine defined by
the CPM parameters and mainly responsible for assuring the continuity of the phase. The
second one, called the memoryless modulator (MM), is a filter bank composed of sym-
bol duration waveforms that compose the signal going to be transmitted by the emitter
during one symbol period. As shown in Fig. 2, prior to CPE encoding, the information bit
sequence v is mapped into the symbol sequence U = {Un ∈ {±1, ...,±(M − 1)}} in the
so-called tilted phase as:

ψ(τ + nT , v) =
{[

2πh
n−Lc∑
i=0

vi

]
mod p + W (τ )

+4πh
Lc−1∑
i=0

vn−iq(τ + iT)

}
mod 2π , 0 ≤ τ ≤ T

where p is the denominator of h and W (τ ) a data independent term [2]. Rimoldi’s
proposed CPE trellis is formed by pMLc−1 states each defined by the tuple
σn =[Un−1, ...,Un−Lc+1,Vn] where Ui is an M-ary modified symbol and Vn =
[
∑n−Lc

i=0 Ui]mod p. The MM filter bank consists of pMLc different pulses {xi(t)}i cor-
responding to CPE outputs Xn =[Un, ...,Un−Lc+1,Vn]. The transmitted signal x(t) is

Fig. 2 Rimoldi’s decomposition of CPM
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Fig. 3 The coded CPM turbo receiver

transmitted over an additive white Gaussian noise (AWGN) channel having a double-
sided power spectral density N0/2. From Eq. (1), the received complex baseband noised
signal becomes:

y(t) = √
2Es/Texp{jψ(t, v)} + n(t) , t > 0 (2)

The outputs of the receiver matched filter bank {x∗(T − t)} are sampled once each nT
in order to obtain the correlator-based outputs:

yn =
[
yni =

∫ (n+1)T

nT
y(l)x∗

i (l)dl
]
1≤i≤pML

c

yn can be shown to be sufficient statistics that are used to compute likelihood functions
at the receiver. Following [14], the likelihood function p(yn/Xn) is given as follows:

p(yn/Xn) ∝ exp{2Re(yni )/N0} (3)

This likelihood gives the transition metrics of the CPE trellis when the BCJR algorithm
[38] is used.
The obtained extrinsic log-likelihood ratios (LLRs) of the demodulated bits, Le(CPM),

are then used, after deinterleaving, as a priori LLRs, La(CC), by the outer decoder CC−1.
By runing a BCJR algorithm again on the CC trellis, we obtain the extrinsic LLRs corre-
sponding to the coded bits, denoted here by Le(CC). Finally, these later form the a priori
LLRs of the demodulated bits, denoted La(CPM) of the SISO CPM−1. This concludes
one turbo iteration. After a fixed number of iterations, the decoded information bits are
estimated from the a posteriori LLRs of the decoded bits Lap(CC). A sketch of the turbo
receiver architecture with the exchanged LLR messages is depicted in Fig. 3.
As proposed in [35], we use a vectorized representation1 of the transmitter and the

receiver as depicted in Fig. 4. The information blocks s and x are represented by white
circles, the CPM and the FEC components are represented by rectangles, and the
interleavers are placed above the corresponding edges.

4 Spatially coupled turbo-coded CPM
Spatial coupling is a general framework that aims to improve iterative decoding perfor-
mance of some iterative systems by coupling them spatially. It has been introduced for
the case of LDPC codes for which it has been shown, for example, that, despite their lim-
ited BP thresholds, regular LDPC codes can reach very good performance under iterative
decoding when they are spatially coupled. Thus, with simple regular codes, we can achieve
very good performance, close to the capacity under some asymptotic assumptions. In

1This graph is very close to the compact graph in [32]. While this latter is not a directional graph and only a functional
relationship between variables and factor nodes is shown (same graph for the encoder and the decoder), the vectorized
graph simplifies the formalism of the coupling and its parameters, especially here for our CPM system
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Fig. 4 The vectorized (proto) graph corresponding to the C-CPM transmitter (left) and receiver (right)

particular, it is shown that the thresholds of the spatially coupled ensembles under belief
propagation (BP) decoding converge asymptotically to theMAP threshold of the underly-
ing ensemble (i.e., to the MAP threshold of the uncoupled ensemble). This phenomenon
is often referred to as threshold saturation. This phenomenon has been then observed
for turbo-codes and some other serially concatenated systems. Here, we investigate on
the case of CPM-based serially concatenated systems which will be shown to have some
specificities.

4.1 Coupling procedure

In this section, we show how one can spatially couple the serially concatenated systems in
Fig. 4. In this paper, we consider a framework similar to [35]; however, this latter cannot
be applied directly to the CPM. More caution should be taken into account at both the
transmitter and the receiver; otherwise, the modulation will fail to keep one of its main
features, i.e., the phase continuity.
Motivated by the spatially coupled protographs [30], spatially coupled turbo-codes are

obtained by performing the general edge spreading-like (ESR) rule (also referred to as
copy-and-permute procedure in the protograph literature) described as follows:

(1) The encoded bits u are split intoms + 1 bundles.
(2) The obtained graph is then replicated L times.
(3) Finally, we interconnect the L replicated graphs by permuting the bundles of the

same type.
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This final permutation step is a constrained step for which only bundles that belong to
a given type can be exchanged. It is fully characterized by the coupling matrix B whose
definition is given by:

B =[ b0, b1, . . . bms ] (4)

where bi represents the fraction of bits (width of the bundle) connecting the copy � to the
copy (� + i). L can be referred to as the coupling length and ms as the syndrome former
memory. It is straightforward that B should verify

∑ms
i=0 bi = 1.

We now consider the simple example as given in Fig. 5 to describe with more details the
coupling procedure for a toy example considering the simplest case with B =[ 0.5, 0.5].
We start from a classical concatenated system consisting of an outer convolutional code
concatenated with an inner CPM separated with an interleaver π . The general aim of
spatial coupling is to introduce some interconnections in a structured manner (enabling
analysis and optimization) between replicated versions of this base concatenated system.
The first step consists in introducing some multi-edge representation into the base con-
catenated system to enable simple description of the possible interconnections that can
be made between replicas. In our case with B =[ 0.5, 0.5], it just means that half of the
coded bits of one replica will be sent to the CPMmodulator of the same stage while it will
exchange the other half with the replica next to it. It will also receive half of the coded bits
of the preceding replica to be used during its CPM encoding step. To enable such inter-
connections and to have a suitable graphical representation of this coupled system, we
need to introduce an intermediary representation of the base concatenated system as pre-
sented at step 2 of Fig. 5, which will be referred to as base or proto representation of the
underlying concatenated system. To enable multi-edge type representation of the coded
bits, we have to split the interleaver π into two interleavers πi and πo. Then, we introduce
two bundle “ports” that explicitly show how many types of bundles (group of coded bits)
are considered. Eventually, we can adapt the size of the port boxes to better represent the
fractions bi,∀i = 0 · · ·ms. In our example, they are of equal sizes. When considering only
one replica as in step 2, giving our proto CC+CPM system, bundles of the same type are
directly connected and the overall concatenated system is equivalent to the initial con-
catenated system but with a detailed representation or splitting of the interleaver π . This
representation is equivalent to protograph-like representation as for the case of LDPC
codes. Structured this way, we then apply the second step of the edge spreading rule which

Fig. 5 SC TC transmitter. The spatial coupling is done according to B = [ 0.5, 0.5]
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gives the third part of Fig. 5. It consists in copying L times the proto representation. L is
also referred to as the coupling length. Then, the final step of the ESR is applied which is
represented by the last part of Fig. 5. Except at the boundaries, each replica is connected
to other replicas following the connection matrix B =[ b0, b1, . . . bms ]. In our example, a
replica at stage l is connected to replicas at stage l − 1 and l + 1. For the first and the last
replicas, they are not connected to a preceding or a following replica, respectively. Thus,
there is a degree of freedom to decide how to start and to end the obtained coupled chain.
This point will be discussed below, in Section 4.2.
Moreover, since we are considering transmission using CPM, one important feature is

the ability to keep phase continuity among the chain. This encoding issue is illustrated
in Fig. 5 with some dashed arrows with the label SSI that stands for possible state side
information. In this case, using a specific scheduling for the chain encoding, continuity
of the phase along the chain can be preserved. All encoding strategies for the proposed
scheme are discussed in Section 4.3.
As a final remark, as it is done in the analysis of LDPC codes, and even if it seems to

be quite artificial at the first sight when considering an uncoupled single stage (second
step of Fig. 5), the introduction of the two interleavers will allow the study of the average
behavior of the obtained spatially coupled scheme as it will be detailed in Section 5.

4.2 Termination

In Fig. 5, we end up with unconnected bundles at both edges of the coupled diagram. One
can tail-bite the graph by interconnecting these bundles all the way around (also referred
to as wrapping-around procedure). It can be easily shown that the global design rate RL
of this obtained SC-CPM is exactly R; however, this scheme does not exhibit the desired
coupling gain since, locally, each stage behaves exactly as the underlying C-CPM scheme
in Fig. 4. An alternative solution is as follows:

• Appendms CPMmodulators at the end to link the right-hand unconnected bundles
• Add padding bits at thems first and last CPM modulators to fill the vacant bundle

connections

For the obtained coupled graph illustrated in Fig. 5, as ms = 1, we have appended one
extra CPM modulator to modulate last fraction of coded bits from the last replica. Then,
padding null bits are used to initialize the coupling chain and to terminate it. The ms
black circles represent the block of padding bits. In this case, the overall code rate RL (also
called design rate) of the coupled ensemble is lower than the rate R of a single replica and
is given by :

RL = R − ms
L + ms

R (5)

Observe that the expression of RL is analogous to the rate of spatially coupled protographs
and that the termination produces a rate loss of ms

L+ms
R. This loss vanishes to 0 as L →

+∞.
To summarize, the coupling procedure using the proposed termination is given by the

following steps:

1. Draw the vectorized (proto) graph corresponding to the coded CPM scheme of
interest;
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2. Spatially couple this graph following the proposed edge spreading rule with respect
to the matrix B ;

3. Insert known zero bits at the vacant bundles at the boundaries of the spatially
coupled chain.

4.3 Encoding strategies

As discussed earlier, applying [35] to the CPM will not guarantee the phase continuity. In
a classical setting as in [35], the encodings performed by the CPEs of different stages are
done independently: they all start encoding from the same CPE state (say σ0) but finish
at different states depending on the sequence v of each. The phase is then continuous
within the signal generated by each stage of the coupled system, but is going to present
discontinuities at the transitions between stages. Therefore, for this scheme, the encoding
strategy particularly matters. In the following, we discuss three encoding strategies and
show how phase continuity can be ensured.

4.3.1 Strategy 1: Independent CPM encoders

This first strategy is to simply not address the continuity of the phase, since the discon-
tinuities are rare in comparison with the total length of the signal (as they occur only
when transitioning from stage � to stage � + 1). The advantage is that this method allows
direct application of all spatial coupled encoding algorithms. The drawback is that the
periodic phase discontinuities between some symbol intervals will increase the amount of
the occupied spectrum outside the main lobe, due to the presence of these high frequency
components, which may not be acceptable in some stringent applications.

4.3.2 Strategy 2: Termination of CPM encoders

The second solution is to enforce the CPM encodings of each stage to end at a predefined
CPE state, e.g., the all-zero state σ0. This can be achieved by appending CPM termination
sequences after all second interleavers in Fig. 5. As an example, in order to end at the all-
zero state σ0, we should append a number N of termination symbols, at the end of the
CPM encoder input, equal to [39]:

N =
⌊
P − 1
M − 1

⌋
+ Lc

Now, since the CPE of each stage starts encoding from the same state σ0, each stage
can operate independently while assuring the phase continuity. In other words, the CPEs
of all stages will start encoding in parallel, starting from state σ0, and this is achieved
without sacrificing the phase continuity. The advantage of this solution is that the signal
now is kept continuous during the total transmission. The disadvantage is that, due to the
introduction of termination symbols, it leads to a small additional rate loss with respect
to RL.

4.3.3 Strategy 3: CPM encoders with SSI

Even if both solutions are acceptable in some scenarios, they may be nonviable in strin-
gent CPM applications where the properties of the CPM are of high interest. Instead,
we propose to communicate a state side information (SSI) from one stage to the other.
In other words, each stage � will communicate its final CPE state to its next neighbor
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(� + 1), in order for this latter to start encoding from this same state, and hence generate
a continuous CPM signal.
This procedure can be interpreted as the following: if one puts the trellises of all the

CPEs side by side, the final transmitted signal will form one continuous path which in
turn will result in a continuous signal. The obtained scheme is represented in Fig. 5 where
the SSI is depicted by the dashed arrows.
Note that this does not come at the expense of an increase to complexity in comparison

with classical CPM encoders, since we just modify the starting state of the CPM encoder
according to the final state of the CPM encoder of the previous stage.
One direct way to implement this strategy is to first perform the CPM encoding cor-

responding to the first spatial stage. After the encoding is done, this stage communicates
its final CPE state to the neighboring CPE. That way, this later can start encoding the
sequence at its input starting from that particular state. While this implementation is
straightforward, it will lead to an additional encoding delay (especially with high values
of L). This delay is caused by the fact that the stage � has to wait until the encoding of
the previous stage finishes in order to be provided with the state it should start encoding
from. In general, by noting δc the encoding time taken by CPE, stage � has to wait (�−1)δc
before starting the encoding.
This drawback can be easily fixed. In order to minimize this delay, the state shared

between stages can be actually quickly deduced directly from the information bits {Un}
only in Fig. 2, using the CPE trellis state definition. Actually, given the sequence {Un} at
the input of CPE of the stage �, the CPE of the stage � + 1 should start encoding from the
state:

σ =
[
Un−1, ...,Un−Lc+1,Vn =

[n−Lc∑
i=0

Ui

]
mod p

]
(6)

Thanks to this encoding strategy, all CPEs can now start encoding at the same time in
parallel.
NB: Contrary to what Fig. 5 may suggest, SSI connections and the exchanged bit con-

nections are completely decorrelated. SSI is exchanged only from one stage to the next
one (to assure the phase continuity), while the exchanged bit connections are between
adjacent stages (which is given by the coupling matrix B).

4.3.4 Summary of the proposed spatially coupled encoding

To summarize, the encoding of spatially coupled coded CPM schemes is achieved by the
following steps :

1 Insert known zero bits at the vacant bundles at the boundaries of the spatially
coupled chain;

2 Feed all outer codes with corresponding information bit sequences and perform
convolutional encoding,

3 Interleave the output coded sequences and spread them between different stages
according to the spatially coupled graph and interleave again;

4 Using Eq. (6), compute the initial state at which the CPE encoder at stage � should
start as a function of the sequence {v} of the stage � − 1;

5 Perform encoding at the CPE of all stages
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6 According to the output of each CPE, pick the corresponding waveform in the MM
filter bank;

7 Transmit the whole signal.

4.4 Receiver

At the receiver, it is well known that, for the BCJR algorithm, the probability of the tran-
sition (σn−1 = σ1, σn = σ2) can be factored as p(σ1, σ2, y(t)) = αn−1(σ1)γn(σ1, σ2)β(σ2),
where γn(σ1, σ2) is given by Eq. (3) and where αn−1(σ1) and βn(σ2) are computed through
the so-called forward and backward recursions. In our scheme, the starting and ending
states of each stage are not known by the receiver (except the starting state of the first
stage) and thus need to be estimated by the decoder. To take this into account, both the
forward and backward recursions should be initialized equally likely as:

α0(σi) = βN (σi) = 1
number of CPM states

, ∀σi

The disadvantage of this method is that the MAP decoder is more complex because of
the higher number of explored trellis paths. However, the advantage is that all the CPM
properties are maintained and no additional rate loss is induced. Should the decoding
complexity be of concern, low complexity BCJR variants could be implemented. This is
outside the scope of this paper.

5 Asymptotic convergence analysis and coupling optimization
In this section, we study the asymptotic behavior of the proposed spatially coupled turbo-
coded CPM scheme. For the considered iterative system, density evolution (DE) (which
should be in addition implemented using a coset approach in our setting) [40] cannot be
easily implemented due to the inner MAP CPM detector. Firstly, an analytic expression of
the output probability density distribution is not easy to derive, and secondly, evaluating
the threshold by tracking the evolution of the exchanged message densities between the
SISO CPM and the SISO CC decoders over a Gaussian channel is a cumbersome task.
Instead, EXIT analysis [41] can be alternatively exploited to evaluate the threshold of the
overall system.

5.1 EXIT chart analysis of the associated uncoupled serially concatenated coded CPM

scheme

An EXIT analysis is a one-dimensional parameter tracking method that enables to ana-
lyze asymptotically (i.e., in the infinite length regime) the convergence behavior of general
concatenated iterative systems. This method has been introduced in [41] showing that
iterative decoding using BCJR or BP algorithms can be well predicted tracking a one-
dimensional parameter, e.g., the average mutual information (MI) between bits and
associated LLRs. To this end, exchanged LLRs are usually modeled as consistent Gaussian
random variables (r.v.). These consistent Gaussian r.v. can be characterized by a single
parameter, usually their mean or variance as they are closely related [41]. Then, for the dif-
ferent SISO components, we can compute the so-called input-output transfer functions
that give the average mutual information between bits and extrinsic LLRs at the output of
a SISO component versus the average mutual information between bits and a priori LLRs
at the input of a SISO component. In general, closed-form expressions do not exist for
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these input-output transfer functions that have finally to be estimated through intensive
Monte-Carlo simulations and then approximated.
As an example, the CPM demodulator transfer function, referred to as TCPM(.), is

depicted in Fig. 4. Based on the channel outputs, TCPM(.) gives the average MI between
the extrinsic LLRs Le(CPM) and the corresponding bits and the average MI between the
a priori LLRs La(CPM) and the corresponding bits. We refer to these latter quantities
as Ie(CPM) and Ia(CPM)), respectively. Similarly, the outer decoder transfer function,
referred to as TCC(.), computes both the average MI between the extrinsic LLRs Le(CC)

and the corresponding bits and the average MI between the a posteriori LLRs Lap(CC)

and the corresponding bits from the average MI between a priori LLRs La(CC) and the
corresponding bits. These quantities are denoted as Ie(CC), Iap(CC), and Ia(CC), respec-
tively. Assuming no a priori information from the outer decoder at the first detection and
decoding step, successive MI exchange updates between the two SISO components are
then performed until we reach Iap(CC) = 1 (convergence to zero error probability) or we
reach the maximum number of iterations (no convergence).

5.2 SC-CPM EXIT analysis

Following the framework in [35], the EXIT chart analysis of the coupled system is summa-
rized in Fig. 6. At each decoding iteration, all CPM demodulation updates are performed
followed by all outer decoder updates. The update equations relative to the stage i are
given by the following:

Fig. 6 The vectorized graph of the ith stage of the terminated SC-CPM receiver
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• The CPM demodulator at stage i, based on its transfer function TCPM(.) and the a
priori MI Ia(CPMi), computes the extrinsic mutual information Ie(CPMi). In other
words: Ie(CPMi) = TCPM(Ia(CPMi)).

• After deinterleaving, the mutual information of the bits and corresponding LLRs,
shared from the stage i to the right-hand adjacent stage i + k, is given by
Ike (i+) = Ie(CPMi).bk .

• After a second deinterleaving, the a priori MI at the input of the outer decoder is
given by the mixture Ia(CCi) = ∑

Ika(i−).bk , where Ika(i−) is the MI between the
LLRs and corresponding bits shared from the left-hand adjacent stage i − k to the
stage i. By convention, I0a(i+) = Ie(CPMi).

• The outer decoder then updates its extrinsic LLRs as Ie(CCi) = TCC(Ia(CCi)).
• After interleaving, the mutual information of the bits and corresponding LLRs, shared

from the stage i to the left-hand adjacent stage i − k, is given by Ike (i−) = Ie(CCi).bk .
• After a second interleaving, the a priori MI at the input of the CPM demodulator is

given by the mixture Ia(CPMi) = ∑
Ika(i+).bk , where Ika(i+) is the MI between the

LLRs and corresponding bits shared from the adjacent stage k + i to the stage i. By
convention, I0a(i+) = Ie(CCi).

• Wherever they are involved, the a priori MIs coming from the added padding bit
nodes are taken equal to 1.

The threshold of the SC-CPM is then defined as the lowest channel noise parameter
such that Iap(CCi) → 1,∀i.
Note that the two concatenated interleavers πi and πo in Fig. 5 are here to ensure that

the conducted asymptotic analysis depicts the average behavior of the system. In other
words, when computing the different average mutual information Ia(Ii) and Ia(Oi), it is
thanks to these two interleavers that we are able to write:

Ia(Ii) =
∑

Ika(i
+).bk and Ia(Oi) =

∑
Ika(i

−).bk

Without them, the computation of the threshold will refer to a particular family,
corresponding to a particular realization of these two interleavers.

5.3 Coupling optimization

The asymptotic spatially coupled threshold described in the previous section suggests
a large enough number of iterations. However, when designing practical turbo systems,
speeding up the convergence rate is essential to minimize the decoding delay. With the
coupling proposed in this paper, it is also possible to apply the optimization in [35] in
order to reduce the decoding time without degrading the threshold. This is done as the
following:

1 Draw an initial coupling matrix B. Several trials with different CPM schemes
showed that the threshold of the SC-CPM corresponding to the uniform coupling
matrix, bk = 1/(ms + 1), is a good representative of the SC-CPM ensemble
threshold.

2 Applying the EXIT procedure described in the previous section, evaluate the
threshold of the obtained SC-CPM.

3 Find another coupling matrix B such that the SC-CPM conserves the same
threshold yet converges with a smaller number of iterations. Since this
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optimization problem is nonlinear, mainly due to the transfer functions TCPM(.)
and TCC(.), two optimization programming can be adopted:

(a) Greed search over a set of candidates of the form:{{bk}k| ∑ bk = 1 and bk ∈ { a
�

|a ∈[[ 0,�]] }}, where � ∈ N is a step
constant

(b) Use the well-known differential evolution algorithm [42].

For both optimizations, the search space set can be extremely reduced by canceling
symmetrical B. Further dimension reduction is achieved by replacing the equality con-
straint

∑
bk = 1 by the hyperplane

∑ms−1
i=0 bi ≤ 1. Hence, the last component of B can be

deduced until the end as bms = 1 − ∑ms−1
i=0 bi.

6 Results and discussion
To illustrate the behavior and the performance of the proposed schemes, and without
lake of generality, we first consider a serially concatenated coded CPM scheme using a
systematic (5, 7)8 outer convolutional code concatenated with three different CPMs given
as follows:

• A binary CPM scheme with parameters (Lc = 1, h = 1/2, Gaussian pulse);
• A quaternary CPM scheme with parameters (Lc = 1, h = 1/3, rectangular pulse,

natural mapping);
• An octal CPM scheme with parameters (Lc = 2, h = 1/3, raised cosine pulse, natural

mapping).

We first illustrate the spatial coupling gain using Fig. 7 and how it allows to improve
the iterative decoding threshold of the underlying uncoupled serially concatenated sys-
tem. In this figure, the evolution of the a posteriori MI, denoted as Iap(CC), associated
with each replica/stage of the coupled chain is given for different numbers of iterations.
L refers to the coupling length, i.e., the number of graph replicas. The x-axis refers to the
spatial index l of one of the replicas in the coupled chain as illustrated in Fig. 5. This
position index in the coupled chain is also equivalently denoted as stage position in the
label of the figure. For a given colored curve with label number n, the y-axis gives the

Fig. 7 Convergence of the binary SC-CPM stages as function of the decoding iterations (number above the
lines) at Es/N0 = −2.58 dB. Here, L = 20



Benaddi and Poulliat EURASIP Journal onWireless Communications and Networking        (2020) 2020:159 Page 15 of 20

average a posteriori mutual information observed at the output of each of the lth itera-
tive decoders after n iterations of the BP decoding process. Reaching the Iap(CC) = 1 at
a given position means that the corresponding replica/stage has been correctly decoded.
The threshold of the coupled ensemble is defined as the infimum of the Es/N0 values such
that all replicas/stages converge to Iap(CC) = 1. When iterative decoding fails, the decod-
ing process is stopped at some indexes with Iap(CC) < 1. This latter value is a function of
the signal-to-noise ratio.
Thus, the different colored curves in Fig. 5 help to illustrate the classical double wave

effect due to the coupling of the L replicas across iterations when the signal-to-noise ratio
is above the convergence threshold of the coupled ensemble and how spatial coupling
can help to improve iterative decoding performance. For our considered example, the
threshold of the underlying uncoupled ensemble is Es/N0 = −1.86 dB, meaning that it
is unable to asymptotically achieve an arbitrary low probability of error for Es/N0 values
below this threshold. However, we can observe that the coupled ensemble can converge at
Es/N0 = −2.58 dB. The rationale behind this phenomenon is that, thanks to the padding
bits, the stages at the boundaries were able to converge, i.e, Iap(CC) tends to 1, at Es/N0 =
−2.58 dB. Then, thanks to the spatial coupling defined by the coupling matrix B, i.e, the
linking between the different stages, reliable LLR values are shared to adjacent stages,
which help these later to converge. This step-by-step convergence from the boundaries
to the center of the SC-CPM propagates following a wave-like phenomenon, making the
whole system to converge even at Es/N0 = −2.58 dB. This improved threshold is due to
the so-called coupling gain.
Figure 8 depicts the design rate RL of the different schemes versus the corresponding BP

thresholds when ms = 1 and B =[ 1/2, 1/2]. These thresholds, referred to as “SC-CPM,”
are the BP thresholds of the corresponding spatially coupled ensembles. As for the case
of LDPC codes, it is conjectured to converge to the MAP threshold of the corresponding
serially concatenated scheme as the coupling length L increases. This phenomenon is
often referred to as threshold saturation. The performance of the coupled ensembles for
different coupling lengths is compared to the following:

• The thresholds of the underlying uncoupled ensembles which are given by only one
operating point, referred to as “coded CPM.” The obtained thresholds correspond to
the BP thresholds of the uncoupled ensembles.

• The maximum achievable rate for serially concatenated scheme using optimized
LDPC codes [27], referred to as “LDPC+CPM.” The obtained thresholds correspond
to the BP threshold under iterative detection and decoding.

• An estimation of the maximum achievable rate computed using the area under the
EXIT curve, referred to as “EXIT area.” This curve is often conjectured to be a tight
approximation of the normalized capacity associated with the inner detection
scheme [37] (the inner CPM scheme in our context) . It corresponds to an upper
bound of the maximum achievable rate of any serially concatenated scheme involving
the CPM scheme of interest.

For the binary CPM, spatial coupling allows to gain 0.68 dB in comparison to the uncou-
pled family and is at only 0.18 dB from the threshold given by the area theorem. Observe
that this was achieved without any code design or optimization for the outer code. As L
increases, the design rate RL tends to 1/2 and the three SC-CPMs saturate to a value very
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Fig. 8 Threshold of coupled and uncoupled coded CPM. Comparison to the area under the EXIT is also
depicted. The coupling matrix here is B =[ 12 ,

1
2 ]

close to the EXIT area theorem upper bound. This result corroborates the conjecture
stating that the spatially coupled serially concatenated schemes saturate to a lower bound
very close to the threshold given by the EXIT area theorem [35]. It is conjectured that
it corresponds to the MAP threshold of the concatenated ensemble. This simply shows
that, despite the limited performance of the uncoupled ensemble that does not operate
close to the normalized capacity, very good thresholds can be achieved by spatial coupling
for a scheme with a very regular structure. The same phenomenon has been observed
for LDPC code ensembles for which it has been shown that spatial coupling of regular
codes improves the BP threshold towards the MAP threshold that can be very close to
the capacity. As a reference, we also plot the thresholds obtained by optimizing unstruc-
tured LDPC codes at different rates with maximum variable node degree of 7. We use
the same optimization procedure as defined in [27] where both degree-1 variable nodes
and their corresponding stability condition were considered. We observe that, for the
three schemes, by coupling a simple (5, 7)8-coded CPM, we can reach or outperform the
performance of the carefully designed serially concatenated coded CPM schemes using
outer LDPC codes. Similar conclusions can be drawn from the two other subfigures cor-
responding to the quaternary and octal cases, respectively. Finally, Table 1 summarizes
the thresholds of the considered schemes.
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Table 1 Thresholds Eb/N0 in decibel for different schemes at rates close to 1/2

Coded CPM SC-CPM LDPC+CPM EXIT area

Binary CPM 1.11 0.43 0.56 0.24

Quaternary CPM 1.07 0.26 0.20 −0.01

Octal CPM 0.72 −0.16 −0.20 −0.37

For SC-CPM, B =[ 1
2 ,

1
2 ]

The preceding results show how spatial coupling can help improve the iterative decod-
ing threshold, even in the case of a very simple coupling. We now discuss the benefit of
optimizing the coupling matrix. Figure 9 shows the number of iterations when uniform
and optimized coupling matrices are used in the case of ms = 2. For the binary and the
octal CPM schemes, we observe that the optimized schemes are able to converge around
17% and 13% faster than the uniform coupling matrix scheme. This has been observed
in several other contexts. From this observation, we can conclude that optimizing the
coupling structure does not necessarily improve the asymptotic threshold but rather help
improve convergence speed.
For the special case of the CPM used in DVB-RCS2 standard [43], where h = 1/5,

L = 2, α = 1/3 and a natural mapping is used, we plot in Fig. 10 the obtained threshold
computed for three schemes:

1 The serially concatenated scheme with an inner (5, 7)8 convolutional code
2 The spatially coupled version of the previous scheme with respect to the coupling

matrix B =[ 0.5, 0.5]
3 The LDPC coded scheme with an optimized rate-1/2 LDPC codes whose degree

polynomials are given as: λ(x) = 0.2006 + 0.6116x + 0.1878x6 and
ρ(x) = 0.2x2 + 0.8x3

As we can see, the threshold of the SC-CPM scheme (i.e., 0.41 dB) outperforms the opti-
mized LDPC code threshold (i.e., 0.45 dB). Both schemes 1 and 2 exhibit a coding gain
of approximately 0.9 dB better that the DVB-RCS2 (5, 7)8-coded CPM scheme (whose
threshold is at 1.33 dB).
Preceding results tend to show that performance of serially concatenated coded CPM

schemes can be drastically improved by spatial coupling, pushing their performance very

Fig. 9 Iterations before convergence of different SC-CPM schemes with syndrome former memoryms = 2
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Fig. 10 Quaternary CPM used in DVB-RCS2 with h = 1/5, Lc = 2, α = 1/3 and natural mapping. The
coupling matrix is always given by B =[ 12 ,

1
2 ]

close to themaximum achievable rate, while the uncoupled ensemble exhibits limited per-
formance. Remarkably, one is able to compete with state-of-art optimized LDPC coded
solutions that are tailored for this application but with simple system components and a
very regular structure, as it has been observed for regular LDPC codes. In general, as for
the DVB-RCS2 context, any application that is considering concatenated schemes using
CPMs such as in telemetry applications or tactical communications can be upgraded
by considering a coupling strategy. The performance of such systems can be improved
by coupling while each component of the emitter and the receiver (encoders and SISO
decoders) can be reused from the initial setup and reassembled with a reasonable cost
to enable coupling. Using an optimized coded CPM scheme with an outer LDPC code
induces to change the complete layout of both the encoder and the decoder. Moreover,
to achieve optimal performance, we cannot use on-the-shelf LDPC codes that are not
efficient in this context. A specific design must be done, and the developed core may
not be usable for any other application, since the design is dedicated to only one specific
application.

7 Conclusion
In this paper, we proposed a method to spatially couple coded CPM schemes. Using an
EXIT analysis, this scheme shows very competitive thresholds when compared to a care-
fully optimized LDPC code. Moreover, we introduced a design procedure to accelerate
the convergence rate by optimizing the coupling matrix. Simulation results for differ-
ent CPM schemes corroborate the conjecture that SC-CPM should also saturate to a
value lower-bounded by the EXIT area theorem. Future work will investigate finite length
performance and the optimization of the corresponding coupling base matrix.
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