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SIMULTANEOUS DETERMINATION OF COEFFICIENTS, INTERNAL SOURCES

AND AN OBSTACLE OF A DIFFUSION EQUATION FROM A SINGLE

MEASUREMENT

YAVAR KIAN

Abstract. This article is devoted to the simultaneous resolution of three inverse problems, among the

most important formulation of inverse problems for partial differential equations, stated for some class

of diffusion equations from a single boundary measurement. Namely, we consider the simultaneous

unique determination of several class of coefficients, some internal sources (a source term and an initial

condition) and an obstacle appearing in a diffusion equation from a single boundary measurement.

Our problem can be formulated as the simultaneous determination of information about a diffusion

process (velocity field, density of the medium), an obstacle and of the source of diffusion. We consider

this problems in the context of a classical diffusion process described by a convection-diffusion equa-

tion as well as an anomalous diffusion phenomena described by a time fractional diffusion equation.

Keywords: Inverse problems, diffusion equation, inverse coefficient problem, inverse source prob-

lem, inverse obstacle problem, uniqueness, partial data.

Mathematics subject classification 2010 : 35R30, 35R11.

1. Introduction

1.1. Statement of the problem. Let Ω̃ and ω be two bounded open set of Rd, d > 2, with C2

boundary, such that ω ⊂ Ω̃ and such that Ω = Ω̃ \ ω is connected. Let a ∈ C1(Ω) satisfy the condition

∃c > 0, a(x) > c, x ∈ Ω. (1.1)

Fix q ∈ L∞(Ω), such that

q > 0 (1.2)

and B ∈ L∞(Ω)d. Given T ∈ (0,+∞), α ∈ (0, 2) and ρ ∈ L∞(Ω), such that

0 < ρ0 6 ρ(x) 6 ρM < +∞, x ∈ Ω, (1.3)
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we consider the initial boundary value problem (IBVP)

ρ(x)∂αt u− div (a(x)∇xu) +B(x) · ∇xu+ q(x)u = F, in Q,

u = Φ, on (0, T )× ∂Ω̃,

u = 0, on (0, T )× ∂ω,u = u0 if 0 < α 6 1,

u = u0, ∂tu = 0 if 1 < α < 2,

in {0} × Ω.

(1.4)

Here, we fix Q = (0, T ) × Ω and for α = 1 we denote by ∂αt the usual time derivative ∂t while, for

α ∈ (0, 1) ∪ (1, 2), ∂αt denotes the fractional Caputo derivative of order α with respect to t defined by

∂αt u(t, x) :=
1

Γ([α] + 1− α)

∫ t

0

(t− s)[α]−α∂[α]+1
s u(s, x)ds, (t, x) ∈ Q. (1.5)

Assuming that Φ ∈ W 2,1(0, T ;H
3
2 (∂Ω̃)), u0 ∈ L2(Ω), F ∈ L1(0, T ;L2(Ω)), it is well known that

problem (1.4) admits a unique weak solution lying in L1(0, T ;H2r(Ω)), r ∈ (0, 1) (see e.g. [29, 43, 45,

58]).

Let Γin,Γout be two open subsets of ∂Ω̃. In the present paper we study the inverse problem of

determining uniquely and simultaneously as much parameters as possible among the set {a, ρ,B, q} of

coefficients, the set {u0, F} of internal source, the order of derivation in time α as well as the obstacle

ω from a single boundary measurement on the subset of the form (T0 − δ, T0)× Γout, with T0 ∈ (0, T )

and δ ∈ (0, T0], of the lateral boundary (0, T ) × ∂Ω̃ for a suitable choice of the input Φ supported on

[0, T ]× Γin.

1.2. Motivations. Let us mention that diffusion equations of the form (1.4) describe diffusion of

different kind of physical phenomena. While for α = 1 such equations correspond to convection-diffusion

equations describing the transfer of different physical quantities (mass, energy, heat,...), for α 6= 1,

equations of the form (1.4) are used for modeling different type of anomalous diffusion process (diffusion

in inhomogeneous anisotropic porous media, turbulent plasma, diffusion in a turbulent flow,...). We

refer to [8, 30, 62] for more details about the applications of such equations.

The inverse problem addressed in the present paper corresponds to the simultaneous determination

of a source of diffusion, an obstacle and of several parameters describing the diffusion of some physical

quantities. The convection term B is associated with the velocity field of the moving quantities while

the coefficients (a, ρ, q) and the order of derivation α can be associated with some properties of the

medium. Moreover, the source term F and the initial condition u0 can be seen as different kind of source

of diffusion. For instance, our inverse problem can be stated as the determination of the velocity field

and the density of the medium as well as an obstacle and the source of diffusion of a contaminant in a soil

from a single measurement at Γout. Moreover, for α ∈ (1, 2), ω = ∅, F = 0, B = q = 0 and ρ = cα, our
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inverse problem can be seen as the fractional formulation of the so called thermoacoustic tomography

(TAT) and photoacoustic tomography (PAT), two coupled-physics process, used for combining the

high resolution of ultrasound and the high contrast capabilities of electromagnetic waves, which can

be formulated as the simultaneous determination of the wave speed and the initial pressure of a wave

equation (see e.g. [17, 48, 53, 61]).

1.3. Known results. Inverse problems for equations of the form (1.4) have received many attention

these last decades. Many authors considered inverse coefficients, inverse source and inverse obstacle

problems for (1.4) when α = 1. Without being exhaustive, we mention the works of [5, 9, 11, 12, 14, 15,

16, 19, 27, 28, 34, 36]. Contrary to α = 1, inverse problems associated with (1.4) for α ∈ (0, 1) ∪ (1, 2)

has received more recent treatment. Most of these results correspond to inverse source problems (see

e.g. [21, 29, 41, 43, 47]). For inverse coefficients problems, many results have been stated with infinitely

many measurements (see for instance [40, 45, 50]) among which the most general and precise results

seem to be the ones stated in [40] where the measurements are restricted to a fixed time on a portion

of the boundary of the domain. Several works have also been devoted to the recovery of coefficients

form data given by final overdetermination (see e.g. [35, 46]). To the best of our knowledge the works

[24, 39, 43] are the only works in the mathematical literature where the recovery of coefficients appearing

in fractional diffusion equations (in dimension higher than 2) has been stated with a single measurement

which does not correspond to final overdetermination. Among these three works, [39] is the only one

with results stated with a single boundary measurement on a general bounded domain. Indeed, the

result of [24] is stated with internal measurement while the approach of [43] is restricted to cylindrical

domain Ω. The approach of [39] is based on a generalization of the approach of [4, 13] (see also the

work of [18] for similar approach in the one dimensional case) based on the construction of a suitable

Dirichlet input. Indeed, not only [39] extends the work of [4, 13] to fractional diffusion equations

(α 6= 1) but it also extends the work of [4, 13] for α = 1 in terms of generality and precision. The

main idea of [39] is to recover boundary data for a family of elliptic equations from a single boundary

measurement of the solution of (1.4), with F = u0 ≡ 0 and ω = ∅, and to combine this result with the

works [10, 33, 34, 38, 49, 56, 59] in order to prove the recovery of coefficients appearing in (1.4).

Let us observe that while, as mentioned above, several works have been devoted to the determi-

nation of space dependent coefficients or source terms, to the best of our knowledge, even for α = 1,

there is no result devoted to the simultaneous determination of space dependent internal source and

coefficients appearing in problem (1.4) from single measurement. In the same way, we are not aware

of any result devoted to the simultaneous determination of an obstacle and a coefficient or a source

term appearing in (1.4) from a single measurement. Indeed, we have only find works devoted to the

simultaneous determination of source and coefficient, appearing in a parabolic equation, that depend
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only on the time variable (see e.g. [31, 32]). In the same way, we are only aware of the work of [26] for

the simultaneous determination of a source term and an obstacle appearing in a hyperbolic equation.

2. Statement of the main results

Following [4, 39], we start by introducing a suitable class of inputs Φ. More precisely, we consider

χ ∈ C∞(∂Ω̃) such that supp(χ) ⊂ Γin and χ = 1 on Γin,∗ an open subset of ∂Ω̃. We fix τ1, τ2 ∈ (0, T ],

τ1 < τ2, and a strictly increasing sequence (tk)k>0 such that t0 = τ1 and lim
k→∞

tk = τ2. We fix also the

sequence (ck)k>0 of [0,+∞) and we define the sequence (ψk)k>1 of functions non-uniformly vanishing

and lying in C∞(R; [0,+∞)) defined, for all k ∈ N := {1, 2, . . .}, by

ψk(t) =

 0 for t ∈ (−∞, t2k−2],

ck for t ∈ [t2k−1,+∞).

We set the sequence (dk)k>1 of (0,+∞) such that

∞∑
k=1

dk ‖ψk‖W 3,∞(R+) <∞.

In addition, we consider the sequence (ηk)k>1 of H
3
2 (∂Ω̃) such that Span({ηk : k > 1}) is dense in

H
3
2 (∂Ω̃) and ‖ηk‖

H
3
2 (∂Ω̃)

= 1, k ∈ N. Finally, we define the input Φ ∈ C3([0,+∞);H
3
2 (∂Ω̃)) as follows

Φ(t, x) :=

∞∑
k=1

dkψk(t)χ(x)ηk(x), x ∈ ∂Ω̃, t ∈ [0,+∞). (2.1)

It is clear that supp(Φ) ⊂ [0,+∞)× Γin.

Let us observe that according to [39, Section 2.2] one can not expect more than the recovery of

two coefficients among the set {a, ρ,B, q}. In the same way, following [41, Section 1.3], it is impossible

to determine general time-dependent source terms from any kind of boundary measurements of the

solution of (1.4). For this purpose, in addition to the two coefficients among the set {a, ρ,B, q},

we consider the recovery of the obstacle ω, the order of derivation α and source terms of the form

F (t, x) = σ(t)f(x), with σ a known function, and the recovery of the initial condition u0.

For our first main result, we consider this problem for B ≡ 0 and a single boundary measurement

given by a∂νu|(0,τ2)×Γout , with ν the outward unit normal vector to ∂Ω̃. This result can be stated as

follows.

Theorem 2.1. For j = 1, 2, let αj ∈ (0, 2), and let the conditions

Γin,∗ ∪ Γout = ∂Ω̃, Γin,∗ ∩ Γout 6= ∅, (2.2)

be fulfilled. We fix ωj, j = 1, 2, two open set of Rd with C2 boundary such that ωj ⊂ Ω̃ and such

that Ωj = Ω̃ \ ωj is connected. For j = 1, 2, we fix (aj , ρj , qj) ∈ C1(Ωj) × L∞(Ωj) × L∞(Ωj) fulfilling
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(1.1)-(1.3), with Ω = Ωj, and we assume that either of the three following conditions:

(i) ρ1 = ρ2 on Ω1 ∩ Ω2, (ii) a1 = a2 on Ω1 ∩ Ω2, (iii) q1 = q2 on Ω1 ∩ Ω2

and the conditions

∇a1(x) = ∇a2(x), x ∈ ∂Ω̃, (2.3)

∃C > 0, |ρ1(x)− ρ2(x)| 6 Cdist(x, ∂Ω̃)2, x ∈ Ω1 ∩ Ω2, (2.4)

are fulfilled. Moreover, for j = 1, 2, we fix uj0 ∈ L2(Ωj) and, for σ ∈ L1(0, T ), fj ∈ L2(Ωj), we define

Fj(t, x) = σ(t)fj(x), t ∈ (0, T ), x ∈ Ωj . (2.5)

Here, we assume that the condition

supp(σ) ⊂ [0, τ1) (2.6)

is fulfilled and we assume that the internal sources uj0, fj, j = 1, 2, satisfy one of the following conditions

(iv) f1 = f2 on Ω1 ∩ Ω2, (v) σ 6≡ 0, u1
0 = u2

0 on Ω1 ∩ Ω2,

(vi) σ 6≡ 0, there exists τ0 ∈ (0, τ1) such that supp(σ) ⊂ (τ0, τ1).

Furthermore, we assume that the expressions η1 and c1, appearing in the construction of the Dirichlet

input Φ given by (2.1), are such that c1 = 0 and η1 is a function of constant sign lying in W 2− 1
r ,r(∂Ω̃),

for some r > n
2 , and it satisfies χη1 6≡ 0. Finally, we assume that there exists a connected open subset

Õ of Ω̃ \ (ω1 ∪ ω2) (see Figure 1) satisfying

∂(ω1 ∪ ω2) ⊂ ∂Õ, the interior of ∂Õ ∩ Γout is not empty, (2.7)

a1(x) = a2(x), ρ1(x) = ρ2(x), q1(x) = q2(x), x ∈ Õ. (2.8)

Consider uj, j = 1, 2, the solution of (1.4) with Φ given by (2.1), α = αj, ω = ωj, B = 0, (a, ρ, q) =

(aj , ρj , qj) and (u0, F ) = (uj0, Fj). Then the condition

a1(x)∂νu
1(t, x) = a2(x)∂νu

2(t, x), (t, x) ∈ (0, τ2)× Γout (2.9)

implies that

α1 = α2, ω1 = ω2, a1 = a2, ρ1 = ρ2, q1 = q2, u1
0 = u2

0, f1 = f2. (2.10)

In the case α ∈ (0, 2) \ {1}, by considering some additional regularity assumptions, we can extend

the result of Theorem 2.1 into a result with a single measurement restricted to any time interval of the

form (T0− δ, T0), with T0 ∈ [τ2, T ] and δ ∈ (0, T0− τ1) arbitrary chosen. Namely, let us consider that Ω̃

and ω are C4, ρ, a ∈ C3(Ω), q ∈W 2,∞(Ω), f ∈ H2(Ω), u0 ∈ Hdαe0 (Ω)∩H2dαe(Ω), where d·e denotes the

ceiling function and Hk
0 (Ω), k ∈ N, denotes the closure of C∞0 (Ω) in Hk(Ω). Let also σ ∈ W 3,1(0, T )

be such that σ(0) = σ′(0) = σ(2)(0) = 0. We suppose that the Dirichlet input Φ, given by (2.1), is

defined with (ηk)k>1 a sequence of functions of H
7
2 (∂Ω̃) such that Span({ηk : k > 1}) is dense in
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Figure 1. The sets Ω̃, ω1, ω2 and Õ.

H
3
2 (∂Ω̃) and ‖ηk‖

H
7
2 (∂Ω̃)

= 1, k ∈ N. We recall that with this choice of the functions (ηk)k>1, we have

Φ ∈ C3([0, T ];H
7
2 (∂Ω̃)) with

Φ(0, x) = ∂tΦ(0, x) = ∂2
t Φ(0, x) = 0, x ∈ ∂Ω̃.

Combining [44, Proposition 2.6, 2.8] with [44, Theorem 2.5, 2.9], one can check that problem (1.4)

admits a unique solution u ∈ W dαe,1(0, T ;Hs(Ω)) ∩ L1(0, T ;H2+s(Ω)), s > 3
2 . In particular we have

∂νu ∈W dαe,1(0, T ;L2(∂Ω̃)) and ∂νdiv(a∇u) ∈ L1(0, T ;L2(∂Ω̃)). Under these smoothness assumptions,

we can prove that the result of Theorem 2.1, with α known, remains valid with measurement given by

∂νu and ∂νdiv(a∇u) restricted to (T0 − δ, T0) × Γout, with T0 ∈ [τ2, T ] and δ ∈ (0, T0 − τ1) arbitrary

chosen. Our result for this problem can be stated as follows.

Theorem 2.2. Let α1 = α2 = α ∈ (0, 2) \ {1} and let the conditions of Theorem 2.1 be fulfilled.

We assume also that, for j = 1, 2, ρj , aj ∈ C3(Ωj), qj ∈ W 2,∞(Ωj), uj0 ∈ H
dαe
0 (Ωj) ∩ H2dαe(Ωj),

fj ∈ H2(Ωj), satisfy the condition of Theorem 2.1 as well as the following conditions

∂νdiv(a1(x)∇h)(x) = ∂νdiv(a2(x)∇h)(x), h ∈ H4(Ω̃), x ∈ Γout, (2.11)

a1(x) = a2(x), ∂kνρ1(x) = ∂kνρ2(x), ∂kν q1(x) = ∂kν q2(x), k = 0, 1, x ∈ Γout. (2.12)

Moreover, we assume that Ω̃ and ωj, j = 1, 2, are C4, σ ∈W 3,1(0, T ), with σ(0) = σ′(0) = σ(2)(0) = 0,

and the Dirichlet input (2.1) is defined with (ηk)k>1 a sequence of functions lying in H
7
2 (∂Ω̃) such that

Span({ηk : k > 1}) is dense in H
3
2 (∂Ω̃) and ‖ηk‖

H
7
2 (∂Ω̃)

= 1, k ∈ N. Consider uj, j = 1, 2, the

solution of (1.4) with Φ given by (2.1), B = 0, (a, ρ, q) = (aj , ρj , qj) and (u0, F ) = (uj0, Fj). Then, for

any arbitrary chosen T0 ∈ [τ2, T ] and δ ∈ (0, T0 − τ1), the condition∂νu
1(t, x) = ∂νu

2(t, x),

∂νdiv
(
a1(x)∇xu1

)
(t, x) = ∂νdiv

(
a1(x)∇xu2

)
(t, x),

(t, x) ∈ (T0 − δ, T0)× Γout (2.13)

implies that (2.10) holds true.
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For our third main result, we consider the above problem for a = 1, q = 0 and for Γin,∗ = Γout =

∂Ω̃. Our third main result can be stated as follows.

Theorem 2.3. Let d > 3 and, for j = 1, 2, let αj ∈ (0, 1] aj = 1, qj = 0, ωj be an open set of Rd

with C2 boundary such that ωj ⊂ Ω̃ and such that Ωj = Ω̃ \ ωj is connected, ρj ∈ C(Ωj) satisfy (1.3),

with Ω = Ωj, and let Bj ∈ Cγ(Ωj)
d, with γ ∈ (2/3, 1). Moreover, for j = 1, 2, we fix uj0 ∈ L2(Ωj),

σ ∈ L1(0, T ), fj ∈ L2(Ωj), satisfying (2.6) and one of the conditions (iv), (v), (vi), and we consider

Fj given by (2.5). We assume also that the expression η1 appearing in the construction of the Dirichlet

input Φ, given by (2.1), is lying in W 2− 1
r ,r(∂Ω̃), for some r > n

2 ,and χη1 6≡ 0. Finally, we assume

that there exists a connected open subset Õ of Ω̃ \ (ω1 ∪ ω2) satisfying (2.7) with Γout = ∂Ω̃ such that

(R3 \ Ω̃) ∪ Õ ∪ ω1 is connected and the following conditions

B1(x) = B2(x), ρ1(x) = ρ2(x), x ∈ Õ, (2.14)

α1 = α2 or ω1 = ω2 = ∅ (2.15)

are fulfilled. Consider uj, j = 1, 2, the solution of (1.4) with (a, α,B, ρ, q) = (aj , αj , Bj , ρj , qj),

(u0, F ) = (uj0, Fj) and Φ given by (2.1) with χ = 1. Then the condition

∂νu
1(t, x) = ∂νu

2(t, x), (t, x) ∈ (0, τ2)× ∂Ω̃ (2.16)

implies that

ω1 = ω2, α1 = α2, B1 = B2, ρ1 = ρ2, u1
0 = u2

0, f1 = f2. (2.17)

Let us recall that our construction of the input Φ given by (2.1) can also be extended to (M, g) a

compact connected and smooth Riemanian manifold with boundary by replacing ∂Ω̃ with ∂M . In that

case, we define the Laplace-Beltrami operator

∆g := divg(∇g·)

where divg and ∇g denote divergence and gradient operators on (M, g) respectively, and we consider

the following problem on the manifold M



∂αt u−∆gu+ q(x)u = F, in (0, T )×M,

u = Φ, on (0, T )× ∂M,u = u0 if 0 < α 6 1,

u = u0, ∂tu = 0 if 1 < α < 2,

in {0} ×M.

(2.18)

In that case, following the results of [39] based on the works of [33, 38, 40, 49] we obtain the following

extension of our results to Riemanian manifolds.
7



Corollary 2.4. For j = 1, 2, let αj ∈ (0, 2), let (Mj , gj) be two compact and smooth connected

Riemannian manifolds of dimension d ≥ 2 with the same boundary and with g1 = g2 on ∂M1, and

let qj ∈ C∞(Mj) satisfy qj ≥ 0 on Mj. Moreover, for j = 1, 2, we fix uj0 ∈ L2(Mj), σ ∈ L1(0, T ),

fj ∈ L2(Mj) satisfying (2.6) and one of the conditions

(iv′) fj = 0, j = 1, 2, (v′) σ 6≡ 0, uj0 ≡ 0, j = 1, 2,

(vi′) σ 6≡ 0, there exists τ0 ∈ (0, τ1) such that supp(σ) ⊂ (τ0, τ1).

Furthermore, we assume that the expressions η1 and c1, appearing in the construction of the Dirichlet

input Φ given by (2.1) with ∂Ω̃ replaced by ∂M1, are such that c1 = 0 and η1 is a function of constant

sign lying in C3(∂M1) and it satisfies χη1 6≡ 0. We consider also Fj given by (2.5) and we fix Γin = Γout

an arbitrary open subset of ∂M1. Consider uj, j = 1, 2, the solution of (2.18) with Φ given by (2.1),

α = αj, (M, g) = (Mj , gj), q = qj, u0 = uj0, F = Fj. Then the condition

∂νu
1 = ∂νu

2 in (0, τ2)× Γout (2.19)

implies that (M1, g1) and (M2, g2) are isometric. Moreover, (2.19) implies that there exist ϕ ∈ C∞(M2;M1),

an isomtery from (M2, g2) to (M1, g1), fixing ∂M1 and depending only on (Mj , gj), j = 1, 2, such that

α1 = α2, q2 = q1 ◦ ϕ, u2
0 = u1

0 ◦ ϕ, f2 = f1 ◦ ϕ. (2.20)

In the spirit of Theorem 2.2 we can also restrict the measurement under consideration in Corollary

2.4 to (T0 − δ, T0)× Γout. This result can be stated as follows.

Corollary 2.5. We assume that the conditions of Corollary 2.4 are fulfilled. Let α ∈ (0, 2) \ {1},

let (M, gj) be two compact and smooth connected Riemannian manifolds of dimension d ≥ 2 with

g1 = g2 on ∂M , and let qj ∈ C∞(M) satisfy qj ≥ 0 on M . Moreover, for j = 1, 2, we assume that

uj0 ∈ H
dαe
0 (M) ∩ H2dαe(M), fj ∈ H2(M) and σ ∈ W 3,1(0, T ) satisfies σ(0) = σ′(0) = σ(2)(0) = 0.

We consider also Fj given by (2.5) and the Dirichlet input (2.1) is defined with (ηk)k>1 a sequence of

functions of H
7
2 (∂M) such that Span({ηk : k > 1}) is dense in H

3
2 (∂M) and ‖ηk‖

H
7
2 (∂M)

= 1, k ∈ N.

Assume also that Γin = Γout is arbitrary chosen and the conditions

∂ν∆g1h(x) = ∂ν∆g2h(x), x ∈ Γout, h ∈ H4(M), (2.21)

∂kν c
1(x) = ∂kν c

2(x), k = 0, 1, x ∈ Γout (2.22)

are fulfilled. Consider uj, j = 1, 2, the solution of (2.18) and (g, q, u0, F ) = (gj , qj , u
j
0, Fj). Then, for

any arbitrary chosen T0 ∈ [τ2, T ] and δ ∈ (0, T0 − τ1), the conditions

∂νu
1 = ∂νu

2 in (T0 − δ, T0)× Γout (2.23)

∂ν∆g1u
1 = ∂ν∆g1u

2 in (T0 − δ, T0)× Γout (2.24)

imply that (M, g1) and (M, g2) are isometric and (2.20) is fulfilled with M1 = M2 = M .
8



We can also extend our results to the case where the input and the measurements are applied on

some disjoint sets with respect to the space variable.

Corollary 2.6. Let the condition of Corollary 2.4 be fulfilled and denote by uj, j = 1, 2, the solution

of (2.18) with Φ given by (2.1), (M, g, u0, F ) = (Mj , gj , u
j
0, Fj), j = 1, 2, and q ≡ 0. In addition,

we assume that the wave equation on (0,+∞) ×Mj, j = 1, 2, is exactly controllable from Γin,∗
1 and

Γin ∩ Γout = ∅. Then (2.19) implies that (M1, g1) and (M2, g2) are isometric and (2.20) holds true.

Let us observe that the results of Theorem 2.1, 2.2 and 2.3 correspond to the simultaneous unique

determination of two coefficients among the set of parameters {ρ, a,B, q}, the order of derivation α, the

obstacle ω and the internal space dependent sources {u0, f}, from a single boundary measurement of

the solution of (1.4). In the same way, Corollary 2.4, 2.6 provide the simultaneous unique determination

(up to isometry) of the Riemannian manifold (M, g) as well as the internal sources {u0, f}. Assuming

that ω1 = ω2 = ∅, the results of Theorem 2.1, 2.2 and 2.3 can be stated in terms of simultaneous

recovery of the set of the coefficients, the order of derivation in time and the internal source without

requiring the extra conditions (2.7)-(2.8) and (2.14)-(2.15).

To the best of our knowledge, even for α = 1, the results of Theorem 2.1 and 2.3 correspond to the

first resolution of three among the most important class of inverse problems (inverse coefficient, inverse

source and inverse obstacle problems) stated for partial differential equations from a single boundary

measurement. In addition in Corollary 2.4, 2.6, we extend, for what seems to be the first time, this

approach to the simultaneous determination of a Riemannian manifold (up to isometry) and an internal

source. While several authors considered the recovery of coefficients appearing in different evolution

PDEs from a single boundary measurement (e.g. [20, 39, 63]) only some restricted results deal with

the simultaneous determination of space dependent coefficients and internal source appearing in an

evolution PDE from a single boundary measurement (see [53]) and none of them seems to consider the

simultaneous determination of source, obstacle and coefficients from a single boundary measurement.

In that sense, the results of Theorem 2.1, 2.3 and Corollary 2.4, 2.6 correspond to, what seems to

be, the first results of simultaneous determination of general class of space dependent coefficients and

internal source and the first results of simultaneous determination of source, obstacle and coefficients

from a single boundary measurement for all evolution linear PDEs.

The approach that we use in this work is in the continuity of the work [39] where the authors

obtained, what seems to be, the most general and precise results of determination of coefficients ap-

pearing in (1.4) from a single boundary measurement. In the present paper we extend the work of [39]

in five different directions: 1) We give in Theorem 3.3 a simplified proof of [39, Proposition 3.2] based

1 Here we refer to [6] for geometrical conditions that guarantee the exact controllability of the wave equation from

Γin,∗.
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on properties of time analiticity of some solutions of problem (1.4); 2) We prove that with a class of

Dirichlet input similar to the one considered by [39], in addition to the recovery of coefficients, one

can also prove the recovery of internal sources; 3) We add to the recovery of coefficients considered by

[39], the recovery of an obstacle from similar data; 4) In Theorem 2.1 and in Corollary 2.4, 2.6, we add

to the results with partial data and results stated on manifold of [39] (see [39, Theorem 2.2] and [39,

Corollary 2.4, 2.6, 2.7]) the recovery of the order of derivation α; 5) For α 6= 1, we show in Theorem

2.2 and Corollary 2.5, how one can restrict the measurement considered in [39, Theorem 2.2] and [39,

Corollary 2.4, 2.6, 2.7] to any time interval of the form (T0 − δ, T0) where δ can be arbitrary small.

Let us remark that, for α 6= 1, in Theorem 2.2 and in Corollary 2.5 we can restrict our single

measurement to any interval in time of the form (T0 − δ, T0), with T0 ∈ [τ2, T ] and δ ∈ (0, T0 − τ1)

arbitrary chosen, while all other comparable results that we know consider measurement on an interval

in time of the form (0, T0). This improvement of the known results can be applied to the important

and difficult problem of determining coefficients of a PDE from excitation and single measurement

made on disjoint sets of the lateral boundary (0, T )× ∂Ω̃ (resp. (0, T )× ∂M). Indeed, assuming that

ck = 0, k ∈ N, with ck introduced in the definition of the Dirichlet input Φ, and choosing T0 ∈ (τ2, T ),

δ ∈ (0, T0−τ2) in (2.13), one can check that the supp(Φ)∩ (T0 − δ, T0)× Γout = ∅. This means that the

results of Theorem 2.2 and Corollary 2.5 can be applied to the simultaneous determination of coefficients

and internal source from a single measurement separated, by an interval of time, from the application of

the single Dirichlet input Φ. So far, only some small number of articles in the mathematical literature

have been devoted to the recovery of coefficients or a manifold from excitation and measurements made

on disjoint sets for general Riemannian manifolds or a bounded domain (see e.g. [38, 40, 39, 49]). All

these results considered data on disjoint sets with respect to the space variables. As far as we know, the

application of these class of results require a geometrical condition imposed to the support of the inputs

Γin (like the geometrical control condition of [6] considered in [38, 49]) and, as far as we know, these

results allow only some local recovery of coefficients. In contrast to these results and their applications

to fractional diffusion equations stated in [40, 39], in Theorem 2.2 (resp. in Corollary 2.5) we obtain,

for what seems to be the first time, the full recovery of coefficients and manifolds from excitation and

single measurement made on disjoint set of the lateral boundary (0, T )× ∂Ω̃ (resp. (0, T )× ∂M) with

respect to the time variable. Contrary to the works of [38, 40, 39, 49], in Corollary 2.5 we do not

impose any geometrical condition to Γin and in Theorem 2.2, Corollary 2.5 we obtain the full recovery

of coefficients. In order to obtain these extensions of the works of [39, 40], we use an argument borrowed

from [47] which can only be applied in the case α 6= 1. For α = 1, it is not clear that condition (2.13)

implies (2.17). This property emphasis the memory effect of time fractional diffusion equations.

One of the key ingredient in our proofs is based on a step by step argumentation allowing to

transfer our inverse problems into a family of inverse problems that we solve separately. However, in
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Theorem 2.1 and in Corollary 2.4, 2.6, we need to consider the recovery of the obstacle, the order of

derivation α in the situation where the coefficients of the equation are unknown. To overcome this

difficulty, for the recovery of the obstacle we use the extra conditions (2.7)-(2.8) and (2.14)-(2.15).

However, we prove the recovery of the obstacle without the knowledge of α. Moreover, we give a proof

of the recovery of the order of derivation α in the context of Theorem 2.1 and in Corollary 2.4, 2.6

without requiring the knowledge of the manifold and the different coefficient appearing in the equation

(see Step 3 in the proof of Theorem 2.1 for more details).

Let us observe that the recovery of the order of derivation α and the simultaneous recovery of

the internal sources {u0, f} under assumption (vi) and (vi’), stated in Theorem 2.1 and in Corollary

2.4, 2.6, are new in their own. Indeed, in the Step 3 of the proof of Theorem 2.1, we prove for what

seems to be the first time, the recovery of the order of derivation α in an unknown medium (coefficients

and manifold unknown) from a single boundary measurement associated with a single boundary input

while other results seems to consider measurement at one internal point and internal excitation given

by the initial condition (see e.g. [25, 64]). In addition, in the Step 5 of the proof of Theorem 2.1 we

show how one can prove the simultaneous recovery of the initial condition u0 and the source term f

under the assumption (vi) and (vi’). As far as we known, this is the first result stating the simultaneous

recovery of the two internal sources {u0, f}. Indeed, it seems that, all other comparable results (see

e.g. [29, 41, 52]), considered only the recovery the initial condition u0 or the source term f but not the

simultaneous recovery of these two parameters.

2.1. Outline. This paper is organized as follows. In Section 3 we recall some properties of solutions of

(1.4) when T =∞, including some properties of analyticity in time of solutions (3.1)-(3.2) (see Section

3). Applying these results, in Section 4, 5 and 6 we complete the proof of our uniqueness results.

Namely, in Section 4 we prove Theorem 2.1 while Section 5 (resp. 6) will be devoted to the proof of

Theorem 2.2 (resp. 2.3). Finally, in Section 7 we give the proof of the Corollary 2.4, 2.5 and 2.6.

3. Analytic extension of solutions

In this section we consider (a, ρ, q) satisfying (1.1)-(1.3) and B ∈ L∞(Ω)d. Let k ∈ N := {1, 2, . . .},

R+ = (0,+∞) and consider the initial boundary value problems



(ρ(x)∂αt v0 − div (a(x)∇xv0) +B · ∇xv0 + q(x)v0)(t, x) = F (t, x)1(0,T )(t), (t, x) ∈ R+ × Ω,

v0(t, x) = 0, (t, x) ∈ R+ × ∂Ω̃,

v0(t, x) = 0, (t, x) ∈ R+ × ∂ω,

∂`tv0(0, ·) = u`, in Ω, ` = 0, ..., dαe − 1,

(3.1)
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

(ρ(x)∂αt vk − div (a(x)∇xvk) +B · ∇xvk + q(x)vk)(t, x) = 0, (t, x) ∈ R+ × Ω,

vk(t, x) = dkψk(t)χ(x)ηk(x), (t, x) ∈ R+ × ∂Ω̃,

vk(t, x) = 0, (t, x) ∈ R+ × ∂ω,

∂`tvk(0, ·) = 0, in Ω, ` = 0, ..., dαe − 1.

(3.2)

Here 1(0,T ) denotes the characteristic function of (0, T ) and we refer to the beginning of Section 1.4 for

the definition of the parameters dk, ψk, χ and ηk. For simplicity, we will assume here that for α ∈ (1, 2)

we have u1 ≡ 0. In the present paper, following [42, 44, 58], we define the weak solutions of the problem

(ρ(x)∂αt v − div (a(x)∇xv) +B · ∇xv + q(x)v)(t, x) = F (t, x)1(0,T )(t), (t, x) ∈ R+ × Ω,

v(t, x) = h(t, x), (t, x) ∈ R+ × ∂Ω̃,

v(t, x) = 0, (t, x) ∈ R+ × ∂ω,

∂`tv(0, ·) = u`, in Ω, ` = 0, ..., dαe − 1,

(3.3)

in the following way.

Definition 3.1. Let F ∈ L1(0, T ;L2(Ω)), u0 ∈ L2(Ω) and h ∈ L1(R+;H
3
2 (∂Ω̃)). We say that the

problem (3.3) admits a weak solution v if v ∈ L1
loc(R+;L2(Ω)) satisfies the following conditions:

1) p∗ := inf{ε > 0 : e−εtv ∈ L1(R+;L2(Ω))} < ∞ and we can find p0 > p∗ independent of F , u0 and

h,

2) for all p > p0 the Laplace transform in time V (p) =
∫ +∞

0
e−ptv(t, .)dt of v solves

AV (p) + ρ(x)pαV (p) =

∫ T

0

e−ptF (t, ·)dt+ pα−1ρu0, in Ω,

V (p) = 0, on ∂ω,

V (p) =

∫ +∞

0

e−pth(t, ·)dt, on ∂Ω̃,

where

Au = −div (a(x)∇xu) +B(x) · ∇xu+ q(x)u, u ∈ H1(Ω).

One can easily check that the weak solution of (3.1)-(3.2) considered by [42, 43, 58] coincides

with the one given by Definition 3.1. Moreover, following [42, 43, 58], we can deduce that, for all

k ∈ N ∪ {0}, the problems (3.1)-(3.2) admit a unique weak solution v0 ∈ C((0,+∞);H2γ(Ω)), vk ∈

C1([0,+∞);H2γ(Ω)), γ ∈ [0, 1), k ∈ N. Based on the above definition of weak solutions, we will recall

some properties of analiticity in time of the solution of problems (3.1)-(3.2). More precisely, for k ∈ N,

we fix εk ∈ (0, (t2k − t2k−1)/2) and we set

Ds,θ = {s+ reiβ : β ∈ (−θ, θ), r > 0}, s, θ ∈ [0,+∞).

Here (tk)k∈N denotes the sequence introduced at the beginning of Section 1.4. For any open set U of C

or of R, and X a Banach space, we denote by H(U ;X) the set of analytic functions on U taking values
12



in X. For B ≡ 0, combining [39, Proposition 3.1] with [41, Proposition 2.1], we obtain the following

analytic extension result.

Theorem 3.2. Assume that B ≡ 0. Let ε0 ∈ (0, τ1/3) be such that

supp(F ) ⊂ [0, τ1 − 3ε0]× Ω (3.4)

and let θ ∈
(

0,min
(
π
α−

π
2

2 , π4

))
. Then, for all γ ∈ [0, 1), the solution v0 of (3.1) can be extended

uniquely to a function ṽ0 ∈ C((0, τ1 − ε0] ∪ Dτ1−ε0,θ;H2γ(Ω)) ∩ H(Dτ1−ε0,θ;H2γ(Ω)). Moreover, for

any k ∈ N, the solution vk of (3.1) can be extended uniquely to a function ṽk ∈ C1([0, t2k−1 + εk] ∪

Dt2k−1+εk,θ;H
2(Ω)) ∩H(Dt2k−1+εk,θ;H

2(Ω)).

Now let us consider the case B ∈ C(Ω)d a non-uniformly vanishing function, ρ ∈ C(Ω), a ≡ 1 and

q ≡ 0. We consider the following result.

Theorem 3.3. Assume that the condition (3.4) is fulfilled, a ≡ 1, q ≡ 0 and α ∈ (0, 1]. Then, there

exists θ ∈
(

0,min
(
π
α−

π
2

2 , π4

))
such that, for any γ ∈ (0, 1), the solution v0 of (3.1) can be extended

uniquely to a function ṽ0 ∈ C((0, τ1 − ε0] ∪ Dτ1−ε0,θ;H2γ(Ω)) ∩ H(Dτ1−ε0,θ;H2γ(Ω)). Moreover, for

any k ∈ N, the solution vk of (3.1) can be extended uniquely to a function ṽk ∈ C1([0, t2k−1 + εk] ∪

Dt2k−1+εk,θ;H
2γ(Ω)) ∩H(Dt2k−1+εk,θ;H

2γ(Ω)).

The second claim of this theorem can be deduced from [39, Proposition 3.2]. However, we will give

here a simplified proof not based on iteration arguments. For this purpose, we fix A the unbounded

elliptic operator defined by A = ρ−1A acting on L2(Ω; ρdx) with domain D(A) = H1
0 (Ω) ∩ H2(Ω).

According to [1, Theorem 2.1] (see also [54, Theorem 2.5.1]), there exists θ0 ∈
(
π
2 , π

)
and r0 > 0 such

that the set Dr0,θ0 is in the resolvent set of A. Moreover, there exists C > 0, depending on A, ρ, Ω,

such that

∥∥(A+ z)−1
∥∥
B(L2(Ω;ρdx))

+ |z − r0|−1
∥∥(A+ z)−1

∥∥
B(L2(Ω;ρdx);H2(Ω))

6 C|z − r0|−1, z ∈ Dr0,θ0 . (3.5)

Here we use the fact that, thanks to (1.3), L2(Ω) = L2(Ω; ρdx) with equivalent norms. We fix θ1 ∈(
π
2 ,

π
2 +

θ0−π2
2

)
, δ ∈ (0,+∞) and we consider γ(δ, θ1) the contour in C defined by

γ(δ, θ1) := γ−(δ, θ1) ∪ γ0(δ, θ1) ∪ γ+(δ, θ1)

oriented in the counterclockwise direction, where

γ0(δ, θ1) := {r1 + δeiβ ; β ∈ [−θ1, θ1]} and γ±(δ, θ1) := {r1 + se±iθ1 ; s ∈ [δ,+∞)}

and the two copies of the ± sign in the above identity must both be replaced in the same way. Here

we choose r1 > r0 large enough and in particular, for all δ > 0, we have γ(δ, θ1) ⊂ Dr0,θ0 . Let
13



θ2 ∈
(
0, θ1 − π

2

)
. Applying the above properties of the operator A, for α ∈ (0, 1] and z ∈ D0,θ2 , we can

define the operator S(z) ∈ B(L2(Ω)) by

S(z)u0 =
1

2iπ

∫
γ(δ,θ1)

ezp(A+ pα)−1u0dp, u0 ∈ L2(Ω).

We consider first the following property of the map z 7→ S(z).

Lemma 3.4. For all γ ∈ [0, 1], the map z 7→ S(z) is lying in H(D0,θ2 ;B(L2(Ω);H2γ(Ω))) and there

exists C > 0 depending only on A, ρ and Ω such that

‖S(z)‖B(L2(Ω;ρdx);H2γ(Ω)) 6 C max(|z|α(1−γ)−1, 1)er1R(z), z ∈ D0,θ2 . (3.6)

Proof. In all this proof C is a constant depending only on A, ρ and Ω that may change from line to

line. Using the fact that by interpolation (3.5) implies that

∥∥(A+ pα)−1
∥∥
B(L2(Ω;ρdx);H2γ(Ω))

6 C ||p|α − r0|−(1−γ)
, p ∈ γ(δ, θ1), (3.7)

one can easily check that

S ∈ H(D0,θ2 ;B(L2(Ω);H2γ(Ω))).

Now let us show the estimate (3.6). Fix z ∈ D0,θ2 . Using the fact that p 7→ (A+ pα)−1 is analytic on

p ∈ Dr0,θ0 and applying (3.7) combined with some arguments used in [45, Lemma 2.4], one can check

that S(z) = S−(z) + S0(z) + S+(z) with

Sm(z) =
1

2iπ

∫
γm(|z|−1,θ1)

ezp(A+ pα)−1dp, m = 0,∓, z ∈ D0,θ2 .

Therefore, the lemma will be completed if we prove that

‖Sm(z)‖B(L2(Ω;ρdx);H2γ(Ω)) 6 C max(|z|α(1−γ)−1, 1)er1R(z), z ∈ D0,θ2 , m = 0,∓. (3.8)

For m = 0, applying (3.7), we find

‖S0(z)‖B(L2(Ω;ρdx);H2γ(Ω)) 6C
∫ θ1

−θ1
er1R(z)|z|−1

∥∥∥(A+ (r1 + |z|−1eiβ)α
)−1
∥∥∥
B(L2(Ω;ρdx);H2γ(Ω))

dβ

6 C
∣∣(r1 + |z|−1eiβ)α − r0

∣∣−(1−γ) |z|−1er1R(z)

6 C max
(
|z|α(1−γ)−1, 1

)
er1R(z), z ∈ D0,θ2 ,

which clearly implies (3.8) for m = 0. Here in the last inequality we have used the fact that r1 > r0 is

chosen sufficiently large. Now let us consider the case m = ∓. For any z ∈ D0,θ2 , we find

‖S∓(z)‖B(L2(Ω;ρdx);H2γ(Ω)) 6 Ce
r1R(z)

∫ +∞

|z|−1

er|z| cos(θ1+arg(z))‖(A+ (reiθ)α)−1‖B(L2(Ω;ρdx);H2γ(Ω))dr,
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with C > 0 independent of z. Applying again (3.7), for any z ∈ D0,θ2 , we obtain

‖S∓(z)‖B(L2(Ω;ρdx);H2γ(Ω)) 6 Ce
r1R(z)

∫ +∞

|z|−1

er|z| cos(θ1+arg(z))
∣∣(r1 + reiβ)α − r0

∣∣−(1−γ)
dr

6 Cer1R(z)

∫ +∞

0

er|z| cos(θ1−θ2)
∣∣(r1 + reiβ)α − r0

∣∣−(1−γ)
dr

6 C max(|z|α(1−γ)−1, 1)er1R(z)

∫ +∞

0

et cos(θ1−θ2) max(t−(1−γ)α, 1)dt.

Therefore, using the fact that θ1 − θ2 ∈
(
π
2 , π

)
, we deduce that (2.2) holds also true for m = ∓. This

completes the proof of the lemma. �

In addition to these properties, by combining estimate (3.6) with the arguments of [45, Theorem

1.1] and [45, Remark 1], we deduce that , for F ∈ L∞(0, T ;L2(Ω)) satisfying (3.4), with u0 = udαe−1 =

0, (3.1) admits a unique weak solution v0 ∈ C([0,+∞);H2γ(Ω)), γ ∈ (0, 1), taking the form

u(t, ·) =

∫ t

0

S(t− s)F (s, ·)1(0,T )(s)ds, t ∈ R+. (3.9)

Using some arguments similar to [41, Proposition 6.1.], one can show that the identity (3.9) holds true

for source terms F lying in L1(0, T ;L2(Ω)). Armed with this result we are now in position to complete

the proof of Theorem 3.3.

Proof of Theorem 3.3. We start with the first claim of Theorem 3.3. For F = 0, the analytic

extension of v0 can be deduced easily from arguments similar to the proof of [45, Theorem 2.3]. For

this purpose, without loss of generality we assume that u0 ≡ 0. Then we fix

ṽ0(z, ·) =

∫ τ1−3ε0

0

S(z − s)F (s, ·)ds, z ∈ Dτ1−2ε0,θ2 .

Applying Lemma 3.4, we deduce that ṽ0 ∈ H(Dτ1−2ε0,θ2 ;H2γ(Ω)) and applying (3.4), we obtain

ṽ0(t, ·) =

∫ τ1−3ε0

0

S(t− s)F (s, ·)ds =

∫ t

0

S(t− s)F (s, ·)ds = v0(t, ·), t ∈ (τ − ε0,+∞).

This clearly implies the first claim of the theorem.

Now let us consider the second claim of the theorem. For this purpose, we fix k ∈ N and we

consider δk ∈ (0, εk/3). Let us consider uk solving

(ρ(x)∂αt uk −∆uk)(t, x) = 0, (t, x) ∈ R+ × Ω,

uk(t, x) = dkψk(t)χ(x)ηk(x), (t, x) ∈ R+ × ∂Ω̃,

uk(t, x) = 0, (t, x) ∈ R+ × ∂ω,

∂`tuk(0, ·) = 0, in Ω, ` = 0, ..., dαe − 1.

Using the above properties, we deduce that the solution vk of (3.2) is given by

vk(t, ·) = uk(t, ·)−
∫ t

0

S(t− s)B · ∇xuk(s, ·)ds, t ∈ R+. (3.10)
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Here according to estimate (3.6), we can chose p0 = r1. In view of Theorem 3.2, uk can be extended

to ũk ∈ C1([0, t2k−1 + εk] ∪ Dt2k−1+δk,θ2 ;H2(Ω)) ∩H(Dt2k−1+δk,θ2 ;H2(Ω)). Therefore, we can define

ṽk(z, ·) = ũk(z, ·) + w̃k(z, ·) + ỹk(z, ·), z ∈ Dt2k−1+δk,θ2 , (3.11)

with

w̃k(z, ·) = −
∫ t2k−1+2δk

0

S(z − s)B · ∇xuk(s, ·)ds,

ỹk(z, ·) = −
∫ z−t2k−1−2δk

0

S(p)B · ∇xũk(z − p, ·)dp.

It is clear that

ṽk(t, ·) = uk(t, ·)−
∫ t2k−1+2δk

0

S(t− s)B · ∇xuk(s, ·)ds−
∫ t−t2k−1−2δk

0

S(s)B · ∇xũk(t− s, ·)ds

= uk(t, ·)−
∫ t

0

S(t− s)B · ∇xuk(s, ·)ds, t ∈ (tk + εk,+∞).

Combining this with (3.10), one can check that ṽk extends vk. Therefore, using the fact thatDt2k−1+εk,θ2 ⊂

Dt2k−1+2δk,θ2 , the proof will be completed if we prove that ṽk ∈ H(Dt2k−1+2δk,θ2 ;H2γ(Ω)). For this

purpose, we only need to show that w̃k and ỹk are lying in H(Dt2k−1+2δk,θ2 ;H2γ(Ω)). For w̃k, we first

fix δ∗ ∈ (0, t2k−1 + 2δk) and we consider

w̃k,δ∗ := −
∫ t2k−1+2δk−δ∗

0

S(z − s)B · ∇xuk(s, ·)ds.

Repeating the arguments used at the beginning of this proof, we deduce that w̃k,δ∗ ∈ H(Dt2k−1+2δk,θ2 ;H2γ(Ω)).

Moreover, for any compact set K ⊂ Dt2k−1+2δk,θ2 , applying (3.6), for all z ∈ K, we get

‖w̃k,δ∗(z, ·)− w̃k(z, ·)‖H2γ(Ω) 6 C ‖uk‖L∞(0,T ;H1(Ω))

∫ t2k−1+2δk

t2k−1+2δk−δ∗
max(|z − s|(1−γ)α−1, 1)ds.

This proves that w̃k,δ∗ converges uniformly, with respect to z ∈ K, as δ∗ → 0 to w̃k. Therefore, we have

w̃k ∈ H(Dt2k−1+2δk,θ2 ;H2γ(Ω)). For ỹk, combining the fact that ũk ∈ H(Dt2k−1+δk,θ2 ;H2(Ω)) with the

estimate (3.6) and the fact that, according to Lemma 3.4, S ∈ H(D0,θ2 ;B(L2(Ω; ρdx);H2γ(Ω))), one

can check (see also step 2 in the proof of [39, Proposition 3.2]) that ỹk ∈ H(Dt2k−1+2δk,θ2 ;H2γ(Ω)).

This completes the proof of the theorem. �

Using the analiticity properties described above, we will complete the proof of our main results in

the coming sections. We start with Theorem 2.1, 2.2, 2.3. Then, we prove Corollary 2.4, 2.5, 2.6 in the

last section. We will only give the detail of the proof of Theorem 2.1, 2.2 and 2.3. For Corollary 2.4,

2.5, 2.6, we will mainly adapt to the framework of manifolds the arguments used in Theorem 2.1, 2.2.
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4. Proof of Theorem 2.1.

The proof of Theorem 2.1 will be decomposed into five steps. We start by proving that (2.9)

implies that, for all k ∈ N ∪ {0}, we have

a1(x)∂νv
1
k(t, x) = a2(x)∂νv

2
k(t, x), (t, x) ∈ (0,+∞)× Γout, (4.1)

with vj0 the solution of (3.1) for B ≡ 0, α = αj , ω = ωj and (a, ρ, q, u0, u1, F ) = (aj , ρj , qj , u
j
0, 0, Fj),

j = 1, 2, and vjk, j = 1, 2, k ∈ N, the solution of (3.2) for B ≡ 0, ω = ωj and (a, ρ, q) = (aj , ρj , qj),

j = 1, 2. Using (4.1) with k = 1 and exploiting condition (2.7)-(2.8), we will deduce that ω1 = ω2.

Then, applying (4.1), with k = 1, we get α1 = α2. After that, using (4.1), with k ∈ N, we will obtain

a1 = a2, ρ1 = ρ2, q1 = q2. (4.2)

Finally, combining all these results and applying (4.1) with k = 0 we will get

u1
0 = u2

0, f1 = f2. (4.3)

Step 1. We will prove (4.1) by iteration. Let us start with k = 0. For this purpose, using the

properties of the sequence (ψk)k>1, let us observe that

ψk(t) = 0, k > 1, t ∈ (0, t0) = (0, τ1).

Therefore, the restriction of uj to (0, τ1)× Ωj solves the boundary value problem

(ρj(x)∂αt u
j − div(∇xajuj)(t, x) + qju

j(t, x) = σ(t)fj(x), (t, x) ∈ (0, τ1)× Ωj ,

uj(t, x) = 0, (t, x) ∈ (0, τ1)× ∂Ω̃,

uj(t, x) = 0, (t, x) ∈ (0, τ1)× ∂ωj ,u
j = uj0 if 0 < α 6 1,

uj = u0, ∂tu
j = 0 if 1 < α < 2,

in {0} × Ωj .

(4.4)

Using the fact that the restriction of vj0 to (0, τ1)×Ωj solves also (4.4) and applying the uniqueness of

the solution of (4.4), we get

vj0(t, x) = uj(t, x), (t, x) ∈ (0, τ1)× Ωj

and condition (2.9) implies

a1(x)∂νv
1
0(t, x) = a2(x)∂νv

2
0(t, x), (t, x) ∈ (0, τ1)× Γout. (4.5)

Combining this with (2.5)-(2.6) and applying Theorem 3.2, we deduce that there exits ε1 ∈ (0, τ1) such

that vj0 ∈ A((τ1 − ε1,+∞);H
7
4 (Ω)), j = 1, 2, which implies that ∂νv

j
0 ∈ A((τ1 − ε1,+∞);L2(∂Ω̃)).

Therefore, (4.5) implies (4.1) for k = 0.
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Now let us consider ` > 0 and assume that (4.1) is fulfilled for k = 0, . . . , `. Since

ψm(t) = 0, m > `+ 2, t ∈ (0, t2`+2),

we know that
`+1∑
k=0

vjk(t, x) = uj(t, x), (t, x) ∈ (0, t2`+2)× Ω.

Therefore, (2.9) implies

`+1∑
k=0

a1(x)∂νv
1
k(t, x) =

`+1∑
k=1

a2(x)∂νv
2
k(t, x), (t, x) ∈ (0, t2`+2)× Γout.

Then, from our iteration assumption we deduce that

a1(x)∂νv
1
`+1(t, x) = a2(x)∂νv

2
`+1(t, x), (t, x) ∈ (0, t2`+2)× Γout.

Therefore, applying again Theorem 3.2 we deduce that t 7→ ∂νv
j
`+1(t, ·)|Γout ∈ A((t2`+1+ε`,+∞);L2(Γout)),

j = 1, 2, and we get (4.1) for k = `+ 1. This proves that (4.1) holds true for all k ∈ N ∪ {0}.

Step 2. We will now show that (4.1) with k = 1 implies that ω1 = ω2. Let us fix V j1 (p, x) the

Laplace transform in time, at p > 0, of the solution vj1 of the problem (3.1) for k = 1. The definition

of weak solution of (1.4) implies that, for all p > 0, V j1 (p, ·) solves
−div

(
aj∇xV j1 (p, ·)

)
+ qjV

j
1 (p, ·) + ρjp

αjV j1 (p, ·) = 0, in Ωj ,

V j1 (p, ·) = ψ̂1(p)χη1, on ∂Ω̃,

V j1 (p, ·) = 0, on ∂ωj ,

(4.6)

where

ψ̂1(p) =

∫ +∞

0

e−ptψ1(t)dt, p > 0.

Following the arguments used in Step 2 of the proof of [39, Theorem 2.2], one can check that, for

s ∈ (3/2, 2) and for all p > 0, we have t 7→ e−ptvj1 ∈ L1(R+;Hs(Ωj)), j = 1, 2. Therefore, we can apply

the Laplace transform in time to the identity (4.1), with k = 1, in order to get

a1(x)∂νV
1
1 (p, x) = a2(x)∂νV

2
1 (p, x), p > 0, x ∈ Γout.

Choosing p = 1, we deduce from this identity that

a1(x)∂νV
1
1 (1, x) = a2(x)∂νV

2
1 (1, x), x ∈ Γout. (4.7)

Combining (4.7) with (2.7)-(2.8), we deduce that the restriction of V1(1, ·) = V 1
1 (1, ·) − V 2

1 (1, ·) to O

satisfies the conditions−div (a1∇xV1(1, ·)) + q1V1(1, ·) + ρ1V1(1, ·) = 0 in O,

V1(1, ·) = ∂νV1(1, ·) = 0, on Γout ∩ ∂O.
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Since O is connected, applying results of unique continuation for elliptic equations, we find

V1(1, x) = 0, x ∈ O.

Using the fact that ∂(ω1 ∪ ω2) ⊂ ∂O, we deduce from this identity that

V 1
1 (1, x) = V1(1, x) = 0, x ∈ (∂ω2) \ (∂ω1). (4.8)

Moreover, since χη1 ∈ W 2− 1
r ,r(∂Ω), and V 1

1 (p, ·) solves (4.6), [23, Theorem 2.4.2.5] implies that

V 1
1 (1, ·) ∈ W 2,r(Ω). Using the fact that r > n/2, the Sobolev embedding theorem implies that

V 1
1 (1, ·) ∈ C(Ω) ∩ H1(Ω). Fixing ω∗ = ω2 \ ω1, we deduce from (4.8) that V 1

1 (1, ·) ∈ C(ω∗) ∩ H1(ω∗)

and V 1
1 (1, ·) = 0 on ∂ω∗. Therefore, applying [7, Theorem 9.17] and [7, Remark 19], we deduce that

the restriction of V 1
1 (1, ·) to ω∗ is lying in H1

0 (ω∗). It follows that V 1
1 (1, ·) ∈ H1

0 (ω∗) satisfies

−div
(
a1∇xV 1

1 (1, ·)
)

+ q1V
1
1 (1, ·) + ρ1V

1
1 (1, ·) = 0 in ω∗. (4.9)

Let us fix H∗h = −div (a1∇xh) + q1h+ ρ1h with domain

D(H∗) = {h ∈ H1
0 (ω∗) : −div (a1∇xh) + q1h+ ρ1h ∈ L2(ω∗)}.

Then, condition (4.9) implies that V 1
1 (1, ·) ∈ D(H∗) and H∗V

1
1 (1, ·) ≡ 0. On the other hand, since

q1 > 0 and ρ1 > 0, one can check that 0 is not in the spectrum of H∗ which implies that

V 1
1 (1, x) = 0, x ∈ ω∗ = ω2 \ ω1. (4.10)

Combining this with the fact that

−div
(
a1∇xV 1

1 (1, ·)
)

+ q1V
1
1 (1, ·) + ρ1V

1
1 (1, ·) = 0 in Ω1

and applying results of unique continuation for elliptic equations we deduce that V 1
1 (1, ·) = 0 on Ω1.

On the other hand, since ψ1 > 0 and ψ1 6≡ 0, one can check that ψ̂1(1) 6= 0 and we obtain

χη1(x) =
V 1

1 (1, x)

ψ̂1(1)
= 0, x ∈ ∂Ω̃.

This contradicts the fact that χη1 6≡ 0. Therefore, we have ω1 = ω2.

Step 3. In this step, we will show that condition (4.1), for k = 1, implies that α1 = α2.

For this purpose, we will start by considering the asymptotic behavior of ∂νv
j
1(t, ·)|Γout , j = 1, 2, as

t → +∞. Then, combining this asymptotic property with (4.1), for k = 1, we will deduce that

α1 = α2. We mention that a similar approach has been considered by other authors (see e.g. [25, 64])

with Dirichlet measurement at one internal point (a point x0 ∈ Ω) in order to prove the recovery of the

order of derivation α. However, to the best of our knowledge this result will be the first one in that

category stated in an unknown medium (since we have not yet proved that (a1, ρ1, q1) = (a2, ρ2, q2)), a

Neumann boundary measurement and with a Dirichlet input (it seems that all other related results in

that category have been stated with non-uniformly vanishing and known initial condition). From now
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on we fix Ω = Ω1 = Ω2 = Ω̃ \ ω1 which, according to our assumptions, is a C2 open connected set. Let

us consider the operator Aj , j = 1, 2, with domain D(Aj) = H2(Ω) ∩H1
0 (Ω) defined by

Ajw :=
−div(aj∇xw) + qjw

ρj
, w ∈ D(Aj).

We fix {λjk}k∈N and mj
k ∈ N the strictly increasing sequence of the eigenvalues of Aj and the algebraic

multiplicity of λjk, respectively. For each eigenvalue λjk, we introduce a family {ϕjk,`}
mjk
`=1 of eigenfunctions

of Aj , i.e.,

Ajϕ
j
k,` = λjkϕ

j
k,`, ` = 1, . . . ,mj

k,

which forms an orthonormal basis in L2(Ω; ρjdx) of the algebraic eigenspace of Aj associated with λjk.

We introduce also, for β1, β2 > 0, the Mittag-Leffler function Eβ1,β2 given by

Eβ1,β2
(z) =

∞∑
k=0

zk

Γ(β1k + β2)
, z ∈ C.

We recall also that E1,1(z) = ez. In view of [44, Theorem 1.3], for j = 1, 2, one can check that, for all

t ∈ (0,+∞), we have

vj1(t, ·) =

∞∑
k=1

mk∑
`=1

(
−
∫ t

0

(t− s)αj−1Eαj ,αj (−λ
j
k(t− s)αj )ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ds

)
ϕjk,`.

Using the fact that c1 = 0, we have supp(ψ1) ⊂ [0, τ2] and it follows that, for all t ∈ (τ2,+∞), we find

vj1(t, ·) =

∞∑
k=1

mk∑
`=1

(
−
∫ τ2

0

(t− s)αj−1Eαj ,αj (−λ
j
k(t− s)αj )ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ds

)
ϕjk,`. (4.11)

On the other hand, applying [55, Theorem 1.4, page 33-34] one can check that there exists a constant

C > 0 such that ∣∣Eαj ,αj (−λtαj )∣∣ 6 Ct−2αjλ−2, λ ∈ (0,+∞), t ∈ (0,+∞), j = 1, 2.

Moreover, in light of [44, Lemma 2.1] (see also [40, Lemma 2.3]) the sequence

N∑
k=1

mk∑
`=1

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

λn
ϕjk,`, N ∈ N, j = 1, 2,

converges in the sense of L2(Ω). Combining these two estimates, we deduce that for all t > τ2, the

sequence

N∑
k=1

mk∑
`=1

(
−
∫ τ2

0

(t− s)αj−1Eαj ,αj (−λ
j
k(t− s)αj )ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ds

)
ϕjk,`, N ∈ N

converges in the sense of D(Aj) ⊂ H2(Ω). Using this result, we deduce that for all t > τ2, the sequence

N∑
k=1

mk∑
`=1

(
−
∫ τ2

0

(t− s)αj−1Eαj ,αj (−λn(t− s)αj )ψ1(s)
〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ds

)
∂νϕ

j
k,`, N ∈ N
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converges in the sense of L2(∂Ω) and, for all t ∈ (τ2,+∞), we have

∂νv
j
1(t, ·) =

∞∑
k=1

mk∑
`=1

(
−
∫ τ2

0

(t− s)αj−1Eαj ,αj (−λ
j
k(t− s)αj )ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ds

)
∂νϕ

j
k,`.

(4.12)

Applying the Lebesgue dominate convergence theorem, we deduce that, for all t ∈ (τ2 + 1,+∞) and

for j = 1, 2, we have

∂νv
j
1(t, ·)

= −
∫ τ2

0

(t− s)αj−1

( ∞∑
k=1

mk∑
`=1

Eαj ,αj (−λ
j
k(t− s)αj )ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

∂νϕ
j
k,`

)
ds.

(4.13)

Applying formula (1.143) page 34 of [55] we deduce that there exists C > 0 such that, for all s ∈ (0, τ2),

t > τ2 + 1 and k ∈ N, we have∣∣∣∣∣Eαj ,αj (−λjk(t− s)αj ) +
(t− s)−2αj

Γ(−αj)(λjk)2

∣∣∣∣∣ 6 C(λjk(t− s)αj )−3

6 C(λjk)−3t−3αj .

In this last identity, we assume that Γ(−1)−1 = 0. In addition, using the fact that

(t− s)−2αj = t−2αj + O
t→+∞

(t−3αj ), s ∈ (0, τ2),

we deduce that there exists C ′ independent of t, s, k, such that∣∣∣∣∣Eαj ,αj (−λjk(t− s)αj ) +
t−2αj

Γ(−αj)(λjk)2

∣∣∣∣∣
6

∣∣∣∣∣Eαj ,αj (−λjk(t− s)αj ) +
(t− s)−2αj

Γ(−αj)(λjk)2

∣∣∣∣∣+

∣∣∣∣∣ t−2αj − (t− s)−2αj

Γ(−αj)(λjk)2

∣∣∣∣∣
6 C ′(λjk)−2t−3αj .

Applying this estimate, we deduce that, for all t > τ2 + 1, we have∫ τ2

0

∥∥∥∥∥
∞∑
k=1

mk∑
`=1

[
(t− s)αj−1Eαj ,αj (−λ

j
k(t− s)αj ) +

t−1−αj

Γ(−αj)(λjk)2

]
ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ϕjk,`

∥∥∥∥∥
D(Aj)

ds

6
∫ τ2

0

∥∥∥∥∥
∞∑
k=1

mk∑
`=1

[
(t− τ2)αj−1Eαj ,αj (−λ

j
k(t− s)αj ) +

t−1−αj

Γ(−αj)(λjk)2

]
ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ϕjk,`

∥∥∥∥∥
D(Aj)

ds

6 C
∫ τ2

0

∥∥∥∥∥
∞∑
k=1

mk∑
`=1

[
tαj−1Eαj ,αj (−λ

j
k(t− s)αj ) +

t−1−αj

Γ(−αj)(λjk)2

]
ψ1(s)

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

ϕjk,`

∥∥∥∥∥
D(Aj)

ds

6 Ct−1−2αj ‖ψ1‖L1(R+)

 ∞∑
n=1

m∑̀
k=1

∣∣∣∣∣∣∣
〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

λjk

∣∣∣∣∣∣∣
2


1
2

ds

6 Ct−1−2αj ‖χη1‖
H

1
2 (∂Ω)

,
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where C > 0 is a constant independent of t that may change from line to line. Using this estimate and

the continuity of the map D(Aj) 3 v 7→ ∂νv ∈ L2(∂Ω), we obtain

∂νv
j
1(t, ·) =

t−1−αj

Γ(−αj)

(∫ +∞

0

ψ1(s)ds

) ∞∑
k=1

mk∑
`=1

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

(λjk)2
∂νϕ

j
n,k

+ O
t→+∞

(t−1−2αj ).

In this last identity O is considered with respect to the norm of L2(∂Ω). Let us consider Gj ∈ H2(Ω)

the solution of 
−div(aj∇xGj) + qjGj = 0, x ∈ Ω,

Gj(x) = χη1(x), x ∈ ∂Ω̃,

Gj(x) = 0, x ∈ ∂ω1.

(4.14)

Applying [44, Lemma 2.1], we deduce that

〈
Gj , ϕ

j
k,`

〉
L2(Ω;ρjdx)

= −

〈
χη1, aj∂νϕ

j
k,`

〉
L2(∂Ω)

λjk

and, using this identity, we obtain the following asymptotic property

∂νv
j
1(t, ·) = − t

−1−αj

Γ(−αj)

(∫ +∞

0

ψ1(s)ds

)
∂νwj + O

t→+∞
(t−1−2αj ), (4.15)

where wj = A−1
j Gj with Gj the solution of (4.14). Combining this asymptotic property of ∂νv

j
1(t, ·) as

t→ +∞ with condition (4.1), with k = 1, we will prove by contradiction that α1 = α2.

Let us assume that α1 6= α2. From now on, without loss of generality we assume that α1 < α2.

Notice that (4.1), for k = 1, implies that

±a1∂νv
1
1(t, x) = ±a2∂νv

2
1(t, x), (t, x) ∈ (0,+∞)× Γout.

Combining this identity with the fact that χη1 is of constant sign, by eventually replacing η1 by −η1,

we can assume that the function χη1 is non-positive. From (4.15) and (4.1), when k = 1, we deduce

that, for a.e. x ∈ Γout, we have

− t−1−α1

Γ(−α1)

(∫ +∞

0

ψ1(s)ds

)
a1∂νw1(x) + O

t→+∞
(t−1−2α1)

= − t
−1−α2

Γ(−α2)

(∫ +∞

0

ψ1(s)ds

)
a2∂νw2(x) + O

t→+∞
(t−1−2α2).

Since ψ1 > 0, and ψ1 6≡ 0, we deduce that∫ +∞

0

ψ1(s)ds > 0

and, for a.e. x ∈ Γout, we obtain

t−1−α1

Γ(−α1)
a1∂νw1(x) + O

t→+∞
(t−1−2α1) =

t−1−α2

Γ(−α2)
a2∂νw2(x) + O

t→+∞
(t−1−2α2). (4.16)

Using the fact that χη1 ∈ W 2− 1
r ,r(∂Ω) and applying [23, Theorem 2.4.2.5], we obtain Gj ∈ W 2,r(Ω).

Then, since r > n
2 , the Sobolev embedding theorem implies that Gj ∈ C(Ω). Therefore, applying
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again [23, Theorem 2.4.2.5], we deduce that wj ∈ W 2,n+1(Ω) ⊂ C1(Ω). Since χη1 6 0 and χη1 6≡ 0,

the maximum principle (see e.g. [22, Corollary 3.2]) implies that, for j = 1, 2, Gj 6 0 and Gj 6≡ 0.

Moreover, using the fact that −div(aj∇xwj) + qjwj = ρjGj 6 0 and wj |∂Ω = 0, the strong maximum

principle (see e.g. [22, Theorem 3.5]) implies that

wj(x) < 0, x ∈ Ω.

Thus, the Hopf lemma (see [22, Lemma 3.4]) implies that

∂νwj(x) > 0, x ∈ ∂Ω, j = 1, 2.

In particular, we have ‖aj∂νwj‖L2(Γout)
> 0, j = 1, 2. Taking the norm L2(Γout) on both sides of

(4.16), we get

t−1−α1

|Γ(−α1)|
‖a1∂νw1‖L2(Γout)

6 O
t→+∞

(t−1−2α1) +
t−1−α2

|Γ(−α2)|
‖a2∂νw2‖L2(Γout)

+ O
t→+∞

(t−1−2α2), (4.17)

where this time O is considered in term of functions taking values in R. Assuming that αj 6= 1,

multiplying this expression by |Γ(−α1)|t1+α1 and sending t→ +∞, we get

‖a1∂νw1‖L2(Γout)
6 0.

This contradicts the fact that ‖a1∂νw1‖L2(Γout)
> 0 and it follows that α1 = α2. On the other hand, if

α1 = 1, combining the fact that

t−1−α2 = o
t→+∞

(t−3),

with (4.17) and the fact that ‖a2∂νw2‖L2(Γout)
> 0, we deduce that Γ(−α2)−1 = 0 which implies that

α2 = 1. In the same way, if α2 = 1 one can check that α1 = 1. This proves that in all case α1 = α2

Step 4. From now on we fix α1 = α2 = α and Ω = Ω1 = Ω2 = Ω̃ \ ω1 which, according to our

assumptions, is a C2 open connected set. Note that, in this context, the fact that one of the conditions

(i), (ii), (iii) is fulfilled implies that one of the following conditions

(i′) ρ1 = ρ2, (ii′) a1 = a2, (iii′) q1 = q2 (4.18)

is fulfilled. In this step, we will show that condition (4.1), for k > 1, implies that

ρ1 = ρ2, a1 = a2, q1 = q2. (4.19)

For this purpose, we use the notation of the third step. Repeating the arguments used in Step 1, 2, 3

and 4 in the proof of [39, Theorem 2.2], we deduce that the condition (4.1) for k ∈ N implies that the

following conditions

λ1
k = λ2

k, m1
k = m2

k, k ∈ N, (4.20)

∂νϕ
1
k,`(x), ∂νϕ

1
k,`(x), k ∈ N, ` = 1, . . . ,m1

k, x ∈ ∂Ω̃ (4.21)
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are fulfilled. Combining (4.20)-(4.21) with (2.7)-(2.8), we deduce that, for all k ∈ N, ` = 1, . . . ,m1
k,

ϕk,` = ϕ1
k,` − ϕ2

k,` satisfies−div (a1∇xϕk,`) + q1ϕk,` − λ1
kρ1ϕk,` = 0 in Õ,

ϕk,` = ∂νϕk,` = 0, on Γout ∩ ∂Õ.

Therefore, applying results of unique continuation for elliptic equations, we deduce that

ϕ1
k,`(x)− ϕ2

k,`(x) = ϕk,`(x) = 0, k ∈ N, ` = 1, . . . ,m1
k, x ∈ Õ.

Combining this with the fact that ∂ω1 = ∂(ω1 ∪ ω2) ⊂ ∂Õ, we deduce that

∂νϕ
1
k,`(x) = ∂νϕ

2
k,`(x), k ∈ N, ` = 1, . . . ,m1

k, x ∈ ∂ω1.

This last identity and (4.21) imply

∂νϕ
1
k,`(x) = ∂νϕ

2
k,`(x), k ∈ N, ` = 1, . . . ,m1

k, x ∈ ∂Ω.

Combining this with (4.20) and the fact that one of the conditions (4.18) is fulfilled, we are in position

to apply the inverse spectral result of [10, Corollaries 1.5–1.7] in order to deduce that (4.19) holds true.

Step 5. In this last step we will complete the proof of the theorem by proving that condition

(4.1) with k = 0 implies that

u1
0 = u2

0, f1 = f2. (4.22)

Using the fact that Ω1 = Ω2 = Ω, α1 = α2 = α and the fact that (4.19) is fulfilled, we deduce that, for

j = 1, 2, vj0 solves the problem
(ρ1(x)∂αt v

j
0 − div

(
a1(x)∇xvj0

)
+ q1(x)vj0)(t, x) = Fj(t, x), (t, x) ∈ (0,+∞)× Ω,

vj0(t, x) = 0, (t, x) ∈ (0,+∞)× ∂Ω,

∂`tv
j
0(0, ·) = uj` , in Ω, ` = 0, ..., dαe − 1.

Fixing F = F1 − F2, u0 = u1
0 − u2

0, u1 ≡ 0, we deduce that v0 = v1
0 − v2

0 solves
(ρ1(x)∂αt v0 − div (a1(x)∇xv0) + q1(x)v0)(t, x) = F (t, x), (t, x) ∈ (0,+∞)× Ω,

v0(t, x) = 0, (t, x) ∈ (0,+∞)× ∂Ω,

∂`tv0(0, ·) = u`, in Ω, ` = 0, ..., dαe − 1.

(4.23)

Moreover, condition (4.1) for k = 0 implies that

∂νv0(t, x) = 0, (t, x) ∈ (0,+∞)× Γout.

Without loss of generality and by eventually extending Ω into a larger connected open set, we may

assume that

v0(t, x) = 0, (t, x) ∈ (0,+∞)× Ω′ (4.24)
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for Ω′ an open subset of Ω. We will give the proof of this result both in the case where condition (v)

and (vi) are fulfilled. Indeed, assuming that (iv) is fulfilled, one can deduce (4.22) from (4.1) with k = 0

by applying [29, Theorem 2.5].

Let us first assume that condition (v) of Theorem 2.1 is fulfilled. Recall that since Ω1 = Ω2 = Ω,

condition (v) implies that u1
0 = u2

0. Then, v = v1
0 − v2

0 solves (4.23) with u` ≡ 0, ` = 0, ..., dαe − 1 and

F (t, x) = σ(t)(f1(x) − f2(x)). For all p > 0 and for V (p, ·) the Laplace transform in time of v0 at p,

the conditions
ρ1(x)pαV0(p, x)− div (a1(x)∇xV0) (p, x) + q1(x)V0(p, x) = f(x)

∫ T
0
e−ptσ(t)dt, x ∈ Ω,

V0(p, x) = 0, x ∈ ∂Ω,

V0(p, x) = 0, x ∈ Ω′

are fulfilled, with f = f1 − f2. Since σ 6≡ 0 by the uniqueness and the analiticity of the Laplace

transform in time of σ extended by zero to (0,+∞), there exists 0 < r1 < r2 such that∫ T

0

e−ptσ(t)dt 6= 0, p ∈ (r1, r2).

Thus, fixing

W (p, ·) =
V0(p

1
α , ·)∫ T

0
e−p

1
α tσ(t)dt

, p ∈ (rα1 , r
α
2 ),

we deduce that W (p, ·) satisfies, for all p ∈ (rα1 , r
α
2 ), the conditions

ρ1(x)pW (p, x)− div (a1(x)∇xW ) (p, x) + q1(x)W (p, x) = f(x), x ∈ Ω,

W (p, x) = 0, x ∈ ∂Ω,

W (p, x) = 0, x ∈ Ω′.

On the other hand, repeating the above arguments we deduce that for w ∈ L2(0,+∞;H1(Ω)) the

solution of the parabolic problem
(ρ1(x)∂tw − div (a1(x)∇xw) + q1(x)w)(t, x) = 0, (t, x) ∈ (0,+∞)× Ω,

w(t, x) = 0, (t, x) ∈ (0,+∞)× ∂Ω,

w(0, ·) = f, in Ω,

W (p, ·) coincides with the Laplace transform in time of w at p > 0, denoted by ŵ(p, ·). Moreover,

p 7→ ŵ(p, ·) is analytic in (0,+∞) as a function taking values in L2(Ω) and the condition

ŵ(p, x) = W (p, x) = 0, p ∈ (rα1 , r
α
2 ), x ∈ Ω′

implies that

ŵ(p, x) = 0, p > 0, x ∈ Ω′.

By the uniqueness of the Laplace transform in time of w|(0,+∞)×Ω′ , we get

w(t, x) = 0, (t, x) ∈ (0,+∞)× Ω′. (4.25)
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The unique continuation results for parabolic equations (e.g. [60, Theorem 1.1]) imply that w ≡ 0

which implies that f ≡ 0. Therefore, we have f1 = f2 from which we get (4.22).

Finally, let us assume that condition (vi) is fulfilled. Consider the solution of the following initial

boundary value problems

(ρ1(x)∂αt v
j
0,1 − div

(
a1(x)∇xvj0,1

)
+ q1(x)vj0,1)(t, x) = 0, (t, x) ∈ (0,+∞)× Ω,

vj0,1(t, x) = 0, (t, x) ∈ (0,+∞)× ∂Ω,v
j
0,1 = uj0 if 0 < α 6 1,

vj0,1 = uj0, ∂tv
j
0,1 = 0 if 1 < α < 2

in {0} × Ω,

(4.26)


(ρ1(x)∂αt v

j
0,2 − div

(
a1(x)∇xvj0,2

)
+ q1(x)vj0,2)(t, x) = σ(t)fj(x), (t, x) ∈ (0,+∞)× Ω,

vj0,2(t, x) = 0, (t, x) ∈ (0,+∞)× ∂Ω,

∂`tv
j
0,2(0, ·) = 0, in Ω, ` = 0, ..., dαe − 1.

(4.27)

Note that vj0 = vj0,1 + vj0,2, j = 1, 2. Moreover, in view of condition (vi), the restriction of vj0,2 to

(0, τ0)× Ω solves
(ρ1(x)∂αt v

j
0,2 − div

(
a1(x)∇xvj0,2

)
+ q1(x)vj0,2)(t, x) = 0, (t, x) ∈ (0, τ0)× Ω,

vj0,2(t, x) = 0, (t, x) ∈ (0, τ0)× ∂Ω,

∂`tv
j
0,2(0, ·) = 0, in Ω, ` = 0, ..., dαe − 1.

Therefore, the uniqueness of this initial boundary value problem implies that v1
0,2 = v2

0,2 = 0 on

(0, τ0) × Ω. Therefore, we have vj0 = vj0,1 on (0, τ0) × Ω, j = 1, 2. Thus, condition (4.1), with k = 0,

implies that

∂νv
1
0,1(t, x) = ∂νv

2
0,1(t, x), (t, x) ∈ (0, τ0)× Γout.

Then, applying [29, Theorem 2.5], we deduce that u1
0 = u2

0. This implies that v1
0,1 = v2

0,1 on (0,+∞)×Ω.

It follows that vj0 = v1
0,1 + vj0,2, j = 1, 2, and condition (4.1), with k = 0, implies that

∂νv
1
0,2(t, x) = ∂νv

2
0,2(t, x), (t, x) ∈ (0,+∞)× Γout.

Repeating the arguments used for proving (4.22) when (v) is fulfilled, we get f1 = f2. This proves that

(4.22) holds true and it completes the proof of the theorem.

5. Proof of Theorem 2.2

We fix uj , j = 1, 2, the solution of (1.4) with Φ given by (2.1), (a, ρ, q) = (aj , ρj , qj) and (u0, F ) =

(uj0, Fj). According to Theorem 2.1, the proof of the theorem will be completed if we show that, for

any values of T0 ∈ [τ2, T ] and of δ ∈ (0, T0 − τ1), the condition (2.13) implies (2.9). For this purpose,

we fix T0 ∈ [τ2, T ], δ ∈ (0, T0 − τ1) and we assume that (2.13) is fulfilled. We set u = u1 − u2, where
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we recall that uj ∈ W dαe,1(0, T ;Hs(Ωj)) ∩ L1(0, T ;H2+s(Ωj)), s >
3
2 , j = 1, 21. We remark that u

satisfies the following conditions
(ρ1(x)∂αt u− div (a1(x)∇xu) + q1(x)u)(t, x) = G(t, x) + F (t, x), (t, x) ∈ (0, T )× (Ω1 ∩ Ω2),

u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω̃,

∂`tu(0, ·) = u`, in Ω1 ∩ Ω2, ` = 0, ..., dαe − 1.

In the above equation we set F = F1 − F2, u0 = u1
0 − u2

0, u1 ≡ 0 and

G = (ρ2 − ρ1)∂αt u
2 − div

(
(a2 − a1)∇xu2

)
+ (q2 − q1)u2 ∈ L1(0, T ;Hs(Ω1 ∩ Ω2)).

Since supp(σ) ⊂ (0, τ1) and (0, τ1) ∩ (T0 − δ, T0) = ∅, we deduce that

F (t, x) = 0, (t, x) ∈ (T0 − δ, T0)× (Ω1 ∩ Ω2)

and it follows that

(ρ1(x)∂αt u− div (a1(x)∇xu) + q1(x)u)(t, x) = G(t, x), (t, x) ∈ (T0 − δ, T0)× (Ω1 ∩ Ω2).

Using the fact that uj ∈ W dαe,1(0, T ;Hs(Ω1 ∩ Ω2)) ∩ L1(0, T ;H2+s(Ω1 ∩ Ω2)), s > 3
2 , j = 1, 2, we can

apply the normal trace to the above equation in order to obtain

∂ν(ρ1∂
α
t u− div (a1∇xu) + q1u)(t, x) = ∂νG(t, x), (t, x) ∈ (T0 − δ, T0)× Γout. (5.1)

Since u = u1 − u2 ∈W dαe,1(0, T ;Hs(Ω1 ∩ Ω2)) and u = 0 on (0, T )× ∂Ω̃, we deduce that

∂ν(ρ1∂
α
t u)(t, x) = ρ1(x)∂αt ∂νu(t, x), (t, x) ∈ (T0 − δ, T0)× Γout.

In the same way, condition (2.12) and (2.13) imply that

∂νu(t, x) = ∂ν (div (a1∇xu)) (t, x) = 0, (t, x) ∈ (T0 − δ, T0)× Γout.

Thus, we find

∂ν(q1u)(t, x) = u(t, x)∂νq1(x) + q1(x)∂νu(t, x) = 0, (t, x) ∈ (T0 − δ, T0)× Γout.

It follows that

∂ν(ρ1∂
α
t u− div (a1∇xu) + q1u)(t, x) = ρ1(x)∂αt ∂νu(t, x), (t, x) ∈ (T0 − δ, T0)× Γout. (5.2)

On the other hand, applying (2.11)-(2.12), we deduce that

∂νG(t, x)

= ∂ν
[
(ρ2 − ρ1)∂αt u

2 −
(
div
(
a2∇xu2

)
− div

(
a1∇xu2

))
+ (q2 − q1)u2

]
(t, x)

= 0, (t, x) ∈ (T0 − δ, T0)× Γout.

(5.3)

1 See the discussion before the statement of Theorem 2.2.
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Combining this with (2.13) and (5.1)-(5.3), we deduce that

∂νu(t, x) = ∂αt ∂νu(t, x) = 0, (t, x) ∈ (T0 − δ, T0)× Γout.

Using the fact that ∂νu ∈W dαe,1(0, T ;L2(∂Ω̃)) and applying [47, Theorem 1], we deduce that

∂νu(t, x) = 0, (t, x) ∈ (0, T0)× Γout

which implies (2.9), since T0 > τ2. Therefore, applying Theorem 2.1, we deduce that (2.10) is fulfilled.

�

6. Proof of Theorem 2.3

Repeating the arguments used in the proof of Theorem 2.1 combined with the time analyticity

properties of solutions of (3.1)-(3.2) stated in Theorem 3.2, we deduce that (2.16) implies that, for all

k ∈ N ∪ {0}, we have

∂νv
1
k(t, x) = ∂νv

2
k(t, x), (t, x) ∈ (0,+∞)× ∂Ω̃, (6.1)

with vj0 the solution of (3.1) for a ≡ 1, q ≡ 0, ω = ωj , Ω = Ωj and (α, ρ,B, u0, u1, F ) = (αj , ρj , Bj , u
j
0, 0, Fj),

j = 1, 2, and vjk, j = 1, 2, k ∈ N, the solution of (3.2) for a ≡ 1, q ≡ 0 and (α, ρ,B) = (αj , ρj , Bj),

j = 1, 2. We mention, that in the case ω1 = ω2 = ∅, the result of Theorem 2.3 can be deduced from (6.1)

by combining the results of [39, Theorem 2.3] with some arguments similar to those used in Theorem

2.1. For this purpose, from now on we assume that α1 = α2 = α and we will prove that (6.1) implies

(2.17). The proof of Theorem 2.3 will be decomposed into three steps. First, applying (6.1) with k = 1

and exploiting condition (2.7), (2.14), we deduce that ω1 = ω2. Then, applying (6.1) with k ∈ N we

will deduce that

B1 = B2, ρ1 = ρ2. (6.2)

Finally, combining all these results and applying (6.1) with k = 0 we deduce that

u1
0 = u2

0, f1 = f2. (6.3)

Step 1. In this step, we will show that ω1 = ω2. For this purpose let us assume the contrary. For

p > p0 let us fix V j1 (p, ·) the Laplace transform in time of vj1 at p. From the definition of weak solution

of (3.1) for q ≡ 0, a ≡ 1, ω = ωj and (B, ρ, u0, u1, F ) = (Bj , ρj , u
j
0, 0, Fj), j = 1, 2, we deduce that, for

all p > p0, V j1 (p, ·) solves
−∆xV

j
1 (p, ·) +Bj · ∇xV j1 (p, ·) + ρjp

αV j1 (p, ·) = 0, in Ωj ,

V j1 (p, ·) = ψ̂1(p)χη1, on ∂Ω̃,

V j1 (p, ·) = 0, on ∂ωj .

(6.4)

Moreover, following the representation of solutions of problem (3.1) given in Theorem 3.3, one can

check that, for s ∈ (3/2, 2) and for all p > p0, we have t 7→ e−ptvj1 ∈ L1(R+;Hs(Ωj)), j = 1, 2. Here
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p0 > 0 can be chosen sufficiently large. Therefore, we can apply the Laplace transform in time to the

identity (6.1), with k = 1, in order to get

∂νV
1
1 (p, x) = ∂νV

2
1 (p, x), p > p0, x ∈ ∂Ω̃. (6.5)

Combining (6.4)-(6.5) with (2.7) and (2.14), we deduce that the restriction of V1(p, ·) = V 1
1 (p, ·)−V 2

1 (p, ·)

to Õ satisfies, for all p > p0, the conditions−∆xV1(p, ·) +B1 · ∇xV1(p, ·) + ρ1p
αV1(p, ·) = 0 in Õ,

V1(p, ·) = ∂νV1(p, ·) = 0, on ∂Ω̃ ∩ ∂Õ.

Therefore, applying results of unique continuation for elliptic equations, we deduce that

V1(p, x) = 0, p > p0, x ∈ Õ.

Using the fact that ∂(ω1 ∪ ω2) ⊂ ∂Õ, we deduce from this identity that

V 1
1 (p, x) = V1(p, x) = 0, p > p0, x ∈ (∂ω2) \ (∂ω1). (6.6)

Moreover, since χη1 ∈W 2− 1
r ,r(∂Ω) and V 1

1 (p, ·), p > p0, solves (6.4), [23, Theorem 2.4.2.5] implies that

V 1
1 (p, ·) ∈ W 2,r(Ω1). Therefore, fixing ω∗ = ω2 \ ω1 and repeating the arguments used in the proof of

Step 2 of Theorem 2.1, we deduce that, for all p > p0, the restriction of V 1
1 (p, ·) to ω∗ is lying in H1

0 (ω∗)

and it satisfies

−∆xV1(p, ·) +B1 · ∇xV1(p, ·) + ρ1p
αV1(p, ·) = 0 in ω∗. (6.7)

It follows that for any ϕ ∈ C∞0 (ω∗) we have

0 = 〈−∆V1(p, ·), ϕ〉D′(ω∗),C∞0 (ω∗)
+ 〈B1 · ∇xV1(p, ·) + ρ1p

αV1(p, ·), ϕ〉D′(ω∗),C∞0 (ω∗)

= 〈∇xV1(p, ·),∇xϕ〉D′(ω∗)d,C∞0 (ω∗)d
+ 〈B1 · ∇xV1(p, ·) + ρ1p

αV1(p, ·), ϕ〉D′(ω∗),C∞0 (ω∗)

= 〈∇xV1(p, ·),∇xϕ〉L2(ω∗)d
+ 〈B1 · ∇xV1(p, ·) + ρ1p

αV1(p, ·), ϕ〉L2(ω∗)
.

By density, we can extend this identity to any ϕ ∈ H1
0 (ω∗) and chosing ϕ = V1(p, ·), we obtain

‖∇xV1(p, ·)‖2L2(ω∗)d
+ 〈B1 · ∇xV1(p, ·) + ρ1p

αV1(p, ·), V1(p, ·)〉L2(ω∗)
= 0, p > p0.

On the other hand, applying (1.3), we obtain

0 = ‖∇xV1(p, ·)‖2L2(ω∗)d
+ 〈B1 · ∇xV1(p, ·) + ρ1p

αV1(p, ·), V1(p, ·)〉L2(ω∗)

>
‖∇xV1(p, ·)‖2L2(ω∗)d

2
+
(
pαρ0 − ‖B1‖2L∞(ω∗)

)
‖V1(p, ·)‖2L2(ω∗)

.

Choosing p > p1 := p0 + ρ
− 1
α

0 (‖B1‖2L∞(ω∗)
+ 1)

1
α , we obtain

‖V1(p, ·)‖L2(ω∗)
= 0

which implies that

V 1
1 (p, x) = 0, p > p1, x ∈ ω∗.
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Combining this with results of unique continuation for elliptic equations we deduce that, for all p > p1,

V 1
1 (p, ·) = 0 on Ω1. Moreover, using the fact that ψ1 is non-negative and ψ1 6≡ 0, we deduce that

ψ̂1(p1 + 1) > 0 and it follows

χη1(x) =
V 1

1 (p1 + 1, x)

ψ̂1(p1 + 1)
= 0, x ∈ ∂Ω̃.

This contradicts the fact that χη1 6≡ 0. Therefore, we have ω1 = ω2.

Step 2. From now on we assume that ω1 = ω2 = ω and we set Ω1 = Ω2 = Ω. In this step, we

will show that (6.2) is fulfilled. For j = 1, 2 and p > p0, consider the boundary value problem
−∆xVj(p, ·) +Bj · ∇xVj(p, ·) + ρjp

αVj(p, ·) = 0 in Ω,

Vj(p, ·) = h, on ∂Ω̃,

Vj(p, ·) = 0, on ∂ω1.

(6.8)

In light of [22, Theorem 8.3], for h ∈ H 1
2 (∂Ω̃) this problem admits a unique solution V j(p, ·) ∈ H1(Ω)

and we can associate this problem with the partial Dirichlet-to-Neumann map

Nj(p) : H
1
2 (∂Ω̃) 3 h 7−→ ∂νVj(p, ·)|∂Ω̃ ∈ H

− 1
2 (∂Ω̃), j = 1, 2, p > p0.

In a similar manner to the proof of [39, Theorem 2.3], we can prove that (6.1), with k ∈ N, imply

N1(p) = N2(p), p > p0. (6.9)

Applying [59, Theorem 1.9] and condition (2.7), (2.14), we deduce from this identity that B1 = B2 on

∂Ω. We consider U an open ball containing Ω̃ and we extend Bj into a function still denoted by Bj

lying in Cγ(U ;Rd) with B1 = B2 on U \ Ω. Then, we consider the following boundary value problem
−∆xWj(p, ·) +Bj · ∇xWj(p, ·) + ρj1Ωp

αWj(p, ·) = 0 in U \ ω1,

Wj(p, ·) = h, on ∂U,

Wj(p, ·) = 0, on ∂ω1

and its associated partial Dirichlet-to-Neumann map

Ñj(p) : H
1
2 (∂U) 3 h 7−→ ∂νWj(p, ·)|∂U ∈ H−

1
2 (∂U), j = 1, 2, p > p0.

Following the proof of [56, Lemma 6.2], one can check that (6.9) implies that

Ñ1(p) = Ñ2(p), p > p0. (6.10)

Combining this with condition (2.14), [56, Proposition 2.1], the proof of [56, Theorem 1.1] and density

arguments comparable to the ones used in [37, Theorem 1.3.] (see also [3]), we deduce that for B =

B1 −B2 extended by zero to R3 there exists ϕ ∈W 1,∞(R3) such that B = ∇xϕ on R3 and

|B1|2 −
div(B1)

2
+ ρ1p

α = |B2|2 −
div(B2)

2
+ ρ2p

α, p > p0. (6.11)
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Using the fact that B = 0 on (R3 \ Ω̃) ∪ Õ ∪ ω1 which is connected, by subtracting a constant to ϕ we

may assume that ϕ = 0 on (R3 \ Ω̃) ∪ Õ ∪ ω1. Combining this with the fact that ∂Ω = ∂Ω̃ ∪ ∂ω1, we

obtain ϕ ∈ H1
0 (Ω). On the other hand, we get from (6.11) that ϕ satisfies

−∆ϕ+ 2(B1 +B2) · ∇ϕ = 2pα(ρ2 − ρ1), p > p0.

Dividing this expression by pα and sending p→ +∞, we find ρ1 = ρ2. Then, it follows that ϕ ∈ H1
0 (Ω)

satisfies −∆ϕ+ 2(B1 +B2) · ∇ϕ = 0 on Ω which combined with [22, Theorem 8.3] implies that ϕ ≡ 0.

Therefore, we have B1 = B2 which implies (6.2).

Step 3. In this step we will complete the proof of the theorem by showing that (6.1) and (6.2)

imply (6.3). For this purpose, we fix v0 = v1
0 − v2

0 , the condition (6.1) for k = 0 implies that

∂νv0(t, x) = 0, (t, x) ∈ (0,+∞)× ∂Ω̃.

Without loss of generality and by eventually extending Ω into a larger connected open set, we may

assume that (4.24) is fulfilled. We will complete the proof of the theorem by showing that (6.1) implies

that (4.22) holds true. Like in Theorem 2.1, we will give the proof of this result both in the case where

condition (v) and (vi) are fulfilled and we refer to [29, Theorem 2.5] for the proof of this result when

(iv) is fulfilled.

Let us first assume that condition (v) of Theorem 2.1 is fulfilled. In a similar way to Step 5 of

Theorem 2.1, we can find p0 < r1 < r2 such that

∫ T

0

e−ptσ(t)dt 6= 0, p ∈ (r1, r2).

Here p0 > 0 corresponds to the value appearing in the Definition 3.1 of weak solution of (3.3). Without

loss of generality, we refer to p0 as the maximum of the value appearing in the Definition 3.1 for solutions

of problem (3.3) for α = 1 and for the value α of Theorem 2.3. Then, in a similar way to the proof of

Theorem 2.1, fixing V0(p, ·), p > p0, the Laplace transform in time of v0, and

W (p, ·) =
V0(p

1
α , ·)∫ T

0
e−p

1
α tσ(t)dt

, p ∈ (rα1 , r
α
2 ),

we deduce that W (p, ·) satisfies, for all p ∈ (rα1 , r
α
2 ), the conditions


ρ1(x)pW (p, x)−∆W (p, x) +B1 · ∇xW (p, x) = f(x), x ∈ Ω,

W (p, x) = 0, x ∈ ∂Ω,

W (p, x) = 0, x ∈ Ω′.
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Then, in a similar way to the last step of the proof of Theorem 2.1, for w ∈ L2
loc(0,+∞;H1(Ω)) the

solution of the parabolic problem
(ρ1(x)∂tw −∆w +B1 · ∇xw)(t, x) = 0, (t, x) ∈ (0,+∞)× Ω,

w(t, x) = 0, (t, x) ∈ (0,+∞)× ∂Ω̃,

w(0, ·) = f, in Ω,

we deduce that W (p, ·) coincides with the Laplace transform in time of w at p > p0, denoted by ŵ(p, ·).

Then, from the fact that

V0(p, x) = 0, x ∈ Ω′, p > p0

and the analyticity of p 7→ ŵ(p, ·), p > p0, we deduce that

w(t, x) = 0, (t, x) ∈ (0,+∞)× Ω′.

Combining this with a unique continuation argument similar to the one used in the proof of Theorem

2.1, we deduce that f1 = f2. This proves that (4.22) holds true when condition (v) is fulfilled. In the

same way, assuming that condition (vi) is fulfilled, we deduce that (6.3) implies that u1
0 = u2

0, f1 = f2

and that (4.22) holds true. This completes the proof of the theorem. �

7. Proof of Corollary 2.4, 2.5 and 2.6

This section is devoted to the proof of Corollary 2.4, 2.5. We will omit the proof of Corollary

2.6 which can be deduced from some arguments used in Corollary 2.4 and the arguments used in [39,

Corollary 2.7]. We start with Corollary 2.4.

Proof of Corollary 2.4. Let us first consider, for k ∈ N, the initial boundary value problems

∂
αj
t vjk −∆gjv

j
k + qj(x)vjk = 0, in (0,+∞)×Mj ,

vjk(t, x) = dkψk(t)χ(x)ηk(x), (t, x) ∈ (0,+∞)× ∂M1,v
j
k = 0 if 0 < α 6 1,

vjk = ∂tv
j
k = 0 if 1 < α < 2,

in {0} ×Mj ,

(7.1)



∂
αj
t vj0 −∆gjv

j
0 + qj(x)vj0 = σ(t)fj(x), in (0,+∞)×Mj ,

vj0(t, x) = 0 (t, x) ∈ (0,+∞)× ∂M1,v
j
0 = uj0 if 0 < α 6 1,

vj0 = uj0, ∂tv
j
0 = 0 if 1 < α < 2,

in {0} ×Mj .

(7.2)

Following the argumentation of Theorem 2.1, we deduce that the condition (2.19) implies that, for all

k ∈ N ∪ {0}, we have

∂νv
1
k(t, x) = ∂νv

2
k(t, x), (t, x) ∈ (0,+∞)× Γout. (7.3)
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In a similar way to Theorem 2.1, we will show that condition (7.3), with k ∈ N, implies that (M1, g1)

and (M2, g2) are isometric and (2.20) holds true. For this purpose, let us start by proving that the

condition (7.3) with k = 1 implies that α1 = α2. To do so, we will proceed in a similar way to

the Step 3 in the proof of Theorem 2.1. Let us consider the operator Aj , j = 1, 2, with domain

D(Aj) = H2(Mj) ∩H1
0 (Mj) defined by

Ajw := −∆gjw + qjw, w ∈ D(Aj).

We fix {λjk}k∈N and mj
k ∈ N the strictly increasing sequence of the eigenvalues of Aj and the algebraic

multiplicity of λjk, respectively. For each eigenvalue λjk, we introduce a family {ϕjk,`}
mjk
`=1 of eigenfunctions

of Aj , i.e.,

Ajϕ
j
k,` = λjkϕ

j
k,`, ` = 1, . . . ,mj

k,

which forms an orthonormal basis in L2(Mj) of the algebraic eigenspace of Aj associated with λjk.

Following the arguments used in the Step 3 of the proof of Theorem 2.1, one can check that we have

∂νv
j
1(t, ·) = − t

−1−αj

Γ(−αj)

(∫ +∞

0

ψ1(s)ds

)
∂νwj + O

t→+∞
(t−1−2αj ), (7.4)

where wj = A−1
j Gj with Gj the solution of −∆gjGj + qjGj = 0, in Mj ,

Gj(x) = χη1(x), x ∈ ∂Mj .
(7.5)

Combining the asymptotic property (7.4) of ∂νv
j
1(t, ·) as t→ +∞ with condition (7.3), with k = 1, we

will prove by contradiction that α1 = α2.

Let us assume that α1 6= α2. From now on, without loss of generality we assume that α1 < α2.

In a similar way to Theorem 2.1, without loss of generality we can assume that the function χη1 is

non-positive. Since χη1 ∈ C3(∂M1), we deduce that Gj ∈ C2(Mj). Since χη1 6 0 and χη1 6≡ 0, the

maximum principle stated on the manifold Mj (see e.g. [57, Theorem 9.3]) implies that, for j = 1, 2,

Gj 6 0 and Gj 6≡ 0. Moreover, using the fact that −∆gjwj + qjwj = Gj 6 0 and wj |∂Mj
= 0, the

strong maximum principle (see e.g. [57, Theorem 9.3]) implies that

wj(x) < 0, x ∈Mj \ ∂Mj .

Thus, the Hopf lemma applied to the manifold (Mj , gj) (see [2, Lemma 3.1.]) implies that

∂νwj(x) > 0, x ∈ ∂M1, j = 1, 2.

In particular, we have ‖∂νwj‖L2(Γout)
> 0. Taking the norm L2(Γout) on both sides of (7.3), for k = 1,

and applying (7.4), we get

t−1−α1

|Γ(−α1)|
‖∂νw1‖L2(Γout)

6 O
t→+∞

(t−1−2α1) +
t−1−α2

|Γ(−α2)|
‖∂νw2‖L2(Γout)

+ O
t→+∞

(t−1−2α2). (7.6)
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Assuming that αj 6= 1, j = 1, 2, multiplying the expression (7.6) by |Γ(−α1)|t1+α1 and sending t→ +∞,

we get

‖∂νw1‖L2(Γout)
6 0.

This contradicts the fact that ‖∂νwj‖L2(Γout)
> 0, j = 1, 2, and it follows that α1 = α2. Using this result

and repeating the arguments used at the end of the proof of Step 3 of Theorem 2.1, we deduce that in all

case α1 = α2. In the same way, following the proof of [39, Corollary 2.4], one can check that condition

(7.3), for k ∈ N, implies that (M1, g1) and (M2, g2) are isometric and there exist ϕ ∈ C∞(M2;M1),

an isomtery from (M2, g2) to (M1, g1), fixing ∂M1 and depending only on (Mj , gj), j = 1, 2, such that

q2 = q1 ◦ ϕ. Therefore, fixing ṽ(t, x) = v1
0(t, ϕ(x)), (t, x) ∈ (0,+∞)×M2, we deduce that ṽ solves

∂α1
t ṽ −∆g2 ṽ + q2(x)ṽ = σ(t)f1(ϕ(x)), in (0,+∞)×M2,

ṽ(t, x) = 0 (t, x) ∈ (0,+∞)× ∂M2,ṽ(0, x) = u1
0(ϕ(x)) if 0 < α 6 1,

ṽ(0, x) = u1
0(ϕ(x)), ∂tṽ(0, x) = 0 if 1 < α < 2,

x ∈M2.

Moreover, using the fact that ϕ fix the boundary ∂M1, we get

∂ν ṽ(t, x) = ∂ν [v1
0(t, ϕ(x))] = ∂νv

1
0(t, x), (t, x) ∈ (0,+∞)× Γout.

Combining this with (7.3) for k = 0 we deduce that

∂ν ṽ(t, x) = ∂νv
2
0(t, x), t ∈ (0,+∞), x ∈ Γout

and we deduce that v0 = ṽ − v2
0 satisfies the following conditions

∂α1
t v0 −∆g2v0 + q2(x)v0 = σ(t)(f1(ϕ(x))− f2(x)), in (0,+∞)×M2,

v0(t, x) = 0 (t, x) ∈ (0,+∞)× ∂M2,

∂νv0(t, x) = 0 (t, x) ∈ (0,+∞)× Γout,v0(0, x) = (u1
0(ϕ(x))− u2

0(x)) if 0 < α 6 1,

v0(0, x) = (u1
0(ϕ(x))− u2

0(x)), ∂tṽ(0, x) = 0 if 1 < α < 2,

x ∈M2.

Thus repeating the arguments used in the last step of the proof of Theorem 2.1, we deduce from this

condition that

f1(ϕ(x)) = f2(x), u1
0(ϕ(x)) = u2

0(x), x ∈M2.

This completes the proof of the corollary. �

Proof of Corollary 2.5.

Let uj , j = 1, 2, be the solution of
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

∂αt u
j −∆gju

j + qj(x)uj = Fj , in (0, T )×M,

uj = Φ, on (0, T )× ∂M,u
j = uj0 if 0 < α 6 1,

uj = uj0, ∂tuj = 0 if 1 < α < 2,

in {0} ×M.

According to Corollary 2.4, the proof of the theorem will be completed if we show that the

conditions (2.23)-(2.24), for some arbitrary chosen T0 ∈ [τ2, T ] and δ ∈ (0, T0− τ1), imply (2.19). From

now on we fix T0 ∈ [τ2, T ], δ ∈ (0, T0− τ1) and we assume that the conditions (2.23)-(2.24) are fulfilled.

We fix u = u1−u2, where we recall that uj ∈W dαe,1(0, T ;Hs(M))∩L1(0, T ;H2+s(M)), s > 3
2 , j = 1, 2.

We remark that u satisfies the following conditions
∂αt u−∆g1u+ q1u = G+ F, in (0, T )×M,

u(t, x) = 0, (t, x) ∈ (0, T )× ∂M,

∂`tu(0, ·) = u`, in M, ` = 0, ..., dαe − 1.

In the above equation we set F = F1 − F2, u0 = u1
0 − u2

0, u1 ≡ 0 and

G = ∆g1u2 −∆g2u2 + (q2 − q1)u2 ∈ L1(0, T ;Hs(M)), s ∈ (3/2, 2).

Then, combining conditions (2.21)-(2.22) with the arguments used in Theorem 2.2, we deduce that

∂νu(t, x) = ∂αt ∂νu(t, x) = 0, (t, x) ∈ (T0 − δ, T0)× Γout.

Therefore, applying [47, Theorem 1], we deduce that

∂νu(t, x) = 0, (t, x) ∈ (0, T0)× Γout

which implies (2.19). Thus, applying Corollary 2.4, we obtain the results sated in Corollary 2.5. �
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[14] M. Choulli, Une introduction aux problèmes inverses elliptiques et paraboliques, Math. Appl., vol. 65, Springer-

Verlag, Berlin, 2009.

[15] M. Choulli and Y. Kian, Logarithmic stability in determining the time-dependent zero order coefficient in a

parabolic equation from a partial Dirichlet-to-Neumann map. Application to the determination of a nonlinear term,

J. Math. Pures Appl., 114 (2018), 235-261.

[16] M. Choulli and M. Yamamoto, Some stability estimates in determining sources and coefficients, J. Inverse Ill-

Posed Probl., 12 (3) (2004), 233-243.

[17] B. Cox, J. G. Laufer, S. R. Arridge, P. C. Beard, Quantitative spectroscopic photoacoustic imaging: A review,

J. Biomed. Opt., 17 (2012), 061202-1-061202-22.
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