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ABSTRACT

Context. Nonlinear behavior in interstellar chemical models has been recognized for 25 years now. Different mechanisms account for
the possibility of multiple fixed-points at steady-state, characterized by the ionization degree of the gas.
Aims. Chemical oscillations are also a natural behavior of nonlinear chemical models. We study under which conditions spontaneous
sustained chemical oscillations are possible, and what kind of bifurcations lead to, or quench, the occurrence of such oscillations.
Methods. The well-known ordinary differential equations (ODE) integrator VODE was used to explore initial conditions and param-
eter space in a gas phase chemical model of a dark interstellar cloud.
Results. We recall that the time evolution of the various chemical abundances under fixed temperature conditions depends on the
density over cosmic ionization rate nH/ζ ratio. We also report the occurrence of naturally sustained oscillations for a limited but well-
defined range of control parameters. The period of oscillations is within the range of characteristic timescales of interstellar processes
and could lead to spectacular resonances in time-dependent models. Reservoir species (C, CO, NH3, ...) oscillation amplitudes are gen-
erally less than a factor two. However, these amplitudes reach a factor ten to thousand for low abundance species, e.g. HCN, ND3, that
may play a key role for diagnostic purposes. The mechanism responsible for oscillations is tightly linked to the chemistry of nitrogen,
and requires long chains of reactions such as found in multi-deuteration processes.

Key words. astrochemistry – instabilities – methods: numerical – ISM: abundances – evolution – molecular processes

1. Introduction

The evolution of interstellar chemical abundances through for-
mation/destruction chemical processes is described by a set of
nonlinear differential equations that fall under the frame of
dynamical systems. Then, it is not surprising to find some of
the standard features characteristic of these systems. In particular
multiple fixed-points for a given set of control parameters have
been demonstrated by Pineau des Forets et al. (1992) and first
analyzed by Le Bourlot et al. (1993, 1995a,b). The two stable
solutions correspond to very different chemical signatures and
have been labelled as LIP, corresponding to a Low Ionization
Phase and HIP for an High Ionization Phase. LIP features are
described by abundant saturated molecules and molecular ions
whereas HIP signatures rather point to abundant radicals, car-
bon chains and atomic ions. Although these results led to some
debate (e.g. Shalabiea & Greenberg 1995), they were later con-
firmed by various groups (Lee et al. 1998; Charnley & Markwick
2003; Boger & Sternberg 2006; Dufour & Charnley 2019). Some
puzzling observations were even suggested to be representative
of the HIP phase by, e.g., Gerin et al. (1997) or Ceccarelli et al.
(2011).

However, apart from a passing mention in Le Bourlot et al.
(1995a), no steady chemical oscillations have been reported to
date. This is rather surprising, as such a behavior is a nor-
mal feature of nonlinear sets of chemical equations (see Gray
& Scott 1994) and results probably from the limited range of
integration time and parameter values considered in the current
time-dependent chemical studies applied to interstellar clouds
(Wakelam et al. 2015). Various time dependent behaviors includ-
ing oscillations are explicitly quoted in Maffucci et al. (2018).

This paper will be discussed below, as we believe their study
to be not fully complete. Furthermore, our analysis explains
naturally a large fraction of their findings.

In this paper, we describe in some details naturally occurring
oscillations in a model of dark cloud chemistry. The underlying
formalism is presented in Sect. 2, a fiducial oscillatory solution
is introduced in Sect. 3. We discuss the effect of various control
parameters in Sect. 4 and present our analysis and a discussion
in Sect. 5.

2. Time dependent chemical equations

We restrict ourself to an idealized dark cloud. That is, photo pro-
cesses come only from secondary photons following the creation
of high energy electrons by cosmic-ray. These electrons excite
the different electronic states of H2 that eventually decay by
emitting ultraviolet photons in the 750–1750 Å window (Gredel
et al. 1989).

We also make two very strong restrictions by assuming a con-
stant temperature and discarding gas-grain chemical interactions.
We are fully aware that, as a consequence, the resulting models
cannot be readily applied to “real” astrophysical objects, nor be
compared to observations. But this is a necessary preliminary
step to try and understand the chemical mechanisms at work.
Extended models that overcome one or both of these approxima-
tions will be introduced later (note however a brief discussion in
the last section).

On the other hand, our chemical model includes an extended
and detailed chemical network including 254 species, coupled
by 4872 reactions taken from our previous studies (Roueff
et al. 2015; Cernicharo et al. 2018). In particular, it includes
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Table 1. Control parameters.

Parameter Unit Range Description

nH cm−3 103−107 Hydrogen nucleus number density
ζ 10−17 s−1 1–300 Hydrogen cosmic-ray ionization rate
T K 5–20 Gas temperature
δC – 10−5−10−4 Carbon gas-phase abundance
δN – 10−5−10−4 Nitrogen gas-phase abundance
δO – 10−5−10−4 Oxygen gas-phase abundance
δS – 8 × 10−8 Sulfur gas-phase abundance

a detailed deuteration scheme with multiple deuterated species
from NH3 to ND3 (Roueff et al. 2005), H2CO to D2CO, H2CS
to D2CS (Marcelino et al. 2005), CH4 to CD4 . We introduce the
value of the ortho-to-para ratio of molecular hydrogen, (O/P),
which drives the deuteration efficiency through the H+

3 + HD�
H2D+ + H2 reaction (Pagani et al. 1992) as an external fixed
parameter, following Roueff et al. (2015). This parameter is also
critical for the initial step of the nitrogen hydrogenation reaction
N+ +H2 → NH+ +H which is slightly endothermic when H2 is in
its para form as first emphasized by Le Bourlot (1991). We follow
the prescription of Dislaire et al. (2012) based on the experimen-
tal studies of Marquette et al. (1988) to account for this reaction.
We also include the experimental reaction rate coefficients to
account for N+ + HD and N+ + D2 reactions.

Parameters used for various models are displayed in Table 1.
The range shown is typical of the values explored, although we
did not compute all possible models1.

2.1. Nondimensional equations

One major advantage of using a constant temperature is that it
leads to constant chemical reaction rates once the other exter-
nal parameters are chosen. In a low-density gas, only two body
collisions are possible. So the time evolution of any species Xi
abundance ni = n (Xi) writes:

dni

dt
=

∑
l,m

ki
l,m (T ) nl nm +

∑
j

ki
j (T ) n j. (1)

Two bodies rates ki
l,m are in cm3 s−1 and one body rates ki

j

are in s−1. These condensed equations account both for for-
mation/destruction processes with appropriate signs. Given our
hypothesis, all ki

j are proportional to the molecular hydrogen
cosmic-ray ionization rate ζ. This suggests to use 1/ζ as a char-
acteristic timescale, and to introduce a nondimensional time
variable τ = ζ t. Writing now ni = nH xi, with xi the relative
abundance of species Xi, we can introduce nondimensional rates
for all chemical reactions by writing: ki

l,m =
ζ

nH
ri

l,m ; ki
j = ζ qi

j .
Subsequently, Eq. (1) reduces to:

dxi

dτ
=

∑
l,m

ri
l,m xl xm +

∑
j

qi
j x j. (2)

This analysis shows that we can lower the number of con-
trol parameters by defining an “ionization efficiency parameter”

Iep =
nH

104 cm−3

10−16 s−1

ζ
or Iep = 10−20 nH

ζ
(unitless), which

1 The code is made available at http://ism.obspm.fr

leads to values of Iep from 1 to 10 for typical interstellar condi-
tions. This property has been previously recognized for steady-
state results (Lepp & Dalgarno 1996; Boger & Sternberg 2006)
or for the maxima corresponding to so-called early-time results
(Lee et al. 1998). However, to our knowledge, this occurrence
was never taken full advantage of for interstellar applications. Let
us also point out that this property is maintained for gas–grain
interactions as long as a single grain temperature is consid-
ered and a standard rate equations formalism is used to describe
surface chemistry (Hasegawa et al. 1992).

2.2. Dynamical system properties

Equation (2) is in the standard form of a dynamical system:

Ẋ = F (X, α) , (3)

where X is the vector of (unknown) variables, α a set of (fixed)
control parameters, and F a vector of functions. Below, we sum-
marize the main properties of dynamical systems as described
in the literature; for example Gray & Scott (1994). Fixed points
of this system are found by setting F (X, α) = 0. The (possibly
multiple) solutions may or may not be stable. The stability can
be assessed by computing the eigenvalues of the Jacobian matrix
J at the fixed point. If X̄ is a fixed point, then:

J
(
X̄
)

=

(
∂Fi

∂X j

∣∣∣∣∣∣
X̄

)
. (4)

Close to X̄, the system (2) can be linearized. Its evolution is
then given by

X (τ) = X̄ +
∑

i

Ai exp (λi τ) , (5)

where λi are the eigenvalues of J
(
X̄
)
. We see that, if all real

parts < (λi) < 0, then the fixed point is stable, and evolution
may lead to it, provided that all control parameters remain con-
stant during the evolution. If a single λi has a positive real part,
then the fixed point is unstable, and the system leaves its vicinity.
As soon as X (τ) − X̄ is no longer infinitely small, the linearized
approximation does not apply and higher order terms control the
evolution.

This is independent of whether λi eigenvalues have an imag-
inary part or not. If they do, then they occur in pairs of complex
conjugates. Writing λi = µi + iωi, all X (τ) include a contribu-
tion of the form exp (µi τ) cos (ωi τ + φi), which is an oscillatory
contribution.

– If the fixed point is stable, then the system behaves as a
damped oscillator, with a damping characteristic time of
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τd =
1
µ j

, where µ j is the smallest eigenvalue (in absolute

value). If the associated λi has an imaginary part, then there
is an oscillatory damping;

– If the fixed point is unstable, the system leaves its vicinity
with a timescale associated to the most positive eigenvalue.
Here again, an oscillatory component may or may not be
present.

The subsequent evolution depends on the topology of the phase
space. Evolution may lead to another (stable) fixed point (steady-
state), or to sustained oscillations if a stable limit cycle exists.
In the following, we show how a stable fixed point undergoes a
Hopf bifurcation, giving birth to a stable limit cycle at a specific
value of a control parameter. This occurs when the real part of
an eigenvalue of the Jacobian matrix crosses a value of zero. We
note that this also explains the phenomenon of “critical slow-
down” observed in the vicinity of a bifurcation point. As the
evolution depends on exp (µi τ), the damping or growing time
diverges as µi → 0. An example is given below in Sect. 4.2.

2.3. The role of initial conditions

If several attractors exist (e.g., one or more stable fixed points,
and a stable limit cycle) then the evolution depends critically
on the chosen initial conditions. Different initial conditions
may lead to one or the other attractor as previously shown in
Le Bourlot et al. (1993). The initial part of the evolution has thus
no particular meaning, depending solely on an arbitrary choice
of initial conditions. Relaxation to the attractor depends mainly
on its stability character and its distance – in parameter space –
from a possible bifurcation point. We would like to stress here
that the so-called early-time behavior is entirely dependent on
an arbitrary choice of initial conditions; it should be consid-
ered with great care as it provides almost no information on the
intrinsic behavior of the system.

When application to interstellar medium conditions is exam-
ined, one should remember that interstellar clouds do not form
out of nothing at a given time, but rather result from fluctua-
tions within a turbulent medium that is permanently stirred by
various dynamical process (e.g., supernovae or the differential
rotation of the galaxy). Part of the gas disappears in new stars
and fresh material is constantly added to the medium by the evo-
lution of stars (stellar winds, loss of envelopes, supernova) or
cooling flows from intergalactic material.

Thus, when a dense cloud separates from its environment, its
composition is typical of the diffuse medium and quite differ-
ent from the arbitrary simple values often found in the literature
(e.g., H2, C+, O, N, ...). Model results obtained with such initial
conditions may therefore be significantly misleading.

3. The oscillatory fiducial model

We report and discuss now our finding of oscillatory solu-
tions obtained through a mixture of serendipity and systematic
exploration of the model parameters displayed in Table 1.

3.1. Typical oscillations

Table 2 shows the values of the physical parameters leading to
an oscillatory behavior of the reduced abundances, and defines
our fiducial model.

Examples of oscillations are shown in Fig. 1.
All quantities are nondimensional (x relative to nH and time

in units of τ). Panel a shows how the reservoir of carbon

Table 2. Reference model parameters
(
Iep =

nH

104 cm−3 ·
10−16 s−1

ζ

)
.

Iep T δC δN δO δS δFe

4 11 K 3 × 10−5 6 × 10−5 3 × 10−5 8 × 10−8 1.5 × 10−8

oscillates from C to CO and back. Oscillations are simple and
in perfect phase opposition. We note that the C/CO ratio is of
the order of 1, which corresponds to unusual but observation-
ally found situations with a significant neutral carbon abundance
such as TMC1 (Schilke et al. 1995). The oscillatory behavior
has indeed been found for a C/O elemental ratio of 1 corre-
sponding to carbon-rich environments. We also point out that
the electronic fraction displayed in panel b of Fig. 1 oscillates
around 4 × 10−7, with an amplitude of ∼2 × 10−7, corresponding
to a relatively high value for dense interstellar cloud conditions.
The chemical properties of the corresponding solutions are sim-
ilar to those of the HIP phase (Le Bourlot et al. 1993). Panel c
shows how minor species react to this balance. NH3 oscillation
amplitudes are mild, but the full isotopic substituted ND3 shows
spectacular amplitude variations, which is the case for all fully
deuterated substituted species. The maximum variation is over
three orders of magnitude for CD+

5 . Panel d shows, for SH, that
more complex oscillations are achievable that probably emerge
from intricate coupling terms in the chemical evolution.

We can also display the dependence between different evolv-
ing variables in phase space. After dissipation of the transitory
regime, the phase trajectory converges towards a limit cycle as
displayed for NH3, CH4, and CO in Fig. 2.

3.2. Initial conditions effects

Most if not all time-dependent studies use initial conditions
where carbon is totally ionized as C+, sulfur as S+, whereas
oxygen and nitrogen are atomic. Hydrogen is most often taken
as fully molecular but atomic initial conditions are also used
sometimes. These assumptions are obviously far from reality as a
dense cloud results from the previous evolution of diffuse clouds
which are found to be chemically diverse from absorption obser-
vations in front of randomly available continuum radio sources;
see for example Liszt et al. (2019). The partitioning of elemen-
tal carbon amongst the different potential reservoirs, C+, C, and
CO is much more likely to represent plausible initial conditions.
If some amount of CO is present as an initial condition, this
impacts the sharing of oxygen as well in order to maintain the full
elemental abundances. Figure 3 demonstrates this effect on the
time evolution of the fractional abundance of a typical complex
molecule, D2CO2. All initial abundances are identical except for
C+, O, and CO. Initial C is kept to a vanishingly low value here,
but qualitatively identical results are obtained if we use C in
place of C+. For these, the total amount of carbon and oxygen is
distributed with a fraction α on C+ and O and a fraction 1− α on
CO (recall that C/O = 1 here). We see that D2CO oscillations are
exactly the same after about two periods, exhibiting only a phase
shift. The transitory regime occurring before the oscillations take
place shows amplified response to initial conditions that are far
from the asymptotic behavior. But that initial variation can either
be towards a stronger peak (the so-called early-time regime) or
a very low abundance, with all intermediate values possible. We

2 This species was chosen in order to exhibit a significant amplitude.

A121, page 3 of 13



A&A 643, A121 (2020)

1.2 10-5

1.3 10-5

1.4 10-5

1.5 10-5

1.6 10-5

1.7 10-5

1.8 10-5

1.9 10-5

0 100 2 10-3 4 10-3 6 10-3 8 10-3 1 10-2
1.1 10-5

1.2 10-5

1.3 10-5

1.4 10-5

1.5 10-5

1.6 10-5

1.7 10-5

1.8 10-5

a

x
(C
)

x
(C
O
)

τ

C CO
0.0 100

1.0 10-7

2.0 10-7

3.0 10-7

4.0 10-7

5.0 10-7

6.0 10-7

0 100 2 10-3 4 10-3 6 10-3 8 10-3 1 10-2

b

x
(e
- )

τ

1.5 10-10

1.6 10-10

1.7 10-10

1.8 10-10

1.9 10-10

2.0 10-10

0 100 2 10-3 4 10-3 6 10-3 8 10-3 1 10-2

1.0 10-15

1.0 10-14

1.0 10-13

c

x
(N
H
3
)

x
(N
D
3
)

τ

NH3 ND3
7.0 10-12

8.0 10-12

9.0 10-12

1.0 10-11

1.1 10-11

0 100 2 10-3 4 10-3 6 10-3 8 10-3 1 10-2

d

x
(S
H
)

τ

Fig. 1. Typical oscillations obtained in the fiducial model. τ = 10−3 corresponds to ∼0.634 Myr for ζ = 5 × 10−17 s−1.
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Fig. 2. Projection of a limit cycle on a 3D slice of phase space for the
fiducial model. Any triple combination of species could be used in place
of NH3, CH4, and CO.

see that the resulting abundances are entirely a consequence of
the choice of initial conditions. It is therefore very important to
select physically plausible conditions, which excludes the usual
choice of a single species found in theoretical papers. A reason-
able solution is for example to run a first case until a permanent
regime is reached, and then to change the control parameters
(e.g., the density) and start from the solution of the previous run.

3.3. Timescales

The period of the oscillations can be deduced from the position
of successive maxima. We find a period of τ0 = 1.1562 × 10−3

with Iep = 4, which translates to 0.73274 Myr for ζ = 5 ×
10−17 s−1.

To convert from a nondimensional period τ0 to “real” time,
one needs only to divide by the value of ζ in s−1. If Iep is given,
then:

ζ

10−16 s−1 =
nH

104 cm−3

1
Iep
, (6)

and so

tosc =
τ0

ζ
= τ0

104 cm−3

nH
317.1 Iep Myr. (7)
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Fig. 3. Time dependence of D2CO for different initial conditions defined
by α (see text) reported on the top with different colors for the fiducial
model. α = 1 corresponds to all elemental carbon put on C+ initially.

For a given value of Iep, the oscillation period decreases as
1/nH. Figure 4 shows the relation between nH and tosc for the
range of Iep found in Sect. 4.1.

Using initial conditions leading to a high first maximum of
the time evolution (e.g., α = 1 in Fig. 3), we can also study
how these maxima converge towards a steady-state behavior by
plotting the differences between successive maxima ∆x and the
asymptotic value. Figure 5 shows a typical example3. A clear
exponential decrease emerges from which we deduce a charac-
teristic damping time for the transitory regime, τr ' 6.5 × 10−4,
slightly above a half period.

The oscillations are also clearly visible when performing a
Fourier transform of the abundances. The equations were inte-
grated over 1400 periods, which allows us to reach a resolution of
δν = 0.7736 (unit-less). The corresponding spectra are shown in

3 Here, the fractional abundance of atomic hydrogen, H, but the
specific choice is irrelevant.
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Fig. 5. Relaxation timescale and period evaluation from successive
maxima for the fiducial model.

Fig. 6, where the Fourier transform power P of x (C) and x (SH)
evolutions are displayed for comparison.

Although very close, the peak intensities are slightly dif-
ferent at low frequency. First, the main peak at ν0 = 864.93
confirms the value of the period of τ0 = 1.1562 × 10−3 reported
above. All the harmonics at n × ν0 are very strong. Additional
weaker peaks arise at two other frequencies, ν1 = 298.63 and
ν2 = 566.27. However, subsequent peaks at ν2 + n × ν0 get
increasingly stronger when those at ν1 + n× ν0 disappear. This is
particularly perceptible for SH. We also point out that ν1 is close
to ν0/3 and ν2 is close to 2ν0/3 but the difference between these
fractions is markedly greater than the frequency resolution, and
is therefore significant. These additional peaks are therefore not
sub-harmonics of the main frequency.

4. Dependence of the oscillatory behavior on the
control parameters

Such a chemical evolution could affect the dynamics of the
environment if its occurrence complies with likely observable
conditions, as discussed in Sect. 5. Here, we study within which
range of control parameters oscillations are obtained.

4.1. Effect of the ionization efficiency parameter Iep

The standard method to find the extent of an oscillatory zone in
parameter space is the following:

1. Fix a value of the parameter Iep and find the exact value of
T at the bifurcation. This should be achieved by computing the
eigenvalues of the Jacobian matrix and solving for λm (T ) = 0,
where λm is the highest eigenvalue real part.
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0 1000 2000 3000 4000 5000 6000

P

ν

Fig. 6. Fourier transform power spectrum P of oscillating fractional
abundances in the fiducial model as a function of the dimensionless
frequency parameter ν. Upper panel: C, lower panel: SH.

2. Then use a continuation scheme to follow the bifurcation
point in parameter space. To this end, we require that a variation
δIep of Iep leads to a variation δT of T to still be at a bifurcation
point.

λm

(
Iep,T

)
= 0 ⇒ λm

(
Iep + δIep,T + δT

)
= 0. (8)

Then, to first order:

λm

(
Iep + δIep,T + δT

)
' λm

(
Iep,T

)
+
∂λm

∂Iep
δIep +

∂λm

∂T
δT. (9)

If
∂λm

∂T
, 0, we can solve the 1D ordinary differential

equation (ODE):

dT
dIep

= −∂λm

∂Iep
/
∂λm

∂T
. (10)

Unfortunately, this scheme breaks down in the present case.
The Jacobian matrix happens to be very ill-conditioned, and the
computation of the eigenvalues becomes unstable close to the
bifurcation. This has been confirmed using two different numer-
ical routine libraries: the latest LAPACK version of DGEEVX,
and the oldest but quadruple precision version of EISPACK
routine “rg”. Both routines agree very well on all eigenvalues,
except in the vicinity of a bifurcation point where the smallest
eigenvalues in norm are unreliable4.

We therefore resorted to a less accurate but robust method
to explore parameter space: brute force. Figure 7 shows the
4 We note, as a curiosity, that the sum of the times deduced from the
imaginary parts of the eigenvalues is equal to the period of oscillations
within the numerical uncertainty. Formally, there is no clear reason why
the correct linear combination should be the one with all coefficients
equal to 1.
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Fig. 7. Oscillation domain in the Iep − T plane. The oscillation period is
color-coded.

domain of oscillations in the Iep–T parameter space obtained
from systematic sampling, together with the oscillation period
represented by the color coding. The domain of oscillation spans
a narrow range of temperatures between about 7 and 15 K with
ionization efficiency parameters between 1.3 and 10.4. For a typ-
ical cosmic-ray ionization parameter ζ = 5× 10−17 s−1, the range
of density is 5 × 103–5 × 104 cm−3. We stress that all these val-
ues are compatible with physical conditions found in interstellar
clouds. The oscillatory period varies by less than a factor of two,
between 450 and 900 kyr for this value of cosmic-ray ionization
rate. Such values are also similar to the expected evolution time
of interstellar clouds. Small ionization efficiency parameters
lead to larger values of the oscillation period. We can therefore
consider that these findings are much more than a numerical
curiosity and could significantly impact our knowledge of the
interstellar medium.

4.2. Effect of the temperature

Keeping other parameters from Table 2 fixed, we now explore the
range of temperatures over which oscillations are found. Figure 8
is a bifurcation diagram displaying the steady-state solutions
when T is varied from 8.5 K to 13 K, keeping Iep = 4. A single
fixed point is obtained for Tc1 < 8.752 K and Tc2 > 12.347 K,
which is exhibited in green. Stable oscillations are present in
between and the corresponding maxima and minima values of
the fractional abundances are also reported in green. The fixed
point itself does not disappear, but becomes unstable, and this is
displayed in red in Fig. 8. This behavior is standard, and repre-
sentative of a Hopf bifurcation, as detailed for example in Gray
& Scott (1994).

This effect of temperature is illustrated using HCN, but the
behavior is generic and identical for all species. Below Tc1 =
8.752 K, there is a stable fixed point. Starting from various
(but not necessarily any) initial conditions, the system con-
verges towards it. However, convergence is slower and slower
corresponding to an increasing relaxation time of the initial con-
ditions, as seen in Fig. 9, which displays the relaxation time
deduced from the decline of successive maxima as a function
of temperature.

This is the critical slow-down phenomenon, characteristic
of bifurcations. Close to Tc1, the fixed point becomes unstable,
and oscillations appear through a Hopf bifurcation. Their ampli-
tudes are initially vanishingly small, but they grow fast as T is
increased. The time evolution for two values of the tempera-
ture that bracket the bifurcation point is shown in Fig. 10. In the
close vicinity of Tc1 and for T < Tc1, a nice damped oscillatory
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8.5 9 9.5 10 10.5 11 11.5 12 12.5 13

x
(H
C
N
)

T (K)

Unstable
Stable

Fig. 8. Bifurcation diagram for HCN. Within the unstable fixed-point
region, the two outer curves show the range of oscillations (minimum
and maximum values).
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Fig. 9. Relaxation time of initial conditions. We highlight the large
uncertainties far from the bifurcation points. Conversely, close to
Tc1 and Tc2 the large relaxation time allows for a very accurate
determination.
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Fig. 10. ND3 evolution before and after the first bifurcation point.

structure is shown for the ND3 fractional abundance, which con-
verges slowly towards the stable fixed point (in green on Fig. 10).
The red curve displays the sustained oscillations taking place
immediately after Tc1. One can see that many oscillations are
necessary before reaching the permanent regime.

The amplitude of the oscillations remains significant until
the vicinity of Tc2 = 12.347 K where a second Hopf bifurcation
occurs. Beyond this second bifurcation point, the fixed point is
stable again. A fixed point is still present between the two bifur-
cation points but the corresponding solution is unstable. These
points are displayed in red in Fig. 8 and were computed using
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Fig. 11. Bifurcation diagram for δN. Note a small error in the value of
the fixed point computed with the Newton-Raphson scheme below the
lowest Hopf bifurcation.

a Newton-Raphson scheme by directly solving the d/dt = 0
coupled chemical equations.

The critical slow-down in the vicinity of a bifurcation point is
important, because it leads to timescales that are totally unrelated
to any other characteristic times of the system, either chemical
or dynamical. Hence, the system may seem to behave strangely
given the chosen parameters. This is simply the direct conse-
quence of a close-by bifurcation point in parameter space. It is
also remarkable that the range of temperatures where the oscil-
latory behavior takes place is within the values derived from
interstellar cloud observations.

The value Tc2 is driven by our hypothesis on (O/P), the H2
ortho-to-para ratio. Here, we assume that it is the thermal equi-
librium value, where T is the gas temperature. Increasing T
increases (O/P), which has a dramatic effect on the N+ + H2 →
NH+ + H reaction rate coefficient (see discussion on the chem-
istry in Sect. 5.1 and Appendix A and on the (O/P) value in
Sect. 5.3).

4.3. Effect of the elemental abundances

Elemental abundances in the gas phase constitute another set of
control parameters. We focus our study on the most abundant
elements after hydrogen and helium, namely C, N, and O, and
introduce a relation between δC and δO. Instead of varying the
latter independently, we explore the influence of the δC/δO ratio
at constant total δC + δO (total metallicity) or the influence of
metallicity for a constant δC/δO = 1.

Figure 11 shows a bifurcation diagram for δN. All other
parameters are kept at the values of our fiducial model (cf.
Table 2). As the density nH is kept constant, we chose the ioniza-
tion degree of the gas as a representative variable, as it does not
require a rescaling by elemental abundances. Two Hopf bifurca-
tions are present, with oscillations maintained up to a very high
(and somewhat unrealistic) abundance value for nitrogen (over
7 × 10−4).

Keeping δN at its fiducial value (6× 10−5), Fig. 12 shows that
oscillations encompass typical values of δC/δO and not only the
selected value of 1 we used up to here. Figure 13 shows in a
similar way that the total metallicity can be varied up to values
found in many environments, although somewhat lower than in
the solar vicinity.

We conclude that the occurrence of oscillations does not
require very specific values of the elemental abundances,
although our studies are more representative of low-metallicity
or depleted environments.
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Fig. 12. Bifurcation diagram for δC/δO.
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Fig. 13. Bifurcation diagram for the total metallicity with varying δC +
δO. Other abundances are kept as in Table 2.

The chance occurrence of a spectacular critical slow-down
found during the exploration of this parameter space is presented
in Appendix B.

5. Discussion

5.1. Chemistry

Elucidating the chemical mechanisms responsible for oscilla-
tions is much more challenging than for steady-state results.
There is indeed no set of equations to solve that would provide
the answer. One has to follow the time variations of leading
species to point to the relevant interactions. Here, we do not
know which are the leading species. We can however derive
some chemical properties that comply with the oscillatory
behavior:

1. The full evolution remains within HIP chemistry. This cor-
responds to a significant electronic fraction (∼ a few 10−7) which
further implies the presence of C at a level close to that of CO.

2. Full deuteration appears compelling (within our set of
chemical reactions). This implies that long chains of reactions
exist leading from some very simple species (say, e.g., N+) to
fully deuterated species (say, e.g., ND3, ND+

4 ). It may be possible
that other long chains of reactions also lead to oscillations, for
example the formation of cyanopolyines, but we did not explore
this point further.

3. Nitrogen chemistry plays a central role. The slightly
endothermic N+ + H2 → NH+ + H reaction, which is subject to
large uncertainties (Dislaire et al. 2012; Marquette et al. 1988),
has a huge impact on the collective behavior.
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A first clue as to the underlying mechanism is seen from the suc-
cessive maxima of chemically linked species. Figure 14 shows
the sequence of different deuterated compounds of NH3 as a
function of time. The abundances are rescaled to the (dimen-
sionless) interval [0 : 1] through (n(t)−nmin)

(nmax−nmin)
to enable comparison.

We first observe the peak of NH3 itself. Then, offset by nearly
half a period, we find the peak of NH2D, which is closely fol-
lowed by that of ND2H, and finally by that of ND3. Meanwhile,
NH3 has time to decrease to its minimum, which quenches the
deuteration process. The deuterated species are then destroyed
more efficiently than they are formed, and they fall to very low
levels. The process then starts again.

Figure 15 shows the ratio of the maximum to minimum abun-
dances of all species as a function of their peak abundance time
with respect to that of NH3. The peak of NH3 is well separated
from all other species (by at least one-tenth of a period), which
is a strong indication that it plays a particular role. This latter
peak is followed by a small number of “lead” molecules, half
of which are hydrogenated nitrogen with no or one deuterium.
Then, at about 0.6 τ0, most species peak, with an amplitude that
may exceed a factor of 104. This is where all multiply deuter-
ated molecules are found, with the single exception of D+

2 . This
peak extends over a limited time interval, which expresses the
trigger of successive interconnected maxima. We interpret these
features as a signature of the importance of nitrogen deuteration
in the mechanism responsible for oscillations.

NH3/CN connection. Formation of NH3 and its deuterated
substitutes proceeds progressively in time as shown in Fig. 14.
The initial step is provided by the reaction of N+ with H2, HD,
and D2 as shown in Fig. 16.

In the HIP environment considered here, atomic carbon
C (Bourgalais et al. 2015; Hickson et al. 2015) and ionized
carbon C+ are the main destruction agents (see Fig. 17) which
finally lead to the formation of a CN bond within a large
variety of species (HCN, HNC, HCNH+,...), as displayed in
Fig. 18.

Focusing on these H, C, and N compounds as displayed on
the left of Fig. 18, we see that the CN radical emerges. Reactions
of CN with C and O then lead back to atomic N whereas the reac-
tion with N produces N2 as found experimentally by Daranlot
et al. (2012). N+ is subsequently restored via reactions of N2
with He+ and cosmic-ray ionization of atomic N, and the full
cycle starts again.

During the whole process, minor reactions may create leaks
towards other branches of the full chemical set (e.g., through NO
for a coupling to oxygen chemistry), and so it is very sensitive,
which explains why we find oscillations only within a restricted
part of parameter space. We further study nitrogen chemistry in
Appendix A.

5.2. Thermal balance

Our current model does not include a sophisticated treatment
of thermal balance, as found for example in the Meudon PDR
code (Le Petit et al. 2006). However, simple analytic formu-
lae of the main heating and cooling processes are included,
following Flower & Pineau des Forêts (2015), that allow the
derivation of the temperature within a given equation of state,
namely n = Cte here, with n the density of the gas, that is,
n = n (H) + n (H2) + n (He) + ...

Solving for thermal balance removes one control parameter
from the system, as temperature is now computed by solving its
evolution equation and is not set arbitrarily. However, the cool-
ing and heating terms do not scale in the same way with ζ and
nH, and so the ionization efficiency Iep cannot be used as a sin-
gle parameter. The number of control parameters is therefore
unchanged.

We did not conduct a full exploration of that parameter space,
but we checked that thermal oscillations can be found and are
fully compatible with the mechanism described here. For Iep = 4,
Fig. 19 shows a Hopf bifurcation close to nH = 9.5 × 103 cm−3.
We kept a constant value for Iep, to help comparisons with
Fig. 7. One can see that the range of temperatures spanned within
the oscillations is compatible with the values found at constant
temperature.

This example shows that oscillations can be expected within
a detailed model using a more sophisticated thermal balance.
However, it is not yet possible to determine the precise domain
of parameters involved.

5.3. (O/P)

Even in steady-state, (O/P) is not equal to its ETL value.
Destruction of H2 by cosmic rays and reactions with H+ and
H+

3 are compensated by formation on grains with a different
(O/P). However, this latter process is very poorly understood.
(O/P) is usually supposed to be three at the formation process
on grains, but this is true only if a significant fraction of the for-
mation enthalpy is used to that end. Some mechanisms may also
lead to a significant transfer of energy to the grain, or favor a
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different statistical equilibrium. For example, a strong interac-
tion with the surface could lead to independent spins for the two
protons, resulting in a (O/P) value of one at formation.

However, our choice is certainly a lower limit, and higher val-
ues are expected, as found by Flower et al. (2006). The thermal
value of (O/P) for the fiducial model at T = 11 K is 1.67 × 10−6.
We explored the influence of using a higher value of (O/P) and
found that oscillations persist up to (O/P) = 1.65 × 10−4 in this
case. We therefore find that oscillations are entirely compatible
with typical values of (O/P).

We checked that the impact of the fraction of ortho-H2 on the
occurrence of oscillations is entirely due to N+ +H2 → NH+ +H.
The other (O/P)-sensitive reaction, namely H2D+ + H2 → H+

3 +
H, has no impact on whether or not oscillations occur.

5.4. Grain chemistry

The present study is restricted to pure gas-phase chemistry. How-
ever, recombination of atomic ions on the grain surfaces reduces
the ionization fraction as emphasized by Shalabiea & Greenberg
(1995) in their discussion of the effects of grains on bistability
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properties. We recall that Le Bourlot et al. (1995b) showed that
the bistability domain is shifted, but not suppressed, when only
neutralization on grains is introduced.

Following the treatment reported in Le Bourlot et al. (1995b)
and summarized in Cuppen et al. (2017), we obtain

d
[
X+

]
dt

= −π a2 (1 + fC) vX+ xgr nH
[
X+] , (11)

where a is the grain radius, vX+ is the velocity of X+, fC is the

Coulomb factor
2 e2

3 k T a
, and xgr is the dust-to-gas density ratio.

For a typical grain radius a of 0.1 µ, a dust-to-gas mass ratio G =
10−2, a volumic mass density ρ of 3 g cm−3, and a temperature

T = 10 K, (1 + fC) = 12, xgr =
3 × 1.4 mH G

4π ρ a3 = 1.85 × 10−12 and

the equation reduces to:

d
[
X+

]
dt

= −3.2 × 10−16 1√
MX+

nH
[
X+] , (12)

where MX+ is the atomic mass of X+ in amu. We find that such a
value is compatible with the oscillatory behavior.

In addition, the neutralization rates are reduced significantly
in low-metallicity regions where the dust-to-gas mass ratio is
small, and in dense cores where coagulation leads to a large
mean grain radius5.

5.5. Discussion of the oscillatory behavior reported in
Maffucci et al. (2018)

In a paper devoted to cyanopolyynes and other oxygenated com-
plex organic molecules in TMC1, Maffucci et al. (2018) mention
oscillatory solutions for their time-dependent model. Unfortu-
nately, the authors do not extend their calculations further than
two millions years. Thus, one cannot be sure that these oscil-
lations are maintained over a large period of time. There are
nevertheless striking similarities between our findings:

– The oscillatory behavior takes place for specific physical
conditions, corresponding to a large C/O ratio, low densities,
and a large cosmic ionization rate, which probably would
correspond to a chemical HIP phase, with large abundance
of carbon chains;

– The largest amplitude of the oscillations is obtained for the
large cyanopolyynes whereas we find a similar feature for

5 The overall dependence of the neutralization rate coefficient on
grains is inversely proportional to a, the grain radius.
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the highly substituted deuterated species. These species cor-
respond to the extremities of successive complex chemical
reactions.

These authors did not try to further explore such a behavior, and
the origin of these oscillations could be more thoroughly inves-
tigated. However, we note that this model includes grain surface
chemistry, which shows that this is not restricted to a pure gas-
phase chemical network. We also anticipate that the oscillatory
behavior concerns all chemical species, as this is a basic mathe-
matical property of the chemical equations, as mentioned above.
The observed fluctuations of long chains in TMC1 could come
from oscillations triggered with different initial conditions from
place to place. Therefore, variations in abundances would result
from a common origin and common environment.

We also note that these latter authors use initial conditions
with all abundances set to zero except for a single atom or
atomic ion for each element (except for hydrogen). This is not
likely to happen in a real cloud that condensates from diffuse
conditions. Hence, their “early-time” results are entirely a con-
sequence of this unfortunate choice and tell us nothing about
the age of the cloud (see Sect. 3.2 above). In particular, we can
expect that starting from conditions where most carbon is locked
in CO would quench the formation of long cyanopolyyne chains
entirely if oscillations do not restore some C to the gas phase.

6. Summary and conclusions

The present study reveals for the first time a well-known feature
of nonlinear effects of chemical kinetics in the context of inter-
stellar chemistry, namely the occurrence of oscillatory solutions
of the chemical abundances over a restricted but representative
physical parameter space. The oscillations are still present in
an isochoric model where the thermal balance is solved con-
comitantly with the chemistry. We obtained different bifurcation
diagrams by varying several control parameters, such as nH/ζ,
temperature, and elemental depletions. The spectacular outcome,
in our point of view, lies in the range of physical parameters
where the oscillatory behavior is obtained, which corresponds
to the values derived from interstellar observations in terms
of density, temperature, cosmic ionization rate, and elemental
abundances. In addition, the timescales obtained for the oscilla-
tion periods are between some hundred thousand years and some
million years, which are also within the same order of magnitude
as other important timescale values relevant to the interstellar
medium, such as the free-fall time or the crossing time (Klessen
& Glover 2016).

The oscillatory behavior occurs within the so-called HIP
phase, corresponding to electronic fractions which are typically
of the order of several 10−7, significantly larger than those corre-
sponding to the standard LIP chemical cloud conditions. These
conditions are favored by a relatively high C/O elemental ratio
which in turn leads to a significant number of carbon chains, as
found in several interstellar conditions.

The triggering mechanism of the oscillations is not precisely
identified but the detailed analysis of the differential behavior of
the various species points to the role of long chains of reactions.
In our study, these are provided by the sequential deuteration pro-
cesses which end up with fully deuterated species, such as CD4
and ND3, and the corresponding molecular ions CD+

5 and ND+
4 .

The amplitude of the oscillations increases dramatically with
the number of substituted deuterium nuclei. We also find that
nitrogen chemistry plays a critical role through the link between
carbon and oxygen. Finally, we want to emphasize the crucial

importance of realistic initial conditions for deriving sensible
conclusions on early-time behaviors of the chemical abundances.

We can expect that the (magneto-)hydrodynamical behavior
of a fluid subject to chemical oscillations could be quite dis-
tinct from that of a more inert fluid. Various timescales might
couple and lead to unexpected consequences. In particular, we
propose that some characteristic length scales could emerge,
which would be a natural explanation for variations in the star
formation rate and in the mass distribution of young stars in a
giant molecular complex, depending on whether or not chemical
oscillations, and the induced oscillation of the cooling function,
are triggered during the collapse.
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Appendix A: Nitrogen chemistry
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Fig. A.1. Different formation channels of NH+ and ND+.

The formation routes of NH3, ..., ND3 from the initial N+ + H2,
N+ + HD and N+ + D2 are displayed in Fig. 16. These reactions
have been the subject of a number of experimental (Marquette
et al. 1988; Zymak et al. 2013 and references therein) and theo-
retical (Grozdanov et al. 2016) studies. The major issues involved
are due to the mixing of the reactive, rotational, and fine structure
channels of N+, H2, HD, NH+, ND+, meaning that the reac-
tion proceeds very differently depending on whether H2 is in its
J = 0, para, or J = 1, ortho level, as first noticed by Le Bourlot
(1991). Nevertheless, the actual value of the reaction rate coef-
ficient is still uncertain. The present study was performed by
including the experimental values of Marquette et al. (1988) and
following the analytic prescription of Dislaire et al. (2012), who
derived two different analytic expression for the reactions with
para and ortho-H2. (O/P) is computed from the gas temperature
in our study as we did not try to separate the full ortho-to-para
species as performed in some other studies (Hily-Blant et al.
2018; Sipilä et al. 2015). The fine tuning of this parameter would
allow also to monitor the deuteration via the H2D+ + H2 reaction,
which also critically depends on (O/P) as the endothermicity of
the reaction (192 K) is of the same order of magnitude as the
energy between the J = 1 and J = 0 levels of H2 (170.5 K).

As the oscillations take place for low values of the ortho-to-
para ratio of H2, an alternative more efficient formation route
of NH+ in our conditions is in fact obtained though the charge
exchange reaction of H+ with NH6. The corresponding chemical
network is displayed in Fig. A.1.

NH itself is formed through the dissociative recombination
of N2H+. We notice at this point also the crucial importance of
the branching ratio of this reaction, which has been the object
of several contradicting experiments. The present value is taken
as 0.10, following the latest experimental value of Shapko et al.
(2020).

On the other hand, Marquette et al. (1988) found a rela-
tively rapid rate coefficient for the N+ + HD reaction (3.17 ×
10−10 cm3 s−1), which was used in the present study. The forma-
tion of deuterated ammonia then follows the reactions starting
from N+ + HD as shown in Figs. 16 and A.1.

We also briefly mention NH2 and its deuterated isotopologs
which are obtained from the dissociative recombination of dif-
ferent protonated molecular ions, as displayed in Fig. A.2, and
lead back to N2 via reactions with atomic nitrogen. This reaction
is specifically introduced in Wakelam et al. (2013).

6 We note again a signature of the HIP chemical phase.

NH2NH3D+
e-

NH2D+

ND2

e-

NH3+

e-

NH4+

e-

N2

N

NHD
e-

N

NHD+ H+

NH2D2+
e-

ND2H+

e-

N

ND2+ H+

Fig. A.2. Cycle between NH2 and its deuterated isotopologs and
molecular nitrogen.

Appendix B: Spectacular critical slow-down

While investigating these bifurcations, we found a nice illus-
tration of the possible pitfalls offered by systems with multiple
possible asymptotic behaviors (i.e., stable and/or unstable fixed
points and limit cycles). Figure B.1 shows the time evolution

A121, page 12 of 13

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/202039085&pdf_id=0
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/202039085&pdf_id=0


E. Roueff and J. Le Bourlot: Sustained oscillations in interstellar chemistry models

0 100

1 10-7

2 10-7

3 10-7

4 10-7

5 10-7

0 0.5 1 1.5 2

δN = 7.36 10-4

x
(e
- )

τ

Fig. B.1. Critical slow-down for initial conditions approaching an
unstable fixed point.

of the ionization degree for δN = 7.36 × 10−4 (which happens,
by chance, to be close to the upper bifurcation point). For more
than 1000 periods, the system seems to have stabilized at a con-
stant value, which would be the signature of a stable fixed point.
Subsequently, some small fluctuations set in, and the evolution
switches quite abruptly towards large oscillations. This behavior
is hard to interpret if one only looks at the time evolution of one
or another variable; but it becomes much clearer in phase space.
Figure B.2 shows one of the many possible projections of the
phase-space trajectory. The initial conditions are on the far left of
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Fig. B.2. Phase space trajectory of the simulation of Fig. B.1. The pro-
jection of the final limit cycle on each of the three 2D plans is shown for
clarity.

the figure. The trajectory relaxes very quickly towards the unsta-
ble fixed point (seen in light blue), close to one of the (many)
incoming heteroclinic orbits. However, once in the immediate
vicinity of the fixed point, the influence of the outgoing hetero-
clinic orbits associated with positive eigenvalues of the Jacobian
matrix begins to be felt. The trajectory spirals around the fixed
point, with an exponentially increasing size. It goes almost unno-
ticed for quite a while, but eventually the trajectory leaves the
vicinity of this fixed point and converges towards the stable limit
cycle, giving rise to oscillations. Starting from different initial
conditions, the trajectory can converge directly towards this limit
cycle within a single period.
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