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Abstract 

 

This study investigated the implicit learning of two artificial systems. Two finite-state 

grammars were implemented with the same tone set (leading to short melodies) and played by 

the same timbre in exposure and test phases. The grammars were presented in separate 

exposure phases, and potentially acquired knowledge was tested with two experimental tasks: 

a grammar categorization task (Experiment 1) and a grammatical error detection task 

(Experiment 2). Results showed that participants were able to categorize new items as 

belonging to one or the other grammar (Experiment 1) and detect grammatical errors in new 

sequences of each grammar (Experiment 2). Our findings suggest the capacity of intra-modal 

learning of regularities in the auditory modality and based on stimuli that share the same 

perceptual properties.  

Key words: incidental learning, implicit cognition, artificial grammar, dual-system learning  
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Implicit or incidental learning is the ability to learn, by mere exposure and without 

intention, a structured system (e.g., Perruchet, 2008). This cognitive capacity has been shown 

for verbal, musical or visuo-spatial materials (e.g., Saffran, 2001; Rohrmeier et al., 2011; 

Fiser & Aslin, 2002), and is relevant for language acquisition, motor learning, and tonal 

enculturation (e.g., Perruchet & Pacton, 2006; Rebuchat & Rohrmeier, 2012).  

Our study investigated whether perceivers can learn two artificial systems at the same time 

even when implemented with the same events in the same modality. Previous findings are 

controversial, confirming or disconfirming dual-system learning. They had been obtained 

with two of the main implicit learning paradigms, notably using artificial grammar (AG) or 

artificial language (AL), respectively.  

In the AG paradigm, participants are exposed to sequences built with a finite-state 

grammar defining combinations between events (Reber, 1967; see Figure 1). The classical 

implementation uses letters, but AG learning has been also shown with colours (Conway & 

Christiansen, 2006), shapes (Emberson et al., 2011), durations (Prince et al., 2018), dance 

movements (Opacic et al., 2009) and tones (e.g., Altmann et al, 1995; Tillmann & Poulin-

Charronnat, 2010). During exposure, participants are not told about the regularities and 

sometimes perform an additional task requiring memory (i.e., was this sequence or item 

presented earlier?) or attention (e.g., detecting altered events). In the test phase, participants 

are informed that all sequences follow rules, and they have to distinguish new AG sequences 

from grammar-violating sequences. Participants’ performance above chance (50%) has shown 

learning of the AG, at least some of its features and regularities. 

The AL paradigm has been initially created to investigate the use of statistical cues in word 

acquisition (e.g., Saffran, Newport, & Aslin, 1996), but has then been applied to numerous 

other materials, such as tones (Saffran et al., 1999), timbres (Tillmann & McAdams, 2004; 

Hoch et al., 2010) or visual forms (Fiser & Aslin, 2001; Hunt & Aslin, 2001). Participants are 
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exposed to a language stream composed of artificial words (mostly of three syllables), which 

are chained sequentially without pauses or acoustic segmental cues. The syllable stream is 

either presented as a foreign language or not. The test phase requires participants to 

discriminate AL words, which occurred in the exposure stream, from non-words (not 

occurring in the exposure stream) or part-words (only partially or less frequently occurring in 

the exposure stream). Participants’ above chance performance indicated the capacity of AL 

word learning. Research implementing this paradigm with non-verbal materials has provided 

evidence for a domain-general statistical learning mechanism (e.g., Saffran et al., 1999; 

McMullen. & Saffran, 2004)). 

 In sum, AG and AL research has provided evidence for learning of one single artificial 

system. However, learning of two artificial systems has been shown only for AL (Franco et 

al., 2011), but not for AG (Conway & Christiansen, 2006), based also on different exposure 

phase implementations, respectively (see below). Conway and Christiansen (2006) 

investigated simultaneous learning of two AGs presented within and across modalities. While 

participants were able to learn two AGs implemented in different modalities (visual versus 

auditory) or in different materials within the same modality (tones and spoken non-words), 

they learned only one of the two AGs when these AGs were implemented with the same 

material (e.g., spoken non-words). As the presentation of the grammatical sequences from the 

two AGs were randomly intermixed during exposure, the authors acknowledged that the 

same-material implementation might lead to perceptual confusion during learning or in the 

acquired knowledge representation. Franco et al. (2011) reduced potential confusion between 

the two to-be-learned systems by implementing exposure to the two ALs with two subsequent 

exposure phases and using two voices to pronounce the syllables of the ALs (one for each 

AL). With this implementation, participants learned the two AL systems (based on the same 
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syllables, all presented auditorily), successefully distinguishing words of each AL from non-

words (which had not occurred during the exposure phase). 

The two studies with contrasting conclusions thus differed in particular by the to-be-

learned system (AG versus AL
1

) and exposure implementation (one exposure phase 

intermixing stimuli of the two systems (Conway & Christiansen, 2006) versus two exposure 

phases separating the systems, additionally marked with different voices (Franco et al., 

2011)). This latter difference related to the exposure implementation might have more impact 

on potential dual-system learning (i.e., because of the discussed potential confusion) than the 

type of structured material to be learned (i.e., AG or AL). In addition, the separated exposure 

phases imitate somewhat a typical bilingual environment, notably with each language either 

being presented in temporally connected chunks or periods or being pronounced by a given 

speaker.   

In our present study, we thus used the implementation of two successive exposure phases 

(one for each to-be-learned system). Further, we decided to use two AGs as their joint 

learning has not been shown before. We aimed to test for intramodal learning of regularities 

in stimuli that share the same perceptual properties. For that aim, we implemented the two 

AGs with the same tone set, which was played by the same timbre for exposure and test. In 

the experimental session, participants were first exposed to sequences of the two AGs in two 

separate phases (with counterbalanced order) and then tested with new sequences of both 

grammars (in a subsequent test phase).  

Previous research has suggested that the incidental (implicit) acquisition of grammatical 

structures is more powerful than the explicit acquisition of the same structures (e.g., Fletcher 

et al., 2005). Along the same lines, it has been argued that experimental tasks should not 

reveal links to the grammatical structure (that is, not revealing the rule-governed nature of the 

                                                 
1
 In the implementation of the AL paradigm by Franco et al. (2011), non-words did not occur in the exposure 

stream (i.e., had syllable transitional probabilities of 0). 
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stimuli to participants or encouraging explicit feature search), but should focus on another 

aspect of the material, thus promoting indirect investigation methods (e.g., Vinter & 

Perruchet, 1999; Tillmann & Poulin-Charronnat, 2010). Aiming to benefit from the potential 

strength of implicit cognition, we did not tell participants about the AG or underlying rules at 

the exposure phase or at the test phase. For exposure, we insured participants’ attention to the 

material with a tone counting task. At test, participants were told about two composers (one 

for each exposure phase) and were asked to classify whether each of the new melodies was 

from the repertoire of composer 1 or composer 2. These two methodological features aimed to 

maximize learning and test sensitivity to ensure the observation of structure learning, even 

when two systems were presented. Note that in the previous dual-system learning studies, 

participants were not told about the artificial systems before exposure, but were informed 

about the artificial systems at test and judged test items explicitly, notably whether the new 

stimuli “followed the same rules as before” (Conway & Christiansen, 2006), which of two 

strings “sounded more like one of the languages” or whether the word was from AL1, AL2 or 

a new word (Franco et al. 2011).  

Finally, in our present study we asked participants to rate their confidence in their 

response. If learning is implicit, there would be no relation between test phase confidence 

ratings and accuracy. Dienes et al. (1995) reported that the participants’ confidence in 

incorrect decisions was just as great as their confidence in correct decisions (zero correlation 

criterion ≈ 0), suggesting that the participants were unconscious of what they used to make 

their decision. This “zero correlation criterion” aims to evaluate the unconscious status of 

what is learned by combining for each participation the information based on accuracy and 

confidence (Dienes, 2004, 2008).  

Experiment 1 

Method 
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Participants. Thirty participants took part in Experiment 1. Fifteen participants with a 

mean age of 21.93 years (±1.62) were first exposed to grammar A, then to grammar B, and 15 

participants with a mean age of 22.87 (±2.42) were first exposed to grammar B, then to 

grammar A. All participants reported 0 years of musical training (i.e., on instrument, voice or 

theory).  

Material. The material was based on two finite-state grammars, grammar A and B (Figure 1). 

Both were associated with the same tones (a, a#, c, d, f#) used to generate two sets of tone 

sequences, with none being shared between the grammars. Grammar A was based on 

Tillmann and Poulin-Charronnat (2010). Grammar B was created on the basis of grammar A, 

with an identical node structure, but reversed direction for two arrows and exchanged tone 

attributions, except for loops. See Figure 1 for example ssequences of each grammar and for 

further explanations of sequence construction.  

For each grammar, 24 grammatical sequences of four, five or six tones were created for the 

exposure phase. Each tone was played by an acoustic piano timbre and sounded for a duration 

of 500 milliseconds. The inter-tone interval was set to 0 ms. The resulting sequences were 

analyzed for their respective tone distributions (Table 1), interval distributions (Table 2) as 

well as their average pitch height. As can be seen in Table 1, the two grammars differed partly 

in their tone distributions, in particular with the tone f# being used more frequently in 

grammar A, while the tone a was used more frequently in grammar B. Regarding the interval 

distributions, Table 2 lists all possible intervals from tone repetition (coded as interval size of 

0) up to 10 semitones, either ascending (+10) or descending (-10) for each grammar. The two 

distributions were compared by calculating the absolute differences between the two 

grammars’ occurrences for each interval size, which were tested against 0 with a one-sample 

t-test. This test was significant (p = . 00017), suggesting different interval use between the 

two grammars. Regarding the average pitch of the exposure sequences, the five used tones 
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were ordered as a function of their pitch height. The lowest tone (c) was coded as 0 and the 

other tones were coded in reference to it, respecting the semitone differences (i.e., d  2; f# 

 6; a  9; a#  10). For each sequence, the tones were recoded with the appropriate pitch 

height code, allowing us to calculate an average pitch height for each sequence. The average 

pitch height for grammar A (4.26 ± 2.49) and grammar B (4.79 ± 1.46) did not differ 

significantly, p = .365. These analyses thus suggest that structural features allowing for 

distinguishing the two grammars were not related to pitch height differences, but rather 

mostly to the underlying interval distributions. Some of the intervals were more frequently 

used in one or the other grammar, such as the intervals +2, +3, -3 and -4 being used rather in 

Grammar A while the intervals -7, -9 and +9, being used rather in Grammar B. While this 

might suggest a use of slightly larger intervals in grammar B, this sole feature does not seem 

to be sufficient for distinguishing the two systems because grammar A also contained large 

intervals, grammar B also contained small intervals, and both grammars included tone 

repetitions. Consequently, the specificity of each grammar seemed to consist rather in the 

pattern of the overall tone distribution.  

For the test phase, 24 additional grammatical sequences were constructed following the 

same implementation constraints, timing and material.   
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Example sequences: 

 

       Grammar A  Grammar B 
Figure 1. Top) Presentation of the finite state grammar used for grammar A (top, adapted from Tillmann 

and Poulin-Charronnat, 2010) and grammar B (bottom). For each grammar, a set of nodes is connected to 

each other by arrows, and a sequence results from the chaining of the events between entering and exit 

points, following the arrows and their associated events. Bottom) One grammatical example sequence for 

each of the grammars: left: d-f#-d-c for grammar A; right: d-a-d-c for grammar B.   

 

Table 1. Frequencies of occurrence of tones in exposure sequences of Grammar A and 

Grammar B 

   

 

Grammar 

 

Grammar A Grammar B 

c 36 36 

d 29 24 

f# 23 9 

a 29 46 

a# 8 8 

   Table 2. Frequencies of occurrence of pitch intervals in exposure sequences of Grammar A 

and Grammar B. (A) Pitch intervals were coded in semitones, all possible intervals were 

listed, starting with tone repetition (coded as interval size of 0) up to 10 semitones, either 

ascending (+10) or descending (-10). (B) For convenience, frequencies of occurrence were 

also presented independently of direction (i.e., ascending or descending), as referred to as 

absolute values (abs). 

A)  

   

 

Grammar 

 

Grammar A Grammar B 

0 22 28 

1 2 0 

2 14 0 

3 8 0 

4 5 5 

5 0 0 

6 0 4 
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7 14 18 

8 0 0 

9 0 10 

10 0 0 

-1 0 0 

-2 7 6 

-3 14 5 

-4 7 0 

-5 0 0 

-6 3 0 

-7 0 10 

-8 2 3 

-9 0 10 

-10 3 0 

    

B) 

  Grammar  

  Grammar A Grammar B 

abs(1) 2 0 

abs(2) 21 6 

abs(3) 22 5 

abs(4) 12 5 

abs(5) 0 0 

abs(6) 3 4 

abs(7) 14 28 

abs(8) 2 3 

abs(9) 0 20 

abs(10) 3 0 

 

Procedure. Participants performed two exposure phases followed by test. In the exposure 

phases, the two grammars were presented in counterbalanced order across participants. For 

each exposure phase, participants performed a counting task on the exposure sequences, 

which were presented twice in random order. Participants were asked to count the number of 

times the first tone reappeared in the sequence (e.g., for a#daf#a#, the response is ‘two’). 

Exposure phases were separated by a short break when the experimenter informed 

participants that they continue the same task with new sequences.   
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After exposure, participants were told that the sequences they heard in the first phase were 

created by “composer 1” and those of the second phase by “composer 2”. They were told that 

each composer followed his own rules to create his sequences and that there was no sequence 

identical between the two composers. For each of the test sequences, participants were 

required to judge whether the sequence belonged to the repertoire of Composer 1 or 

Composer 2. After having given their response by clicking one of two virtual buttons on the 

screen, they judged their level of confidence using a subjective scale from 0 ‘I am guessing’ 

and 1 ‘I am not sure’ to 5 ‘I am totally sure’. Sequences were presented in random order to 

each participant. The stimuli were played at comfortable loudness level over headphones. 

Data analysis. Test performance was coded as percentages of correct responses (average ± 

standard deviation, Median (Md)). Tests for differences between grammars or orders and 

against chance were performed with two-tailed t-tests. To estimate chance level, we also ran 

Monte-Carlo simulation, which involved 2,100000 replications answering randomly 48 items 

(Metropolis & Ulam, 1949). Simulations established chance level between 48% and 52% of 

correct responses. Exposure phase performance is reported with percentages of correct 

responses (average ± standard deviation, Md), and is compared between grammar A and B 

with two-tailed t-tests. Normality was not violated in each of the conditions (Shapiro-Wilk 

tests). For significant effects, we also reported effect sizes as estimated with Cohen’s d 

(Cohen, 1988). We examined the zero correlation criterion following Dienes (2004, 2008) by 

calculating confidence ratings for correct and incorrect responses separately. For completion, 

we also performed Bayesian analysis to test performance against chance level. We used the 

software JASP (Wagenmakers et al., 2017), reporting Bayes Factor (BF10) as a relative 

measure of evidence. To interpret the strength of evidence, Lee and Wagenmakers (2014) 

suggested to consider a BF under three as weak evidence, a BF between three and 10 as 
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positive evidence, a BF between 10 and 100 as strong evidence and a BF higher than 100 as a 

decisive evidence.  

  

Results 

Test (Figure 2). Participants reached 54.44 % (± 10.09; Md=56.20) of correct responses, 

which was significantly different from chance (t(29) = 2.41, p = .02, d = .44). Bayesian 

analyses revealed a BF10 = 2.30, suggesting weak, though relatively close to positive evidence 

for above chance performance. Mean performance did not differ between grammar A and B; 

t(29) = .42, p = .68, and according to presentation order, p = .82; participants reached 54.01% 

(±10.18; Md=56.25) when the first exposure phase was grammar A and 54.88% (±10.33; 

Md=56.15), when it was grammar B. Performance did not differ between the first presented 

grammar and the second presented grammar (whether A or B), p = .41. Note that performance 

for grammar A correlated significantly with performance for grammar B (r(28) = .387, p < 

.05), suggesting that participants who performed well in one grammar performed also rather 

well in the other grammar. According to Monte-Carlo simulation, all accuracy levels were 

above chance. Confidence ratings for correct responses (2.08 ± 0.57) did not differ from 

confidence ratings for incorrect responses (2.03 ± 0.55), p = .31.  
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Figure 2. Box-plot representation of correct responses (in %) observed in Experiment 1 for overall 

performance as well as separated for Grammar A and Grammar B. The box indicates the interquartile range 

(with 75% and 25% quartiles as borders) and contains the median value, represented as a bar. In addition, circles 

represent individual data points of each participant, and error bars represent the range between maximum and 

minimum values 

 

Exposure. Average accuracy (over both exposure phases) was 54.93% (±16.86; 

Md=51.56), and performance did not differ between grammar A and B (55.14 ± 17.96, Md = 

52.08, and 54.72 ± 19.44, Md = 52.08, respectively; p = .89). Performance in exposure and 

test phases did not correlate (r (28) = 0.21). These results suggest that participants paid 

attention to the exposure sequences, and similarly to both grammars.  

 

 

 

Discussion 

 

Experiment 1 investigated whether participants can learn two AGs implemented with the 

same events in the same modality over two exposure phases. The test phase required 

participants to attribute new (grammatical) sequences to either composer 1 (first exposure 

phase, AG1) or composer 2 (second exposure phase, AG2). The above-chance-level accuracy 

in this categorization task shows that participants differentiated sequences of the two AGs. 

This finding suggests intra-modal learning for stimuli that share the same perceptual 

properties, here non-verbal auditory material. Analyses of the relation between accuracy and 

confidence ratings suggest that the acquired knowledge remained at an implicit level. The 

analyses of the grammatical sequences (see Method section) suggest that participants became 

sensitive to differences in interval distributions used in the two grammars. This observation is 

in agreement with findings of an implicit learning study investigating the acquisition of 12-

tone musical materials (i.e., atonal music). After having been exposed to short musical 
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excerpts that respected a given “series” as defined in 12-tone music systems, participants were 

able to detect this series in a set of new excerpts. The material analyses revealed that 

participants became sensitive to the frequency distribution of tone intervals in the atonal 

musical material (Bigand et al., 2008; Bigand et al., in prep.). Our findings integrate into 

previous reports showing that, with exposure, listeners become sensitive to new structural 

systems based on tones (e.g., Loui et al., 2010; Rohrmeier et al., 2011) as well as more 

specifically to the distribution of tones (e.g., Oram & Cuddy, 1995) and tone transitions (e.g., 

more frequent specific intervals in Krumhansl et al. 1999). While the acquisition of tone 

distributions has been studied also with material that controlled for interval differences (Cui et 

al., 2016), less attention has been given up to now to the learning of interval distributions or 

tone chunk/transition learning independently of implemented pitch height. Interestingly, 

adults have been shown to be more sensitive to relative pitch patterns (i.e., tone patterns 

(intervals) described by the tones independently of pitch height) rather than absolute pitch 

patterns (which tones are played), while infants favor absolute pitch information (e.g., 

Saffran, 2003). Future research could now further investigate more systematically the learning 

of interval distributions, that is going beyond interval patterns (as in Saffran & Griepentrop, 

2001) and controlling tone distributions, for the learning of one system or two systems. 

Regarding our present results, it might be argued that participants were able to answer 

correctly even though they learned only one of the grammars, that is recognizing the style of 

one composer while rejecting anything else (i.e., without an understanding of the style of the 

other composer). Experiment 2 tested each of the AGs separately in two test phases. In each 

test, participants had to distinguish new grammatical sequences from sequences containing a 

grammatical violation. If participants are able to learn both AGs, test performance should be 

above chance level for each AG.   
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Experiment 2 

Method 

Participants. Thirty-one other participants took part in Experiment 2. 15 participants with 

a mean age of 22.93 years (±4.56) were first exposed to grammar A, then grammar B and 16 

participants with a mean age of 24.31 (±7.66) years were first exposed to grammar B, then A. 

All participants indicated 0 years of musical training. 

Material. For each grammar, the 24 exposure sequences of Experiment 1, 24 new 

grammatical test sequences and 24 ungrammatical sequences were used. For ungrammatical 

sequences, one tone of each grammatical sequence was replaced to create a tone succession 

that was not allowed by the grammar. Note that all replacements happened within the system 

(i.e., no new tones were introduced from outside the tone set used to create the initial items). 

For instance, the grammatical sequence a#ccdc was modified to a#a#cdc to become 

ungrammatical. We used this method as introduced in our earlier tone AG learning study 

(Tillmann & Poulin-Charronnat, 2010) with the aim to avoid the creation of new, previously 

unseen bigrams (i.e., bigrams that had not occurred in the exposure sequences) that preceded 

or followed the changed tones (a bigram is defined as a tone pair, such as c–d). However, 

after the study has been run, we discovered some construction errors that had led to the 

introduction of some new bigrams in the ungrammatical items, even though most of the items 

respected the initial constraints: New bigrams occurred for seven test items for Grammar A  

(out of 24 items) and four test items for Grammar B (out of 24 items). As it was the case in 

Tillmann and Poulin-Charronnat (2010), the creation of ungrammatical test items introduced 

new trigrams of tones (defined as a set of three successive tones, such as d–a–a) in almost all 

items, except for one test item in Grammar A and seven test items for Grammar B.   

Procedure. Exposure was as described in Experiment 1. Then, the experimenter told 

participants that two test phases, one for each composer, follow. In the first test phase, 
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participants were told that they will hear new regular sequences of composer 1 and other 

sequences of composer 1 that contained an error. Participants classified each sequence as 

having been created by composer 1 or as having been modified. Participants also judged their 

level of confidence as in Experiment 1. For the second test phase, the same instructions were 

given, but related to composer 2. In each test phase, participants worked on 24 grammatical 

and 24 ungrammatical sequences, presented in random order.  

The presentation order of the grammars for exposure determined the presentation order at 

test: For example, participants who heard grammar A followed by grammar B for exposure 

were first tested for grammar A and second for grammar B.   

Data analysis. Exposure and test phase performance were analyzed as in Experiment 1, 

except that test performance was assessed against chance with one-sided t-tests as 

performance should be superior to 50% to reflect learning. Normality was not violated in each 

of the conditions (Shapiro-Wilk test). As accuracy in the test phase analysis averaged 

performance over grammatical and ungrammatical items, we complemented the analyses with 

the calculation of the response-bias-corrected indicator of [%Hits - %FalseAlarms]. Hits were 

defined as correct responses for ungrammatical items (correctly detecting the 

ungrammaticality) and False Alarms were defined as errors for grammatical items. For this 

indicator, chance performance would be 0. In addition, we used signal detection theory to 

calculate discrimination sensitivity with d’ and response bias with c for each participant. d' is 

defined as z(Hits) - z(FAs), and response bias c as -0.5(z(Hits) * z(FAs)); (see Macmillian 

and Creelman, 1991).  

 

Results 
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Test (Figure 3). Participants reached 52.86% (±4.36; Md=54.17) of correct responses, which 

was significantly above chance (t(30) = 3.65, p < .0001, d = .655). Bayesian analyses 

revealed a BF10 = 65.66, suggesting strong evidence for above chance performance. Mean 

performance did not differ between the grammars (p = .21), both being above chance (t(30) = 

1.695; p = .05, d = .304 and t(30) = 3.263; p < .001, d = .586 respectively). Average 

performance did not differ according to presentation order of the grammars, p = .92; 

participants reached 52.78% (±4.09; Md=52.08) when the first exposure phase was grammar 

A and 52.93% (±4.74; Md=54.17), when it was grammar B. Performance did not differ 

between the first presented grammar and the second presented grammar (whether A or B), p = 

.91. According to the Monte-Carlo simulation (see Experiment 1), average overall 

performance was above chance level (also for performance of grammar B and at cut-off 

(52%) for grammar A). 

Participants’ performance as measured by the indicator of [Hits – False Alarms] was also 

significantly above chance level (6.11% ± 8.58; t(30) = 3.901; p < . 001, d = .712), with 

47.92% ± 7.67 of Hits and 41.81% ± 7.03 of False Alarms, when considered separately. SDT 

analyses revealed weak sensitivity, though significantly above 0 (p < .001; d’ = 0.158 ± .221), 

and a positive response bias (c = .131 ± .156), which was significantly above 0 (p < .001). 

The positive response bias reflects participants’ tendency to respond grammatical, that is 

missing the ungrammaticality, which reflects the difficulty of the task. 

Due to a programming error, confidence ratings were recorded only for 14 participants: 

confidence ratings for correct responses (2.113 ± 0.620) did not differ from confidence ratings 

for incorrect responses (2.107 ± 0.626), p = .91; this was also the case for Grammar A and 

Grammar B considered separately, ps>.53. 
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Figure 3. Box-plot representation of correct responses (in %) observed in Experiment 2 for overall 

performance as well as separated for Grammar A and Grammar B. The box indicates the interquartile range 

(with 75% and 25% quartiles as borders) and contains the median value, represented as a bar. In addition, 

circles represent individual data points of each participant and error bars represent the range between 

maximum and minimum values 

 

Exposure phases. Participants reached similar performance level as in Experiment 1 

(54.47 % ± 12.18; Md=55.21), suggesting that they paid attention to the exposure sequences. 

In contrast to Experiment 1, performance was significantly better for grammar B than A, t(30) 

= 2.33, p = .03. Performance in exposure and test phases did not correlate, r (29) = 0.09. 

 

Discussion 

 

Experiment 2 aimed to further investigate the potential knowledge acquired for two AGs. 

Participants were required to judge whether the new sequences contained an error (regarding 

the composer’s style) or not. Average accuracy in the test phase was above chance level and 

did not differ between the two AGs. Above chance-level performance was not only observed 

for overall accuracy (averaging across grammatical and  ungrammatical items) but also for the 
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indicator of Hits-FalseAlarms, which correct for potential response biases of participants 

favoring one or the other response option. These results suggest that participants learned 

about regularities of each AG. In agreement with Experiment 1, analyses of the relation 

between accuracy and confidence ratings suggests that the acquired knowledge remained 

implicit, but we have to acknowledge that we were missing data for a subset of the 

participants in Experiment 2. 

The relatively low test performance might not only be due to the learning of two systems, 

but also the test implementation. Test items were presented one by one, aiming to keep the 

presentation as in Experiment 1. Presenting test items by pair (pairing a new grammatical 

sequence with its ungrammatical one) in a 2AFC paradigm (as often used in AL research) 

might lead to increased performance. 

 

 

General discussion 

 

Our findings show incidental learning of two tone AGs, presented in separate exposure 

phases. Participants categorized new items as belonging to one or the other grammar 

(Experiment 1) or detected grammatical errors in new sequences (Experiment 2). The task of 

Experiment 1 required the classification of new sequences as belonging to composer 1 or 

composer 2; a task similar to tasks used by Conway and Christiansen (2006) and Franco et al. 

(2011). The task of Experiment 2 allowing for finer knowledge testing suggest that 

participants did not succeed in Experiment 1 by only recognizing the style of one composer 

while rejecting anything else (i.e., without an understanding of the style of the other 

composer), but they become sensitive to the regularities of both composers.   
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The findings suggest that learning two artificial systems is (1) not restricted to AL, but 

extends to AG, and (2) does not require an additional surface cue (e.g., different voices, as 

implemented in Franco et al., 2011). Presenting the AGs in two exposure phases avoided 

potential confusion between the AGs based on the same tones. Also in agreement with 

Gebhart et al. (2009), these results call for future investigation of intermixed exposure phases 

and the potential influence of additional cues. Weiss et al. (2009) have shown that two ALs 

can be learned in an intermixed presentation with and without indexical voice cues. In their 

implementation, the two ALs alternated in substrings of two minutes, thus allowing for the 

presentation of a set of words of one AL before switching to the other AL. In contrast, 

Conway and Christianson (2006) changed AG with each string, thus leading to a quick 

alternation from one AG to the other. This difference leads to the hypothesis that presenting 

several items of one AG before presenting the items of the other AG might allow learning 

both AGs (without indexical cue or phase separation), as observed for ALs.  

Despite above chance level performance, it might be argued that participants’ performance 

in both tasks was rather low, leading to the question whether there might be some cost of 

learning two AG systems rather than learning only one AG system. Performance level in 

Experiment 2
2
 can be compared with performance reported in a recent study from our lab 

(Poulin-Charronnat et al., in prep.): For a highly similar tone AG tested with a grammaticality 

judgment task, participants performed on average with an accuracy of 57.94 % (SD±7.15), 

which was also above chance level and also showing relatively high variability as observed 

here. Future research should now directly compare the learning of one versus two AG 

                                                 
2
 Note that performance level cannot be compared directly to performance level of Franco et al. (2011) or to 

Tillmann and Poulin-Charronnat (2010). Franco et al. used the AL paradigm where participants have to detect 

the words they have heard in the exposure phase (vs. non- or pseudo-words) while the AG paradigm (as used in 

our present study) requests participants to judge new (previously unheard) sequences as belonging to the same 

grammar or note. Tillmann and Poulin-Charronnat (2010) used an AG of tones that participants were exposed to, 

but learning was tested with an implicit task measuring response times for an out-of-tune detection on an either 

grammatical or ungrammatical target tone (and not grammaticality judgements, like here). For this implicit task, 

it was necessary to aim for high accuracy (participants’ capacity to correctly judge a tone to be in-tune or out-of-

tune) as the principal dependent variable was correct response times. 
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systems, aiming to determine the potential cost of learning two systems as well as to compare 

the inter-individual differences for the two types of learning situations.  

An additional control condition could be testing participants without a preceding exposure 

phase. Albeit interesting, no-exposure controls have also been considered as problematic (see 

Perruchet & Reber, 2003), in particular because of potential within-test-phase learning (see 

Rohrmeier et al., 2011). Nevertheless, we had also implemented no-exposure control groups 

in two previous studies that used very similar tone AG exposure associated in the test phase 

with either classical grammaticality judgements (Poulin-Charronnat et al., in prep) or a 

priming task (Tillmann & Poulin-Charronnat, 2010). Both test phases without exposure 

confirmed no systematic bias in the material, with either at chance performance (Poulin-

Charronnat et al., in prep) or no difference in response times (Tillmann & Poulin-Charronnat, 

2010). However , the previously raised criticism regarding no-exposure control groups whose 

aim is to test for potential material biases emerging from the grammar implementation and its 

test items, points out the need to increase the control of both learning and test materials in 

implicit learning experiments. In studies investigating the learning of a single AG, learning 

and test materials have been often constructed with some a priori constraints combined with 

some a posteriori analyses of the material, as we did here (e.g., Udden & Männel, 2018; 

Poletiek, Van Schijndel, 2009). As the control of the materials becomes even more important 

when testing the learning of two systems, future studies need to improve the artificial systems 

implementation. For this goal, computational modelling and statistical analyses approaches 

can help generating and selecting stimulus materials, analyzing potentially correlated features 

and avoiding potential confounds as well as analyzing and interpreting the results (e.g., 

Zuidema et al., 2019; Bailey & Pothos, 2008; Pothos, 2010). 

Our study aimed for an implementation favoring implicit processing, which has been 

shown to allow for more complex learning than explicit processing (e.g., Howard & Howard, 
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2001; Fletcher et al., 2005). First, we used the cover story of two composers, allowing us to 

avoid telling participants about underlying grammars at exposure and test. Second, we 

implemented the AG not with verbal material, but with tone material that is less subjected to 

explicit strategies. The results of the zero-correlation criterion (Dienes, 2004, 2008) provide 

some first indication that participants’ knowledge might remain at an implicit level. Future 

research needs now to further investigate in how far the knowledge remains indeed implicit 

(e.g., Dienes & Perner, 1999; Shanks & St John, 1994; Seger, 1994), or reaches some level of 

explicitness, notably by using (1) additional tests, which have been previously proposed in 

implicit learning research (e.g., combined with the Serial Reaction Time task in particular) to 

investigate the implicitness versus explicitness of the acquired knowledge (e.g., 

questionnaires and familiarity ratings (e.g., Terry et al., 2016) as well as generation tasks with 

exclusion/inclusion criteria (e.g., using an adapted process dissociation procedure
3

, 

Destrebecqz & Cleeremans, 2001; Schultz et al., 2013), and (2) more implicit tasks also in the 

test phase, such as the priming task, which provides an indirect investigation method without 

revealing explicit material features to the participants throughout the experiment (Vinter & 

Perruchet, 1999; Tillmann & Poulin-Charronnat, 2010). 

In sum, our findings suggest the capacity of intra-modal learning of regularities in the 

auditory modality and for stimuli sharing the same perceptual properties (two AGs based on 

the same tone set), opening up to perspectives for further investigating the cognitive capacity 

of implicit learning, which might indeed be more powerful than sometimes observed.  

 

  

                                                 
3
 After the exposure phase, participants are required to generate patterns under two types of instruction: (a) an 

inclusion instruction asking to reproduce the exposure pattern, and (b) an exclusion instruction asking to create 

new patterned sequences. The sequences produced  under both instructions are compared to the  exposurepat 

tern. If similarity in the inclusion instruction is inferior to or equal to similarity in the exclusion instruction, 

results suggest implicit knowledge. However, higher similarity scores in the inclusion instruction than the 

exclusion instruction suggest explicit knowledge. 
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