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Most of the display advertising inventory is sold through real-time auctions. The participants of these

auctions are typically bidders (Google, Criteo, RTB House, Trade Desk for instance) who participate on

behalf of advertisers. In order to estimate the value of each display opportunity, they usually train advanced

machine learning algorithms using historical data. In the labeled training set, the inputs are vectors of

features representing each display opportunity and the labels are the generated rewards. In practice, the

rewards are given by the advertiser and are tied to whether or not a particular user converts. Consequently,

the rewards are aggregated at the user level and never observed at the display level. A fundamental task that

has, to the best of our knowledge, been overlooked is to account for this mismatch and split, or attribute, the

rewards at the right granularity level before training a learning algorithm. We call this the label attribution

problem.

In this paper, we develop an approach to the label attribution problem which is both theoretically justified

and practical. We dub our solution the robust label attribution because it satisfies several desirable properties,

including distributional robustness. Moreover, we develop a fixed point algorithm that allows for large scale

implementation and showcase our solution using a large scale publicly available dataset from Criteo, a large

Demand Side Platform.

Key words. Online advertising, attribution, distributional robustness

1. Introduction

Digital advertising has been growing continuously since its inception and sustains a large part of

the internet as we know it. It is indeed the main source of revenue for several tech giants (Google

and Facebook in particular), and has attracted billions of dollars from advertisers over the last two

decades. In 2019, the global digital ad spending was more than 300 billion USD (Enberg 2019).

What makes digital marketing so attractive is that marketers can harness the power of data to

make informed budget allocation decisions, and show the right banner to the right customer at the

right time.
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Figure 1 For each user, xi ∈Rd is a vector of features representing the context of the ith display opportunity.

For each user, the bidder receives from the advertiser a reward r ∈R. The label attribution problem consists of

splitting the reward r given by the advertiser for a given user into labels yi ∈R for each of the display opportunity

for that user.

In this paper, we take the point of view of a bidder (Google, Criteo, RTB House, Trade Desk for

instance) who participates in a real-time bidding exchange on behalf of an advertiser (Balseiro and

Candogan 2017). Usually, such a bidder is rewarded when an ad is won, clicked on and followed

in a short period of time by a conversion, typically a sale or any kind of action on the advertiser

website such as creating an account or putting an item in a basket. Whenever the bidder receives

a display opportunity, he has to estimate its potential reward and then, whatever the auction

mechanism, calibrate his bid accordingly. The prediction of this potential reward is usually the

result of a supervised learning algorithm that requires labeled training samples where the inputs are

vectors of features representing the display opportunity (these features encode contextual and user

information) and the outputs are the generated rewards. Unfortunately, the data does not readily

come in this form in practice. Indeed, the rewards, which are decided by the advertiser, are tied to a

particular user. More precisely, for each user, the advertiser decides, among the different advertising

channels (Demand-side platforms, agencies, search) that the user interacted with, which one gets

the credit for the conversion. From the bidder’s perspective, this implies that the labels are given for

sequences of inputs and not directly for each individual input (see Figure 1). Existing approaches

(Chapelle 2014) omit this important step of converting the raw data given by the advertiser into a

dataset that can be fed to a machine learning pipeline and attribute, somewhat heuristically, the

reward given by the advertiser to the label of the last clicked display. In this paper, we propose a

principled and scalable solution to predict the value of a given display opportunity that accounts

for this mismatch between the raw data given by the advertiser and the training data needed for

a machine learning (ML) pipeline.

This problem is related to the well studied question of attribution in online advertising, i.e.

assigning conversions credits to individual marketing interactions. It is usually posed from the

point of view of the advertiser who needs to decide how to split the credit between different

advertising channels and is a fundamental questions that informs the media mix optimization or
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the understanding of a customer’s journey. It has recently been identified as a top research priority

by the Marketing Science Institute (Lemon 2016). Similarly, in deciding how to split the reward

given by the advertiser for sequences of display opportunities, the bidder also needs to perform his

own attribution. To differentiate between these two levels of attribution, we refer to the bidder’s

task as the label attribution problem. For our purposes, we assume in this work that the attribution

mechanism used by the advertiser, which impacts the reward of the bidder, is fixed and exogenous

for the bidder. This leader-follower assumption is mild since the advertiser attribution rule is almost

always fixed in practice. In a way, the label attribution is a more granular attribution done by the

bidder. The bidder needs to choose a label attribution to maximize a reward given by the advertiser

attribution. This makes these two attributions slightly different in spirit. We would like to also

remark that even if the advertiser attribution is done at the display level, this is sometimes referred

to as multi-touch attribution, this distinction is still useful as it is not clear that this display level

attribution chosen by the advertiser is optimal for the bidder who might gain by recomputing

his own internal attribution. Among the technical challenges a bidder is facing, choosing a label

attribution mechanism is often an understated problem.

1.1. Motivating example

We present an example to illustrate the limitations of ignoring the label attribution step and moti-

vate the need for a more principled approach. Consider a bidder who is trying to evaluate different

display opportunities. In order to train a machine learning algorithm, the bidder needs to have, for

each display opportunity, an input vector of features x describing contextual information about the

display opportunity and a reward encoded in a label y. However, the reward data coming from the

advertiser is aggregated at the user level and hence does not come at the right granularity level.

What is implicitly done in practice is to assign the reward to the last opportunity label. We will

refer to this method as the last touch label attribution. More precisely, if, for a particular user, the

bidder’s data consists of a sequence of display opportunities x1, . . . , xn leading to a reward of r, then

the current practice is to create the following training data: (x1,0), . . . , (xn−1,0), (xn, r). A similar

last touch heuristic is also prevalent for the advertiser attribution (Ji and Wang 2017, Diemert

et al. 2017). Just like the last-touch attribution used by advertisers, this last touch approach for the

label attribution fails to recognize the potential effect of early displays moving a customer up the

conversion funnel and therefore fails to acknowledge their contribution into generating the reward.

This leads to undervaluing early display opportunities and overvaluing later ones.

To make this even more concrete, assume for simplicity that there are only two types of display

opportunities. Displays A influence users’ behavior and increase their conversion probability. On

the other hand, displays B do not influence the conversion probability at all but artificially always
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appear before a conversion, as is common for search ads (Blake et al. 2015). In such situation, the

last touch label attribution wrongly allocates all the reward to displays B. Over time, the bidder

will undervalue displays A and overvalue displays B. This in turn will lead to less conversions and

therefore also lower the reward attributed to the bidder. This example highlights that the label

attribution is a crucial step to align the bidder strategy with the given reward. It showcases the

limitations of the current last touch approach and motivates the development of alternate methods

of label attribution. We end this example by noting that the motivation for using a last touch label

attribution rule in practice seems to be driven by the misconception that if the advertiser uses a

last touch attribution rule, then the bidder should in turn use a last touch label attribution rule.

Since our example does not depend on the particular advertiser attribution rule, it demonstrates

that this belief is wrong.

1.2. Contribution

In order to accurately bid in any auction, a bidder needs to evaluate each display opportunity. The

main challenge is that rewards are given at the user level, i.e. for sequence of displays, whereas

the contribution of each individual won display is never observed. Consequently, we introduce in

this paper the label attribution problem which consists of finding a mapping µ which splits the

reward for every user into labels for each individual display opportunity. Our first contribution is to

identify and formalize this label attribution problem which has not, to the best of our knowledge,

been studied before. The exact model and notations are introduced in Section 3.

A natural way to value a display is through its marginal contribution, i.e. the lift it provides

to an existing history of displays. Mathematically, we formalize this notion by imposing that the

valuation function V , used to evaluate display opportunities, must be additive. This property

defines a unique label attribution mechanism which we dub the robust label attribution. We then

show that this intuitive label attribution enjoys several interesting properties. First, we show that

bidding according to the robust valuation is myopic optimal, i.e. optimal if there are no other future

opportunities. Even though this notion may seem rather narrow, it alleviates some limitations of

the last touch approach. In particular, we show that it correctly learns the values in the motivating

example from Section 1.1. Moreover, we show that our proposed approach is distributionally robust,

i.e. does not depend on how many times each history has been observed. This is very useful from a

learning perspective and this property justifies the name robust label attribution. Finally, we show

that the robust label attribution satisfies a fixed point equation which we leverage to design an

efficient learning algorithm.

In an ideal setting where the bidder has data on every possible history, the additivity property

is enough to compute the robust label attribution. However, in practice, the data is incomplete.
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Figure 2 The traditional label attribution approach uses the last touch heuristic. By contrast, our proposed

approach is an iterative algorithm which alternates between updating the attribution mapping µ(k) and the

prediction function V (k). The update of the mapping µ(k) relies on a fixed point relation. Our framework can be

implemented by adding a feedback loop to an existing ML pipeline.

We build on the fixed point equation satisfied by our robust label attribution to design an efficient

learning algorithm. Our proposed approach overcomes the sparsity of the available data by lever-

aging the high-dimensionality of the available feature space. Our method is very practical as it can

be embedded in an existing ML pipeline. More precisely, our approach is iterative and alternates

between an update step and a predict step. In each iteration k, we maintain two mappings: a label

attribution mechanism µ(k) which is used to split the rewards, and a valuation mechanism V (k)

which transforms any vector of features into a predicted reward. In the first step of each itera-

tion, we update the mapping µ(k) using the fixed point relation and the learned mapping V (k). We

then, in a second step, split the rewards from the raw data using the label attribution µ(k+1) and

learn a new mapping V (k+1) using any ML algorithm. We show that the sequence of mapping µ(k)

converges to our robust label attribution. Figure 2 illustrates our framework.

Finally, we illustrate the practicality of our robust label attribution framework on a large scale

dataset1. Our method outperforms the last touch approach on various metrics. Moreover, we show

that the proposed attribution is able to capture some key qualitative relations of the problem.

For instance, in the learned values, the ads exhibit a diminishing marginal return which is is a

phenomenon that has been observed in practice.

Agenda. The paper is organized as follows. We begin with a review of the literature in Section 2.

We then introduce the notations that allow us to properly frame the label attribution problem

in Section 3. In Section 4, we present our main methodological contribution consisting of several

1 All our codes are available at https://github.com/criteo-research/robust-label-attribution

https://github.com/criteo-research/robust-label-attribution
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characterizations of the robust label attribution together with an explicit algorithmic framework.

Finally, we illustrate our ideas on a large publicly available dataset in Section 5.

2. Related Work

We survey the immediate related literature and refer to Choi et al. (2020) and Wang et al. (2017)

for more background on display advertising.

Most of the advertising is done through auctions, and we thus take the point of view of a bidder

in this paper. Regardless of the auction mechanism, the bidder has to estimate the value he could

generate from each display opportunity and then calibrate his bid accordingly. For example, in a

second price setting, for a given display opportunity, the standard in the industry is to bid the

estimated average value earned with this specific impression (Perlich et al. 2012, Wang et al. 2017).

This is referred to as value based bidding in Xu et al. (2016). We would like to emphasize that this

behavior is myopically designed in the sense that the future policy is disregarded or equivalently

that the bid is computed as if this was the last opportunity to generate a conversion. Our robust

label attribution adopts a similar philosophy and offers a principled myopic optimal approach.

Without loss of generality, we assume that the bidder is compensated in proportion to the reward,

i.e. the advertiser attribution, he received. Note that the bidder might need to compute some

shading factor to adapt to the competition and the auction mechanism (Balseiro and Gur 2019,

Balseiro et al. 2021). However, the computation of such shading is beyond the scope of this paper.

Realizing the need for more principled solutions to the advertiser attribution problem, recent

works have started proposing algorithmic approaches to go beyond rule-based heuristics such as last

touch. Using different generative models, Danaher (2018) and Anderl et al. (2016) both propose a

counterfactual approach. The notion of Shapley value (Berman 2018, Singal et al. 2019, Dalessan-

dro et al. 2012) has also been used to split the credit fairly among different channels. Johnson

et al. (2017), Lewis et al. (2011), Lewis and Rao (2015) all study models related to causality and

advertiser attribution. Their approach is based on econometric parametric models.

Our research is inspired by the multi-touch attribution (MTA) literature (Shao and Li 2011, Ji

et al. 2016, Arava et al. 2018). This stream of work aims at designing machine learning algorithms

that assign fractional credits to different touchpoints from the advertiser’s point of view. They also

aim at solving the advertiser attribution problem but focus on the implementability of the solution

rather than its theoretical justification. Despite using a different formalism, our work relates to the

survival analysis approach used in Laub et al. (2015). Moreover, the fixed-point-based algorithm

of Section 4.2 shares some characteristics with the EM algorithm in Zhang et al. (2014). Similarly,

Ji and Wang (2017) relies on a Weibull model and is very close to our work. However, their choice

of parametrization hides the fixed-point property identified in Zhang et al. (2014).
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On top of the advertiser attribution problem, some researchers have also considered the bid-

der’s problem as we do and tried to improve the buying process using machine learning pipelines.

Chapelle et al. (2014) presents a bidding architecture which relies on an implicit last touch label

attribution. Chapelle (2014) provides a technique to deal with the delay between displays and sales.

Diemert et al. (2017) proposes to model the advertiser attribution to increase bidding performances.

Their experimental results motivate our approach. More recently Bompaire et al. (2020) provides

a framework based on reinforcement learning and causal inference. Their approach – heuristic and

forward-looking – is complementary to ours – axiomatic and distributionally robust.

Finally, we would like to highlight that the question of attribution is not specific to online adver-

tising. For instance, recent work in interpretable machine learning tries to attribute the prediction

of a machine learning model to individual features of the input (Dhamdhere et al. 2018). In a very

different context, Flores-Szwagrzak and Treibich (2020) develops a method to disentangle individ-

ual performance from team productivity. In each of these examples, the goal is to attribute some

aggregate output to individual components of the input. Althought Flores-Szwagrzak and Treibich

(2020) develops an iterative algorithm which is similar in spirit to our approach, their problem of

splitting credit among team members is static in nature, while time is an important aspect of our

problem. Another important difference is that we propose a machine learning implementation of

our algorithm (see Section 5) which is able to leverage the presence of context features.

3. Framework

The setting is as follows (Golrezaei et al. 2018, Heymann 2019, Choi et al. 2020).

1. Learning step. The bidder receives a set of user histories, where each history is associated

with a reward, typically the result of the advertiser attribution.

2. Bidding step (online). The bidder receives bid requests and, for each of them, needs to esti-

mate from the context features the display opportunity value (or valuation), i.e. the potential

contribution toward the reward. The bidder then uses this valuation to compute the final bid.

3. Reward step. The bidder is rewarded proportionally to the advertiser attribution it receives.

More precisely, note that in order for a user history to generate a reward, the user needs to convert

and the advertiser needs to attribute this conversion to the bidder.

As mentioned in the introduction, the challenge is to compute a valuation for a display oppor-

tunity, given that the rewards are given at the user timeline level. This section aims at formalizing

the label attribution problem depicted in Figure 1. Even though this problem naturally appears

in an engineering settings where one needs to construct a labeled training set, it has not, to the

best of our knowledge, been identified as a research topic. Our formalism shed some clarity on this

topic which we believe is often misunderstood in the industry.
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3.1. Model and notation

We assume that each display is characterized by a vector of features x∈Rd and denote by D⊆Rd

the set of past and future displays opportunities. The features correspond to different products or

creatives as well as encode contextual information such as whether or not the user has already seen

an ad. In general, any feature that is useful for the bidder can be encoded in the display set D.

A history h is a nonempty sequence of elements of D that represents a sequence of displays –

with their characteristics – shown to a user. For any history h, we denote by |h| its size and use

the notation h= [h1, . . . , h|h|], where hi ∈ D for i ∈ {1, . . . , |h|}, to denote its individual elements.

Furthermore, we write h4 h′ if h is a sub-history of h′, that is if h is equal to the sequence of the |h|

first displays of h′. Let H be the set of all possible histories over which we are given a probability P

that denotes the propensity of each history to appear in the historical logs. Note that our notion

of history does not depend on any underlying generative model: The distribution P can directly

be computed from data or can come from a particular generative model. This makes our approach

quite robust.

Given our focus on display advertising, we assume that D represents a set of displays. However,

it could in principle represent any type of marketing interactions. We also present in Appendix E

an extension of the model which can account for additional events that cannot be captured in the

feature space such as whether or not a display is going to be clicked on. For any history h, we let

h[1,...,i] be the projection of h onto its first i elements, i.e. for all i≤ |h|, we have h[1,...,i] = [h1, . . . , hi].

With these notations, h′ < h is equivalent to |h′| ≥ |h| and h′[1,...,|h|] = h. Finally, for all x ∈D and

h∈H, let h+ [x] = [h1, . . . , h|h|, x] denote the history obtained from adding a display x to a history

h. We end this section with two technical assumptions.

Assumption 1. D is a finite set.

Assumption 1 is not limiting in practice. Indeed, if some display features are continuous rather

than categorical, they can be quantized (Chapelle et al. 2014) in order to satisfy Assumption 1.

We also make the following assumption on the underlying probability distribution of histories.

Assumption 2. If P has support on a history, then it also has support on all its sub-histories.

Namely, if P(h)> 0 for some h∈H, then P(h′)> 0 for all h′ 4 h.

This is a mild assumption which is verified for various generative models used in the literature such

as Markovian models (Archak et al. 2010, Anderl et al. 2016, Singal et al. 2019) or point process

models (Xu et al. 2014).
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3.2. Reward

We associate each history with a reward, corresponding to its value. From the bidder perspective,

this value comes from a black-box decided by the advertiser. In the case where the bidder and

advertiser are the same, these rewards could represent sales or whatever the advertiser is optimizing

for. However, in general, the bidder and advertiser are different actors.

Definition 1 (Reward). The reward function R is a mapping from H to R+ that associates

to each history a reward. More precisely, for a history h ∈H, R(h) represents the average reward

given by the advertiser to the bidder when he shows the sequences of displays in h.

In the example from Figure 1, the reward correspond to the value r. As discussed in the intro-

duction, the reward given by the advertiser might be given at the display level. In this case, the

reward of a history should be thought of as an aggregate value, i.e. the sum of values over displays

in the history. As argued, it is indeed unclear that the split over displays given by the advertiser is

optimal for the bidder. What we advocate here is that the bidder performs his own label attribution

on the aggregate value of a history which motivates having one reward for each history. We make

the following monotonicity assumption for the reward.

Assumption 3 (Non decreasing rewards). ∀h′ < h,R(h′)≥R(h).

This property implies that an additional display never decreases the reward of a history. Impor-

tantly, this does not exclude a potential diminishing marginal effect for displaying more ads. In

Sections 3 and 4, we assume that we have access to R. In practice, the function R is not known

and we illustrate in Section 5 how it can be estimated from data.

3.3. Valuation

The bidder needs to estimate the value for each new display opportunity. The value assigned to

this display should intrinsically be a function of the history. Indeed, the marginal effect of an ad

on a customer who is not aware of a product is perhaps more drastic than for a customer who has

already seen multiple ads for this product.

Definition 2 (Valuation). A valuation V is a mapping from D×H to R+ used by the bidder

to characterize the value of a display given a particular history. More precisely, for (x,h)∈D×H,

we denote by V (x|h) the expected value of the display x given the history h.

Using this notation, if a user’s history is h = [x1, x2] for some (x1, x2) ∈ D2 as in the example

introduced in Figure 1, the bidder uses V (x3|h) to decide how much he should be ready to pay

for the display x3 ∈D. The bidder’s challenge is to appropriately compute a valuation V from the

reward function R. A key intermediate step is the label attribution which we discuss next since it

allows to create the training set needed to learn V as the result of a ML algorithm.



Bompaire, Désir, Heymann: Robust label attribution for real-time bidding
10

3.4. Label attribution

We define the label attribution as the process of dividing the reward of a particular history among

its individual displays. This is a natural step as the rewards are given for entire histories but any

bidding strategy has to evaluate adding a particular display to an ongoing history. Using a ML

terminology, the reward corresponds to a label at the history level. For bidding purposes, the bidder

needs to predict the value of individual displays, and therefore convert those rewards at the history

level into labels at the display level in order to train a ML model. This is precisely what the label

attribution does.

Definition 3 (label attribution). A label attribution µ is a mapping from N×H to R+

that satisfies the following properties.

1. ∀h∈H,∀i > |h|, µ(i, h) = 0.

2. ∀h∈H, R(h) =
∑|h|

i=1 µ(i, h).

For a label attribution µ and history h ∈ H, µ(i, h) represents the label of the ith display hi,

i.e. the part of the reward R(h) attributed to hi. The first property states that we can only split

the reward of a history among its displays. The second property states that the attribution has to

be balanced and does not attribute more than the reward R(h). As a concrete example, with our

notation, the last touch label attribution can be written for all (i, h)∈N×H as

µLT(i, h) =

{
R(h) , if i= |h|,

0 , otherwise.

Just like the advertiser’s attribution, the label attribution is splitting credit. However, the split is

done at the more granular level of the displays. Indeed, the bidder needs to predict the value of a

display opportunity on the fly before the end of the history. Going back to the bidder’s strategy,

each label attribution is naturally associated with a valuation as we discuss next.

3.5. Associated valuation

Every label attribution µ naturally induces a valuation. Indeed, for a given history h, recall that

the valuation V (x|h) aims at capturing the value of the display x when added to the history h.

However, the bidder does not know whether additional opportunities will come in the future. If no

other opportunity arises, then the display should be valued µ(|h|, h). On the other hand, if more

displays are added, then the display should be valued µ(|h|,H) for some H < h. It is natural to

introduce the valuation associated with the label attribution µ obtained by averaging on the future

possibilities.

Definition 4 (Associated valuation). We say that a valuation is associated to the label

attribution µ, and denote it by V µ
P , if for all (x,h)∈D×H, we have

V µ
P (x|h) =EH∼P [µ(|h|+ 1,H) | H < h+ [x] ] . (1)
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We remind the reader that h+ [x]∈H is the history obtained by appending the display x to the

history h and that H < h+ [x] means that we are conditioning on all the histories H starting with

the sequence of displays of h+ [x]. For instance, the valuation associated with the last touch label

attribution is given by

V LT(x|h), V µLT

P (x|h) =R(h+ [x]) ·P(H = h+ [x] |H < h+ [x]).

If the label attribution is driven by the last touch philosophy, then an opportunity is evaluated

through its probability of exactly preceding a conversion, which is precisely what the quantity

P(H = h+ [x] |H < h+ [x]) is capturing. It is worth noticing that this valuation depends on the

distribution of future displays. This is precisely the caveat observed in the Introduction as this

dependence might lead the bidder to overvalue displays that come late in the conversion funnel.

4. The Robust Label Attribution

A natural way to value a display is through its marginal contribution, i.e. the lift it provides to an

existing history. We formalize this idea through the notion of additivity which we define next.

Definition 5 (Additivity). Let V be a valuation. We say that V satisfies the additivity prop-

erty if for all (x,h)∈D×H,

V (x|h) =R(h+ [x])−R(h).

Note that given a reward function, this property uniquely defines a valuation. In the rest of the

paper, we refer to the valuation that satisfies the additivity property as the robust valuation.

This very natural way of evaluating the next opportunity has recently received attention in the

industry (Perlich et al. 2012, Wang et al. 2017). It is also sometimes referred to as lift-based

valuation (Xu et al. 2016). Our notion of marginality is temporal, i.e. we are quantifying the

marginal contribution with respect to the previous actions. This temporal marginality approach

is in line with several works on the additivity effect of ads (Shao and Li 2011, Ji and Wang 2017,

Zhang et al. 2014, Dalessandro et al. 2012). This is different than a counterfactual marginality,

used for instance in Danaher (2018), Anderl et al. (2016), Bompaire et al. (2020), which quantifies

the marginal contribution with respect to an alternative action. The counterfactual marginality

depends on the policy used in the future, while the temporal marginality does not. Despite its

simplicity, we show in this section, through a series of equivalent characterizations, that the robust

valuation enjoys several interesting and non trivial properties. Before doing so, we show how it

leads to a reasonable valuation for the motivating example presented in Section 1.1. In particular,

the robust label valuation is different than the last touch valuation.
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Revisiting the motivating example from Section 1.1 Recall that in this example, we have two

types of displays A and B where displays of type B do not influence users’ behavior at all. We

discussed in Section 1.1 the reasons the last touch method fails to provide a reasonable bid. On the

other hand, the robust valuation assigns a valuation of zero to the displays of type B and captures

the fact that displays of type B have no effect on users’ behavior. Indeed, these bad displays do not

influence conversion probability meaning that R(h) =R(h+ [xB]) (where xB stands for a display

of type B) which implies that V (xB|h) = 0 by the additivity property given in Definition 5.

4.1. Equivalent characterizations

In this section, we show that the robust valuation has several notable properties. We begin by prov-

ing that bidding according to the robust valuation is the only myopic optimal bidding strategy. We

then show that the robust valuation is the only valuation that does not depend on the probability

distribution P making it very robust from a learning perspective. Finally, we characterize the label

attribution associated with the robust valuation through a fixed-point equation.

4.1.1. Myopic optimality. We first show that bidding according to the robust valuation is

myopic optimal, i.e. optimal if the sequence of displays terminates without any future opportunities.

Proposition 1. V satisfies the additivity property if and only if it is myopic optimal, i.e. if

in a second-price setting, bidding V is weakly dominant for any competition profile assuming there

will be no other future opportunities.

We defer the proof of Proposition 1 to Appendix A. In practice, heuristics like last touch are partly

used because of the belief that they are in some way myopic optimal. We aim to clarify this and

derive a principled myopic optimal valuation which, aligned with our previous examples, is going

to be different than last touch.

We acknowledge that this notion of optimality is – as the name suggests – rather narrow: the

potential combined effects of the decision at stake (the display to be bought) and the future ones

are neglected. Nevertheless, we believe this notion has some merit. In particular, the standard

notion of optimality implies that the best decision at a given time depends on what will be done

in the future. However, solving the complete optimization problem is in practice often intractable

and therefore, one can only hope for approximate solutions. By contrast, as we will discuss next,

our proposed strategy does not depend on the probability distribution P (and hence, on the impact

of our bidding strategy in the future), making it more robust. Finally, our aim is also to shift the

discussion to principled approaches to label attribution, very much in the same spirit than Singal

et al. (2019). Here, we prove that there is a unique valuation which is myopic optimal.
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4.1.2. Distributional robustness. We next show that the robust valuation does not depend

on the underlying probability distribution P, i.e. the propensity of each history to appear in the

historical logs.

Proposition 2. V satisfies the additivity property if and only if V is an associated valuation

which does not depend on P but only on the reward function R, i.e., there exists a label attribution

µ such that V = V µ
P = V µ

Q for any other probability distribution Q over H that has the same support

as P.

We defer the proof of Proposition 2 to Appendix B. Surprisingly, the additivity property also

leads to distributional robustness. From a learning perspective, this means that this approach

alleviates the need of learning the underlying probability distribution P. In particular, if the envi-

ronment changes and we receive a new probability distribution on the histories Q, then the expected

reward can still be computed using the formula

EH∼Q R(H) =EH∼Q
|H|∑
i=1

V µ
P (Hi | H[1,...,i−1]),

even when P 6= Q. We emphasize that this is not true for any other valuation mechanism. Finally,

distributional invariance is often related to causality (Peters et al. 2016, Arjovsky et al. 2019), and

it would be an interesting research direction to further explore these connections.

4.1.3. Fixed-point characterization. We now characterize the label attribution associated with

the robust valuation.

Proposition 3. V satisfies the additivity property if and only if V is associated with the label

attribution µ defined for all h∈H such that R(h)> 0 and i∈ {1, . . . , |h|} as

µ(i, h) =
V
(
hi | h[1,...,i−1]

)∑|h|
j=1 V

(
hj | h[1,...,j−1]

) ·R(h). (2)

We defer the proof of Proposition 3 to Appendix C. We refer to the label attribution defined by

Equation (2) as the robust label attribution. We believe that a novelty of our work lies in

formulating this fixed-point characterization and that this relation has very practical implications.

Indeed, from a practical perspective, the label attribution is the necessary step to create the training

datasets needed for any ML pipeline. In particular, in the next section, we leverage the fixed-point

characterization to develop an efficient learning procedure which can be implemented at the scale

required for display advertising. We would like to note that slight variants of Equation (2) have

appeared in the MTA literature. In particular, it comes up as a first-order condition of a model

based on survival analysis in Zhang et al. (2014).
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If all possible histories are observed with their reward, the valuation V can be computed by

induction using the additivity property from Definition 5. However, building on the fixed-point

characterization given in Proposition 3, it is natural to consider the following iterative procedure

to compute V instead:

V (k+1)(x|h) = V µ(k)

P (x|h), ∀(x,h)∈D×H, (3)

where for all h and i≤ |h|,

µ(k)(i, h) =
V (k)(hi | h[1,...,i−1])∑|h|
j=1 V

(k)(hj | h[1,...,j−1])
·R(h). (4)

Recall that for any µ and h ∈ H, the valuation V µ
P (h), defined in Equation (1), is the expected

reward, where the expectation is conditioned on H < h. We also initialize the procedure with some

label attribution µ(0).

Proposition 4. For any µ(0) such that V µ(0)

P (x|h) > 0 for all (x,h) ∈ D × H, the procedure

defined in Equations (3)-(4) converges. Moreover, µ(k) converges to the robust label attribution.

We defer the proof of Proposition 4 to Appendix D. Note that the technical assumption V µ(0)

P (x|h)>

0 on the initial valuation is not required to prove convergence but only to prove that the iterates

converge to the robust label attribution. Indeed, without this assumption, some coordinates can

get stuck at their initial value.

4.2. Algorithm

In practice, we do not know the reward function R but are working with realized histories h1, . . . , hT

and their associated rewards r1, . . . , rT . Leveraging Proposition 4, we propose a practical procedure

that converges to the robust label attribution. The proposed algorithm is iterative and maintains,

in each iteration k, a label attribution µ(k) and a valuation V (k). Each iteration k consists of three

steps.

1. Attribution step. We begin by splitting the T histories ht and rewards rt to create a new

dataset D(k+1) at the display level. More precisely, for each history ht and i∈ {1, . . . , |ht|}, we create

a vector of features x for each sub-history ht[1,...,i], corresponding to each display opportunity. For

each of these vector x, we create a label y by splitting the reward rt to each sub-histories using

the label attribution µ(k). While rarely formalized, this step is traditionally done implicitly using

the last touch label attribution (see Figure 2).

2. Prediction step. The second step consists in computing an updated valuation V (k+1). By

definition, V is the expected value of the label y:

V (k+1) = (hi | h[1,...,i−1]) 7→E(x,y)∈D(k+1)

[
y | x= h[1,...,i]

]
.
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ALGORITHM 1: Robust Label Attribution Fixed-point Algorithm

Input: A dataset of histories ht and associated rewards rt for t∈ {1, . . . , T} and an initial attribution

µ(0)

Output: Robust label attribution µ and its associated valuation V

for k= 0,1, . . . do

1. Attribution step. Generate dataset by splitting histories into displays and attributing rewards at

the display level with the label attribution µ

D(k+1) =
{

(x, y) =
(
ht[1,...,i] , µ

(k)(i, ht)
)

for t∈ {1, . . . , T} and i∈ {1, . . . , |ht|}
}
.

2. Prediction step. Update the valuation V (k+1) with one of these two approaches.

(a) Averaging.

V (k+1) = (hi | h[1,...,i−1]) 7→
∑

(x,y)∈D(k+1)

y ·1{x= h[1,...,i]}.

(b) ML algorithm. Learn to predict the display label y from the display vector of features x by training

any ML algorithm on D(k+1). Update V (k+1) to the resulting mapping.

3. Fixed-point update. Update the label attribution µ(k+1) with the fixed-point characterization

µ(k+1) = (i, ht) 7→
V
(
hti | ht[1,...,i−1]

)∑|h|
j=1 V

(
htj | ht[1,...,j−1]

) · rt.
end

Consequently, in order to predict y from some vector of features x, one only needs to average the

labels corresponding to the vector of features x over elements in D(k+1). However, note that this

does not allow to predict the label whose vector of features , or history, is not present in the data.

This is also impractical when the data is high-dimensional. For that reason, this prediction step is

typically done with a ML algorithm such as a logistic regression. More precisely, a ML algorithm is

trained to predict the display labels y from the corresponding vectors of features x and the resulting

mapping constitutes the new valuation V (k+1). In Section 5.2, we illustrate the simple averaging

approach on a stylized example and the machine learning implementation on a real dataset.

3. Fixed-point update. The last step exploits the fixed-point characterization from Proposi-

tion 3 to update the label attribution µ(k+1) using the updated valuation V (k+1).

Algorithm 1 summarizes the procedure.

If the prediction step is done using the averaging approach (Step 2-a), then the procedure

converges as stated in Proposition 4. Indeed, even though Proposition 4 assumes access to the true

value R(h), i.e., the average reward over multiple realizations of h, the convergence still holds since

each realization rt is an unbiased estimator of the reward and there is a linear relation between R

and V , as implied by Definition 5 and Equation (1). Even though we do not have any convergence
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guarantee when implementing Step 2-b, we show on a real dataset that Algorithm 1 still converges

when implementing Step 2-b in Section 5.3.

Algorithm 1 shows that not only our robust attribution enjoys theoretical characterizations, it

is also useful from a practical point of view. Indeed, even when the data is high-dimensional or

when Assumptions 1 and 2 are not satisfied, thus prohibiting us from implementing Step 2-a, we

can still run Algorithm 1 using Step 2-b. Importantly, using a ML algorithm also allows leveraging

any available features. Note that this is anyway what is done in practice where the ML algorithm

is often a logistic regression (Chapelle 2014).

Compared to the existing approaches, the main novelties of our approach are (1) explicitly doing

the label attribution (Step 1) instead of implicitly using a last touch label attribution, and (2)

adding a fixed-point update (Step 3). As also illustrated in Figure 2 in the Introduction, our

approach suggests a change in paradigm whereby instead of estimating the valuation from a fixed

internal procedure, such as last touch attribution, the optimal pair of valuation and label attribution

should rather be iteratively and jointly updated until convergence. Moreover, this feedback loop is

a simple change that can easily be implemented in an existing ML pipeline.

5. Numerical Experiments

This section presents numerical experiments to test the robust label attribution framework. We

first validate the approach on a synthetic dataset in Section 5.2, and then apply it on a large scale

publicly available dataset (see Diemert et al. 2017) from Criteo – a large Demand Side Platform – in

Section 5.3. In Section 5.1, we begin by defining a likelihood function that measure how “additive”

a valuation is. We use this likelihood as a metric to evaluate different valuations or to measure

convergence when we use Step 2-b in Algorithm 1 by a ML block.

5.1. A likelihood for additivity

The convergence of Algorithm 1 relies on showing that it corresponds to the iterative procedure

of a majorize-minorize algorithm. In particular, upon inspecting the proof of Proposition 4, the

robust valuation maximizes over all V :D×H 7→ (0,+∞), the following function

f(V ) =EH∼P

[
R(H) · ln

( |H|∑
q=1

V (Hq | H[1,...,q−1])

)
−
|H|∑
q=1

V (Hq | H[1,...,q−1])

]
.

An immediate consequence of Propositions 3 and 4 is that V maximizes f if and only if V is

additive. Consequently, f can be thought of as a criterion to measure how well some valuation V

satisfies the additivity property.
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History 1

Probability 1/3

Display A Conversion with probability 0.5

History 2

Probability 2/3

Display A Display B Conversion with probability 0.6

Figure 3 Generative model for our synthetic experiments.

In practice, we do not know the reward function R but we are working with realized histories

h1, . . . , hT and their associated rewards r1, . . . , rT . It is therefore natural to define the following

likelihood for any valuation V ,

LA(V ) =
1

T

∑
t

rt · ln
 |ht|∑
q=1

V (htq | ht[1,...,q−1])

− |ht|∑
q=1

V (htq | ht[1,...,q−1])

 . (5)

We use this likelihood to measure the progress of Algorithm 1. In particular, when we implement

Step 2-a, Proposition 4 guarantees that our algorithm converges. On the other hand, we do not

have any theoretical guarantees of convergence when implementing Step 2-b with a ML algorithm.

In this case, we can use the likelihood defined in Equation (5) to check whether the algorithm

converges and to evaluate the quality of the output. This is illustrated in Section 5.3.

5.2. Synthetic data

We generate a dataset inspired by the motivating example in Section 1. In particular, we assume

that there are two types of displays. Displays of type A influence the user’s behavior and increase

the conversion probability. On the other hand, displays of type B have very little influence on the

conversion probability. However, they always appear right before a conversion. We capture the

essence of this example by assuming that there are only two types of histories. The first type of

history, denoted by h1, consists of a single display A and happens with probability p= 1/3. The

second type of history, denoted by h2, consists of a display A followed by a display B and happens

with probability 1 − p. In the first case, a conversion happens with probability 0.5 and in the

second case with probability 0.6. With our notation, this means that R(h1) = 0.5 and R(h2) = 0.6.

Figure 3 illustrates this generative procedure. Note that, unlike the theoretical framework presented

in Section 3, we do not have access to the reward function R but only to histories and their realized

rewards. In other words, our dataset contains histories, either h1 or h2, and an associated reward

of 1 or 0 depending on whether a conversion happens. We generate T = 10,000 user histories

h1, . . . , hT and denote by r1, . . . , rt their corresponding reward.
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(b) Convergence of LA(V (k))
Figure 4 Convergence of Algorithm 1 on synthetic data. The display valuation converges to the expected

values of the generative model, and the additivity likelihood of the robust attribution LA(V (k)) monotonically

converges and outperforms LA(V LT).

We implement Algorithm 1 using this synthetic model2. We use the last touch label attribution

to initialize the algorithm. For this synthetic model, we can either implement Step 2-a or Step 2-b

of Algorithm 1. We begin by discussing the averaging implementation, i.e. Step 2-a, whose results

are reported in Figure 4. Figure 4b shows that LA(V (k)) converges quickly, in about 20 iterations.

Moreover, we see that the likelihood increases in each iteration and the final likelihood is higher

than the initial point, i.e. the likelihood under the last touch valuation LA(V LT). This is consistent

with our theory. Furthermore, Figure 4a shows how the valuation V evolves for each type of

display. Note that V (xA|[ ])→ 0.5 and V (xB|[xA])→ 0.1 which is consistent with the underlying

model parameters unlike V LT (initial values in Figure 4a). This shows that our proposed method

overcomes the weakness of the last touch method highlighted in the example from Section 1. We

also illustrate the distributional robustness of our label attribution (as opposed to any other label

attribution scheme) in Figure 5. In particular, we change the probability p used to generate the

different history types while keeping the same reward function R. Figure 5 shows that our robust

attribution is not affected by these changes in the generative process. On the other hand, the

valuation computed using V LT changes drastically: the ordering of the valuations between type A

and type B displays even changes as p varies.

Interestingly, in this synthetic setting, using Step 2-b with a logistic regression implementation

gives exactly the same results. Indeed, the setup is simple enough that the logistic regression is

able to perfectly learn the model. Although, we do not report the results both implementations

are available in the code.

2 The code is available here: https://colab.research.google.com/github/criteo-research/

robust-label-attribution/blob/main/Robust_label_attribution_synthetic_dataset.ipynb

https://colab.research.google.com/github/criteo-research/robust-label-attribution/blob/main/Robust_label_attribution_synthetic_dataset.ipynb
https://colab.research.google.com/github/criteo-research/robust-label-attribution/blob/main/Robust_label_attribution_synthetic_dataset.ipynb
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Figure 5 Illustration of distributional robustness guaranteed by Proposition 2.

5.3. “Criteo Attribution Modeling for Bidding” dataset

In this section, we apply our framework to a real dataset with a large feature space. The feature

space size prohibits the use of Step 2-a in Algorithm 1, since each input is unique with very high

probability, as it is often the case in ML problems. In this type of contexts, we often rely on ML

techniques.

5.3.1. Data description. “The dataset represents a sample of 30 days of Criteo live traffic

data. Each line corresponds to one impression (a banner) that was displayed to a user. For each

banner we have detailed information about the context, if it was clicked, if it led to a conversion

and if it led to a conversion that was attributed to Criteo or not. Data has been sub-sampled and

anonymized so as not to disclose proprietary elements” (Diemert et al. 2017). In total, the dataset

contains approximately 16M displays shown to 6M users among which 180K have converted. Each

display has about 20 features including 10 categorical features describing contextual information.

Some other notable features include whether the display was clicked or not and the time since the

last click (see Diemert et al. (2017) for a complete description of the Criteo Attribution Modeling

for Bidding Dataset).

5.3.2. Implementation details. We focus on displays that were clicked –which is a feature in

the dataset– to have a stronger signal and be closer in spirit to the standard last touch benchmark

(see Appendix E for more comprehensive approach). To mitigate the side effects caused by the fixed

window of observation, we remove the histories for which some clicks are missing (such information

can be inferred from the data).

In order to compare our results with existing metrics (see “Performance” paragraph in Sec-

tion 5.3.3 below), we need binary rewards. Consequently, we split each history that triggered

multiple conversions into multiple histories. The resulting dataset contains 16M displays shown to

8M users among which 196K have converted. The ML brick we use in Step 2-b of Algorithm 1 is
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the combination of logistic regression and hashing trick described in Chapelle et al. (2014). The

hashing trick (also referred to as feature hashing) is a machine learning strategy to embed the

feature space into a vector of a controlled size, in our case 213.

5.3.3. Results and discussion. For reproducibility purposes, the code of the experiment is

available online3. We train our model using 80 % of the dataset and test on the remaining 20 %.

The split is done on the user identifiers.

Convergence. We check the convergence of our algorithm using LA(V (k)) as a criterion. Figure 6a

shows that the procedure converges in a few iterations similar to the previous set of experiments.

Figure 6b also illustrates that our solution generalizes to the testing dataset. Note that in order

to get this out of sample performance, we use a regularized logistic regression in Step 2-b of

Algorithm 1. The downside is that it introduces a small bias as can be seen by the non-monotonicity

of the iterates in Figure 6. Nevertheless, we observe a significant improvement compared to the

last touch method.

To put these results in perspective, we additionally tested the sensitivity of our results with

respect to the size of the feature space. Indeed, with the hashing trick, we are embedding our

feature space into a target space whose size can be controlled. Figure 7 illustrates the value of the

additivity likelihood limkLA(V (k)) under different feature space sizes. As expected, the likelihood

of the robust valuation increases with respect to the feature space size. On the other hand, there

is a priori no reason to believe that when increasing the size of the feature space, LA(V LT) also

increases. Indeed, the last touch method, unlike our robust valuation, is not designed to maximize

LA. Somewhat reassuringly, we observe that LA(V LT) also increases with the feature space size. The

striking result is that the improvements of our robust valuation over the last touch valuation are

similar in magnitude to increasing the size of the feature space by a factor five.

Qualitative insights. Having shown that our method is improving the additivity likelihood, we

next try to get some insights into how the proposed valuation is capturing some key elements

of the problem. We discuss two important effects that have been discussed in the literature and

recognised in practice.

The first one is the notion that the effect of a click decays over time. Consequently, it is less

valuable to place an ad immediately after another one has been clicked. Several works have tackled

this problem by making some assumptions on the underlying mechanism at play and hard coding

this decaying effect (Chapelle et al. 2014, Diemert et al. 2017, Zhang et al. 2014). On the contrary,

we do not hard code this relationship into our algorithm, yet our valuation is able to learn this

3 https://colab.research.google.com/github/criteo-research/robust-label-attribution/blob/main/

Robust_label_attribution_Criteo_dataset.ipynb

https://colab.research.google.com/github/criteo-research/robust-label-attribution/blob/main/Robust_label_attribution_Criteo_dataset.ipynb
https://colab.research.google.com/github/criteo-research/robust-label-attribution/blob/main/Robust_label_attribution_Criteo_dataset.ipynb
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(b) Testing set
Figure 6 Convergence LA(V (k)) on the Criteo Attribution dataset.
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(b) Testing set
Figure 7 Additivity likelihood LA on the Criteo Attribution dataset as a function of the features space size.

effect from data. Indeed, we show in Figure 8a the relative difference between the robust and last

touch valuation as a function of the feature “hours since last click”. We observe that the last touch

valuation tends to overestimate the value of an opportunity when a display was just clicked and

our robust valuation is able to correct for this effect. This is coherent with the live experiments

done in Diemert et al. (2017).

Another effect that has been observed in practice is the diminishing marginal effect of ads. As a

user is being exposed to different displays, the incremental benefit of showing an extra ad decreases.

This is similar in spirit to the motivating example in the introduction. This is what we explore in

Figure 8b where we show the relative difference between the robust and the last touch valuation as

a function of the feature “number of clicks before display”. We observe that, compared to the last

touch benchmark, the robust attribution framework drastically reduces the valuation of a display

with the number of preceding clicks.

Performance. Finally, we also evaluate the performance of our approach with the procedure used

in Zhang et al. (2014) for Multitouch Attribution models. This procedure consists in mapping the

conversion probabilities of each display in a given history to a single history’s conversion probability
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(a) Time elapsed since the last user’s click
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(b) Number of clicks already made by the user
Figure 8 Relative variation of the display valuation as function of several features. The robust attribution tends

to lower its valuation on recently exposed users.
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(a) Training set
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(b) Testing set
Figure 9 Mean average precision for the history conversion probability given in Equation (6).

and was first introduced in Dalessandro et al. (2012) as a generative model. The proposed conversion

probability of a history can be written with our notations as follows

P(Rt = 1) =

(
1−

|ht|∏
q=1

(
1−V (xtq | ht[1,...q−1])

))
· δ|h

t| (6)

Here, P(Rt = 1) denotes the probability that a history ht leads to a conversion which is a binary

reward, and for each display in the history ht = [xt1, . . . , x
t
|h|], we identify conversion probability of

xtq with its valuation V (xtq | ht[1,...q−1]). The first term in brackets represents the probability that

at least one display leads to a conversion assuming zero interaction effects. The second term δ|ht|

accounts for the marginally decreasing effect of each ad. Zhang et al. (2014) fixes δ to 0.95. We use

the same value for consistency. We can then compare two models by evaluating how well they rank

the converted histories according to Equation (6). A natural metric in this case is the mean average

precision metric since it summarises the Precision-Recall curve used in Zhang et al. (2014) with a

single value. We present the results as a function of the size of the features space in Figure 9. While

our model was designed to maximize the additivity likelihood, we observe that it also strongly

out-performs the last touch valuation when using this different metric.
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6. Conclusion

In this paper, we introduce the label attribution problem which consists of splitting the reward

given to a bidder for each users into labels for each display opportunity. This is an important step

needed to create a training dataset for most ML algorithm but it is often overlooked in practice.

We formalize this problem and propose an approach to this problem which we call the robust

label attribution. Our method is motivated by an intuitive additivity property and enjoys several

theoretical structural properties. It is also practical and we show how it can be implemented at

the scale required for display advertising. We end this paper by drawing some connections with

related research topics and discuss some important future research directions.

Connection to Shapley value. The notion of Shapley value has been used for the advertiser

attribution problem Singal et al. (2019). This is an appealing approach since the Shapley value of

a coalition game is uniquely defined by four natural and desirable axioms. Note that our proposed

solution satisfies three of these four axioms (linearity, null player and efficiency). It would be

interesting to study if the concept of Shapley value could be applied in our setting and uncover

connections with our proposed solution.

Delay modeling. One limitation of out approach is that it does not explicitly take into account

the time delay between the display (or the click) and the sale, despite the fact that such delay

might be informative on the relative contribution of each past events to the conversion: a 100 day-

old display is less likely to cause a conversion than a more recent display. Several previous works

have developed methodologies to capture time delay in a prediction framework (Zhang et al. 2014,

Chapelle et al. 2014). It would be an interesting extension to combine these ideas with our robust

label attribution methodology.

Causality. Our paper is related to causal statistics. Indeed, observe that if (a) we merge the

advertiser and the bidders into a unique entity, (b) the reward is set as the sum of all conversions,

(c) we add a null event at the beginning of each sequence, then the resulting bid corresponds to

the incremental expected number of sales generated by the interaction.
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Appendix

Appendix A: Proof of Proposition 1

Fix a history h ∈H and display x ∈ D. Recall that bidding V (x|h) is myopic weakly dominant if and only

if in a second price setting, bidding V (x|h) is weakly dominant optimal for any competition profile. For a

given competition profile, assume that the highest bid among competition follows a density g. The optimal

bid V (x|h) must maximize the following∫ V (x|h)

0

(R(h+ [x])− t)g(t)dt+

∫ +∞

V (x|h)
g(t)R(h)dt,

where the first integral corresponds to the set of competition prices where we win the auction and the second

term correspond to competition bids above V . In the latter case, we obtain R(h) because of the missed

opportunity. Writing the first order condition yields

(R(h+ [x])−V (x|h)−R(h))g(V (x|h)) = 0

for any g, hence, bidding V (x|h) is myopic weakly dominant if and only if R(h+ [x])−V (h)−R(h) = 0.

Appendix B: Proof of Proposition 2

We assume for this proof that Proposition 3, whose proof is presented next, holds. By Proposition 3, if V

is myopic optimal, then it is associated with the internal attribution given in Equation (2) which does not

depend on P. We therefore only have to prove the reverse implication which we do next.

Assume that V does not depend on P but only on the reward function R, i.e. there exists an internal

attribution µ such that V = V µ
P = V µ

Q for any other probability distribution Q over H. We begin by showing

that there exists a unique valuation which is distributionally robust, i.e., if we let µ its associated internal

attribution, we must have for any probability P and h∈H

V (h) = V µ
P (h) = EH∼P[µ(|h|,H)|H < h].

The internal attribution defined by Equation (2) is distributionally robust since the expression of µ does

not depend on P which shows existence. We show unicity by contradiction. Assume that there are two such

internal attributions µ1 and µ2. For all P, h and j ≤ |h|, we must have

V (hj |h[1,...,j−1]) = EH∼P[µ1(j,H)|H < h[1,...,j]] = EH∼P[µ2(j,H)|H < h[1,...,j]].

Consider a probability Q such that the weight of all elements H < h[1,...,j] is moved to h[1,...,j]. Then, we

have for all h and j ≤ |h|, µ1(j, h) = µ2(j, h). Note that since the probability Q must satisfy Assumption 2,

a limiting argument yields the result.

To conclude the proof, note that the unique associated valuation is myopic optimal by Proposition 3.
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Appendix C: Proof of Proposition 3

We first assume V satisfies additivity property from Definition 5. For all h ∈ H such that R(h) > 0 and

i∈ {1, . . . , |h|}, let

µ(i, h) =
V (hi | h[1,...,i−1])∑|h|
j=1 V (hj | h[1,...,j−1])

·R(h).

It is clear that µ is a label attribution function as stated in Definition 3. Now, for all h∈H, we have, using

Equation (1),

V µ
P (h|h| | h[1,...,|h|−1]) = EH∼P

[
V (H|h||H[1,...,|h|−1])∑|H|
j=1 V (Hj |H[1,...,j−1])

R(H)

∣∣∣∣∣ H < h
]

= V (h|h| | h[1,...,|h|−1]) ·EH∼P

[
R(H)∑|H|

j=1 V (Hj |H[1,...,j−1])

∣∣∣∣∣H < h
]

= V (h|h| | h[1,...,|h|−1]),

where the last equality follows from the fact that V is additive.

We next show the reverse implication. We assume that the fixed point equation is verified

µ(i, h) =
V
(
hi | h[1,...,i−1]

)∑|h|
j=1 V

(
hj | h[1,...,j−1]

) ·R(h).

Using the associated valuation definition, we have for all (x,h)∈D×H,

V µ
P (x|h) = EH∼P [µ(|h|+ 1,H) | H < h+ [x] ] .

Consequently, for all h∈H and i∈ {1, . . . , |h|}, we obtain

|h|∑
j=1

V
(
hj | h[1,...,j−1]

)
=

|h|∑
j=1

EH∼P
[
µ(j,H)

∣∣ H < h[1,...,j]

]
=

|h|∑
i=1

EH∼P

[
V
(
hi | h[1,...,i−1]

)∑|h|
j=1 V

(
hj | h[1,...,j−1]

) ·R(h)
∣∣ H < h[1,...,i]

]
=R(h),

where we obtain de last equality by interchanging the expectation and sum operators. This concludes the

proof.

Appendix D: Proof of Proposition 4

To prove the convergence of the iterative procedure defined in Equations (3)-(4), we show that it corresponds

to the iterates of a majorize-minorize (MM) algorithm. We remind the reader of the MM philosophy and

refer to Hunter and Lange (2004) for more details. An MM algorithm aims at finding the maximizer θ∗ of

a function f(θ). For that purpose, a surrogate function g(θ|θ̂) that depends on a current estimate θ̂ and is

typically easier to maximize is identified and maximized instead. The key is to choose a surrogate function

that minorizes the objective function. A typical iteration of the MM algorithm can be written as follows.

Given an estimate θ(m), we let

θ(m+1) = arg max
θ

g(θ|θ(m)).
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The procedure is guaranteed to converge to a local maximum of f as long as the following are satisfied: (1)

f(θ) is concave, (2) g(θ(m)|θ(m)) = f(θ(m)), and (3) g(θ|θ(m))≤ f(θ),∀θ. We show that our iterative procedure

is a special case of an MM algorithm by letting for all V :D×H 7→R+,

f(V ) =EH∼P

R(H) · ln

 ∑
q∈{1,...,|H|}

V
(
Hq|H[1,...,q−1]

)− ∑
q∈{1,...,|H|}

V
(
Hq|H[1,...,q−1]

) ,
g(V |V̂ ) =EH∼P

[ ∑
j∈{1,...,|H|}

{
V̂
(
Hj |H[1,...,j−1]

)
·R(H)∑

q∈{1,...,|H|} V̂
(
Hq|H[1,...,q−1]

) · ln
V (Hj |H[1,...,j−1])

V̂ (Hj |H[1,...,j−1])

∑
q∈{1,...,|H|}

V̂ (Hq|H[1,...,q−1])


−V (Hj |H[1,...,j−1])

}]
.

Since the space of histories is finite, V can always be mapped to a finite dimension vector. We do however

keep the function notation for simplicity. First, note that f is strictly concave as a linear combination of

concave functions. Second, observe that for all V ,

g(V |V ) =EH∼P

[ ∑
j∈{1,...,|H|}

{
V (Hj |H[1,...,j−1]) ·R(H)∑
q∈{1,...,|H|} V (Hq|H[1,...,q−1])

· ln

V (Hj |H[1,...,j−1])

V (Hj |H[1,...,j−1])

∑
q∈{1,...,|H|}

V (Hq|H[1,...,q−1])


−V (Hj |H[1,...,j−1])

}]

=EH∼P

[
R(H) · ln

( ∑
q∈{1,...,|H|}

V (Hq|H[1,...,q−1])

)
·

∑
j∈{1,...,|H|}

V (Hj |H[1,...,j−1])∑
q∈{1,...,|H|} V (Hq|H[1,...,q−1])

−
∑

j∈{1,...,|H|}

V (Hj |H[1,...,j−1])

]
=f(V ).

Third, the inequality f(V )≥ g(V |V̂ ) follows by using the concavity of the logarithm and Jensen inequality

on the random variable X which take value

V (Hj |H[1,...,j−1])

V̂ (Hj |H[1,...,j−1])
·

∑
q∈{1,...,|H|}

V̂ (Hq|H[1,...,q−1])

with probability V̂ (Hj |H[1,...,j−1])/
∑

q∈{1,...,|H|} V̂ (Hq|H[1,...,q−1]). Finally, for any V̂ , we have

argmaxV g(V |V̂ ) = V
µ
V̂

P by Lemma 1 below. Using Hunter and Lange (2004), we conclude that the sequence

of V (k) corresponds to the iterates of an MM algorithm with strictly concave criteria, and hence converges.

This concludes the proof of Proposition 4.

Lemma 1. For any V̂ : H 7→R, arg maxV g(V |V̂ ) = V
µ
V̂

P .

Proof. Since g(V |V̂ ) is concave in V , it suffices to show that V
µ
V̂

P satisfies the first order condition. In

particular, for any (x,h)∈D×H,

∂g(V |V̂ )

∂V (x|h)
=

∂

∂V (x|h)

(∑
t

P(t) ·
∑

j∈{1,...,|t|}

{
V̂ (tj |t[1,...,j−1]) ·R(t)∑
q∈{1,...,|t|} V̂ (tq|t[1,...,q−1])

· ln

V (tj |t[1,...,j−1])
V̂ (tj |t[1,...,j−1])

∑
q∈{1,...,|t|}

V̂ (tq|t[1,...,q−1])


−V (tj |t[1,...,j−1])

})
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Note that h appears in the inner sum if and only if t< h+ [x]. Therefore, we can write

∂g(V |V̂ )

∂V (x|h)
=

∂

∂V (x|h)

( ∑
t<h+[x]

P(t) ·

{
V̂ (x|h) ·R(t)∑

q∈{1,...,|t|} V̂ (tq|t[1,...,q−1])
· ln

V (x|h)

V̂ (x|h)

∑
q∈{1,...,|t|}

V̂ (tq|t[1,...,q−1])


−V (x|h)

})
.

Exchanging the derivative and sum operators yields

∂g(V |V̂ )

∂V (x|h)
=

∑
t<h+[x]

P(t) ·

{
V̂ (x|h) ·R(t)∑

q∈{1,...,|t|} V̂ (tq|t[1,...,q−1])
· 1

V (x|h)
− 1

}
.

Setting the above to zero for the first order condition then implies that for all (x,h)∈D×H, we have

V (x|h) =
1∑

t<h+[x]

P(t)
·

 ∑
t<h+[x]

P(t) · V̂ (x|h) ·R(t)∑
q∈{1,...,|t|} V̂ (tq|t[1,...,q−1])


=EH∼P

[
V̂ (x|h)∑

q∈{1,...|H|} V̂ (Hq|H[1,...,q−1])
·R(H)

∣∣H < h+ [x]

]
= V

µ
V̂

P (x|h).

This concludes the proof. �

Appendix E: Extension

In this section, we present a generalization of the framework presented in Section 3 that can capture more

realistic settings. In particular, we introduce the notions of ex-ante myopic optimality and ex-post qualifiers.

To motivate our extension, we begin with an example that highlights a key limitation of our robust label

attribution algorithm.

E.1. Buyers are clickers

For simplicity, assume that all conversions produce a reward from the advertiser. Consider a model where

the bidder interacts with the user via identical displays but can also track whether the user clicks on the

display or not. These events contain important information and should inform the label attribution. For

instance, imagine, in an extreme case, that the population is made of two types of users. A user of type A,

upon seeing the ad, clicks on the ad and converts with probability 1. On the other hand, a user of type B

never clicks on any ads but may convert after seeing at least two ads with probability 0.1. We denote by ρ

the proportion of users of type A in the population. Being able to capture this extra information (the fact

that a display is clicked or not) is crucial in this example since it allows the bidder to identify the type of a

user. We next explain why this information cannot be captured with the framework presented in Section 3.

Let x be the only possible display. The probability that the bidder gets a reward after just one display

is the proportion of users of type A in the global population: R([x]) = ρ. The probability to get a reward

after the second display is R([x,x]) = ρ+ 0.1 · (1−ρ). Using the robust label attribution without taking into

account the click information, we obtain by the additivity property that we should bid V ([x,x]) = 0.1 · (1−ρ)

for the second display, no matter whether the first display was clicked or not. This is clearly not optimal
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since the marginal contribution of the second display directly depends on whether or not the first display

was clicked and ideally, the bid for the second display should be zero for users of type A.

The solution to this paradox is quite simple and intuitive: when evaluating the second display, one should

take into account whether the first display was clicked or not. Note that the click event happens after

the first display has been evaluated and consequently, our current framework cannot incorporate this extra

information. We next present a more general framework that is able to capture this type of extra information.

Note that we use a click event in the example but any other relevant event could also be captured.

E.2. Ex-post qualifier and ex-ante valuation

In the following, we introduce two concepts that allow adapting the robust label attribution to a very large

class of generative models. We assume that there exists a finite number of events that can occur between

two displays. Examples of such event include “the display has been clicked” or “10 minutes elapsed since the

display was shown”. Without loss of generality, since we can always redefine the set of events, we can assume

that exactly one event occurs between two displays. We call those events ex-post qualifiers since they happen

after the display they are associated with and denote the set of ex-post qualifiers by Q. We can now define a

qualified display as a pair (x, q) where x∈D and q ∈Q. Let HQ be the set of nonempty sequences of elements

of D×Q. A valuation V is now a function from D×Q×HQ to R+ such that for all (x, q,h) ∈D×Q×HQ,

V ((x, q)|h) represents the expected value of the qualified display (x, q) given the history h.

If we apply the robust label attribution framework to these qualified displays, we recover the robust

valuation V and the robust label attribution µ. However, the valuation V cannot be used directly since we

do not have access to the ex-post qualifiers at bidding time (we do not know if the display is going to be

clicked or not). To account for possible ex-post qualifiers, we simply average on the possible realizations of

the ex-post qualifier. We assume that we are given a probability distribution on the ex-post qualifiers. More

precisely, for (x, q,h) ∈D×Q×HQ, let p(q|h,x) be the marginal probability that the display x is qualified

by the ex-post qualifiers q conditioned on h when x is the last display.

Definition 6 (Ex-ante valuation). For any valuation V :D×Q×HQ→R+, let Ṽ :D×HQ→R+ be

the ex-ante valuation associated to V defined for all (x,h)∈D×HQ as

Ṽ (x|h),Eq∼pV
(
(x, q)|h

)
=
∑
q∈Q

p(q|h,x) ·V
(
(x, q)|h

)
(7)

E.3. Generalized robust label attribution

We can adapt our main theoretical results as follow.

Corollary 1. The following are equivalent:

1. Optimality: The ex-ante valuation Ṽ associated to V is myopic optimal

2. Additivity: For all h∈HQ and (x, q)∈D×Q,

V ((x, q)|h) =R(h+ [(x, q)])−R(h), (8)

3. Distributional robustness: V does not depend on P but only on the reward function R,

4. Fixed-point characterization: V is the associated valuation of the label attribution µ defined for all

h and i∈ {1, . . . , |h|} as

µ(i, h) =
V (hi|h[1,...,i−1])∑|h|
j=1 V (hj |h[1,...,j−1])

·R(h), (9)
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E.4. Revisiting the “Buyers are clickers” example.

In this example, the robust valuation of a first display qualified by a click (resp. non clicked display) is 1

(resp. 0). Note that for the second display, there is no more qualifier so the robust valuation is equal to the

ex-ante valuation. By the additivity property, if the first display was clicked, which we denote by the ex-post

qualifier c, the robust valuation of the second display satisfies 1 +V
(
x|(x, c)

)
= 1, and if the first display was

not clicked 0 +V
(
x|(x, c̄)

)
= 0.1. Hence, we obtain V

(
x|(x, c)

)
= 0 and V

(
x|(x, c̄)

)
= 0.1.

Last, observe that denoting by p the probability that the user clicks on the first display, the ex-ante

valuation of the first display is Ṽ (x) = 1 · p+ 0 · (1− p) = p.
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