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Abstract. Manual identification of foraminiferal morphospecies or morphotypes under stereo microscopes is
time consuming for micropalaeontologists and not possible for nonspecialists. Therefore, a long-term goal has
been to automate this process to improve its efficiency and repeatability. Recent advances in computation hard-
ware have seen deep convolutional neural networks emerge as the state-of-the-art technique for image-based
automated classification. Here, we describe a method for classifying large foraminifera image sets using convo-
lutional neural networks. Construction of the classifier is demonstrated on the publicly available Endless Forams
image set with a best accuracy of approximately 90 %. A complete automatic analysis is performed for benthic
species dated to the last deglacial period for a sediment core from the north-eastern Pacific and for planktonic
species dated from the present until 180 000 years ago in a core from the western Pacific warm pool. The rela-
tive abundances from automatic counting based on more than 500 000 images compare favourably with manual
counting, showing the same signal dynamics. Our workflow opens the way to automated palaeoceanographic
reconstruction based on computer image analysis and is freely available for use.

1 Introduction

Foraminifera are cosmopolitan unicellular marine protists
that secrete unique carbonate shells, mostly on the submil-
limetre scale, that accumulate on the ocean floor, forming
kilometres of carbonate sediment oozes. This long geological
record gives foraminifera a variety of geological uses, such as
in palaeoceanographic studies. For example, sediment cores
provide a record of foraminiferal species composition and
abundance over time, and the presence of a species can be
used to date marine sediments for biostratigraphy. The rela-
tive and absolute abundances of different species, along with
their morphometric characteristics and geochemical compo-
sition, have been used for decades as proxies for reconstruct-
ing past climate conditions, such as the temperature, oxygen
concentration and salinity of oceans (e.g. Kucera, 2007). In
pre-Quaternary studies, the ability of foraminifera records to
track environmental changes make them widely used in bio-

facies definitions, a powerful tool to understand the structure
of sedimentary deposits and their evolution through time.
Their wide range of evolutionary rates are also an asset used
for biostratigraphical studies, and planktonic foraminifera
count among the main markers of the geological timescale
(Gradstein et al., 2012). Lastly, the extremely wide range of
environments colonized by foraminifera, from the deep sea
to the shallow shelves and the oligotrophic surface ocean,
emphasizes their critical importance for any palaeoenviron-
mental or palaeobathymetric studies.

1.1 Automated identification

The processes required for acquiring foraminifera records
necessitate the identification of target species or morpho-
types. However, this is often a time consuming manual pro-
cess that needs to be performed by experts and requires
advanced training. Typically, a sediment sample containing
thousands of particles is placed under a microscope, through
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which a researcher visually identifies, counts and, in some
applications, manually selects specimens of interest, usu-
ally at the species level. It can take many months or more
to collect enough specimens, even from a single species,
for a high-resolution geochemical analysis of a sedimentary
record, for example.

Robust, automatic identification of foraminifera and other
micro-organisms such as coccolithophorids and diatoms has
thus been a subject of research over the last few decades
(e.g. Liu et al., 1994; Culverhouse et al., 1996; Beaufort and
Dollfus, 2004; Pedraza et al., 2017). The goal is to speed
up the identification process to reduce the time and cost of
high-resolution studies and improve the reproducibility of
classification, which can vary among researchers and is af-
fected by experience level (Fenton et al., 2018). Shells of
planktonic foraminifera retrieved from sediments are gener-
ally whitish and nontransparent, in contrast to living spec-
imens, although some species continue being transparent as
fossils. The specificity of the calcite in dead shells has the ad-
vantage of high contrast on black backgrounds, making them
ideal for optical imaging, yet some morphological features
(internal or opposite to the field of image acquisition) cannot
be seen due to this opacity.

Many approaches to the automatic classification of marine
microfossils have been investigated. Morphological features
obtained from image processing have been combined with
rule-based (Yu et al., 1996), statistical (Culverhouse et al.,
1996) or artificial neural network (ANN) classifiers (Simp-
son et al., 1992; Culverhouse et al., 1996, 2003; Hibbett,
2009; Schulze et al., 2013), while images are directly input
into systems such as the fat neural network used in SYRACO
(Dollfus and Beaufort, 1999; Beaufort and Dollfus, 2004)
and the convolutional neural network (CNN) used in COG-
NIS (Bollmann et al., 2005), or both images and morphology
are combined (Barbarin, 2014). Of these methods, neural net-
works have shown superior performance to other statistical
methods (Culverhouse et al., 1996). However, early attempts
consisted of shallow CNNs with few convolutional layers
that were time consuming to train, e.g. 30 h for COGNIS on
a 2000-image dataset (Bollmann et al., 2005), preventing an
in-depth analysis of the robustness of those algorithms.

1.2 Deep convolutional neural networks (CNNs)

Recent developments in computing power have reduced the
computation time of CNNs (Schmidhuber, 2015). At the
same time, problems such as overfitting (Hinton et al., 2012),
where a CNN gives good accuracy on training images but
not when applied to new unseen images, and vanishing gra-
dients (He et al., 2016a), where deep networks with many
layers do not converge to a solution during training, have
been addressed. This progress has allowed the construction
of deeper networks (more layers) using larger images (e.g.
He et al., 2016a, b; Zagoruyko and Komodakis, 2016), and
since 2012, the performance of deep CNNs on common eval-

uation datasets has surpassed engineered features (e.g. mor-
phology) (Krizhevsky et al., 2012) and is on par with hu-
man performance (Russakovsky et al., 2015). Current popu-
lar networks include VGG (Simonyan and Zisserman, 2015),
Inception (Szegedy et al., 2015, 2016), ResNet (He et al.,
2016a, b; Zagoruyko and Komodakis, 2016; Xie et al., 2017)
and DenseNet (Huang et al., 2017).

As a consequence, much research into using deep CNNs
to automate image processing tasks in other fields is being
performed. In the foraminifera domain, one current approach
is using transfer learning with pre-trained ResNet and VGG
networks to classify foraminifera images coloured according
to 3D cues from 16-way lighting (Zhong et al., 2018; Mitra
et al., 2019). Hsiang et al. (2019) constructed a large plank-
tonic foraminifera image set, Endless Forams, consisting of
over 27 000 images classified into 35 species classed by mul-
tiple expert taxonomists. They then applied transfer learning
using the VGG network to compare CNN-based classifica-
tion of this dataset with human performance.

At CEREGE, we have been building on the previous work
done with the SYRACO system to develop deep CNN clas-
sification systems for use in our microfossil sorting machine,
MiSo (patent pending). The application is 2-fold; firstly we
wish to identify images so that the machine can physically
separate any particle into different species or morphotypes
for further analysis. Secondly, we want to classify images
from large foraminifera datasets to perform species or mor-
photype counts and abundance calculations.

In this study, we detail our method for automated classifi-
cation of foraminifera images, with application to large im-
age sets obtained from sediment cores. The method is also
applicable to other single-particle classification tasks. It con-
sists of five steps: (i) acquisition of images, (ii) curation of a
training image set, (iii) preprocessing the images, (iv) train-
ing of a CNN and eventually (v) application of the CNN to
classify a larger foraminifera image set. In Sect. 2 we ex-
plain the steps of this method, which are applied to the End-
less Forams planktonic image set in Sect. 3.1. We finally
compare human-based counting with the CNN approach on
large datasets (> 500 000 images) in Sects. 3.2 and 3.3 by in-
vestigating benthic foraminifera and planktonic foraminifera
fauna in a set of late Pleistocene equatorial Pacific sediment
cores.

2 Methods

2.1 Image acquisition

The first step in our automated analysis method (Fig. 1) is
to acquire images. The samples to be analysed are sieved to
the desired size range, e.g. 150 µm to 1 mm, and then split
into approximately 3000 particles each. Each sample is either
spread onto a micropalaeontological slide and imaged with
an automated microscope and stage or processed into images
using the microfossil sorting and imaging machine (MiSo)
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Figure 1. Schematic of the foraminifera classification workflow.

at CEREGE (patent pending). For the imaging system, in
both cases we use a 4× magnification telecentric lens (VS-
TCH4) projecting onto an image sensor with 3.45 µm wide
square pixels (Basler acA2440-35uc) and illuminated with a
white ring light at 30◦ illumination angle (VL-LR2550W).
This gives images with an approximate resolution of 1159.4
pixels per millimetre. Importantly, the same camera expo-
sure, gain and white balance are used for all images, typi-
cally 3000 ms exposure, 0 dB gain and a ratio of 1.8 red : 1.0
green : 1.4 blue for the white balance. The depth of field of
our telecentric lens is approximately 90 µm and not enough
to capture most foraminifera entirely in focus. Therefore fus-
ing of multiple images at different focus depths (Z stack) is
employed. Either the HeliconSoft commercial image stack-
ing software (e.g. Helicon Focus 7) or our own custom algo-
rithm is used to fuse the image into a single full-focus image
(Fig. 2). A separation of 70 µm between images is used for
the stack.

Each foraminifera particle is then cropped into an indi-
vidual image. Since foraminifera are generally bright white
particles, a mask is found using binary segmentation of the
image intensity by comparing it to a fixed background thresh-
old – or a dynamic background model in the case of out MiSo
machine (Fig. 2c). The mask is smoothed using a morpho-
logical opening and then separated into candidate regions of
connected pixels. Regions that are too small or too locally
concave, thus not representative of a foraminifera shape, are
removed. The remaining candidate regions are considered to
represent particles. The centre of mass (CoM) and the max-
imum radius between the CoM and the perimeter are calcu-
lated. Each particle is then segmented by cropping a square
image centred at the CoM and with side length approxi-

mately 2.2 times the maximum radius (Fig. 2d). This ensures
the particles appear at roughly the same relative size in the
images, with enough of a buffer between the particle and the
image border to clearly define its edges. It also ensures that
there is enough space to enable rotation of the particle within
the image without any parts of the particle clipping the edges
of the image. Note that if using images from other sources,
e.g. the Endless Forams database (Hsiang et al., 2019), any
extra regions with non-photographed information, such as
added white regions with metadata text, are removed.

2.2 Training set creation

Supervised training of CNNs involves feeding in batches of
images that are labelled with the correct class, typically by
a human expert familiar with the domain. The CNN learns
to generate the correct label for each image and training is
complete when the classification error no longer improves.
Curation of the set of training images is therefore important
for eventual classification accuracy. The training set should
aim to contain all the classes that we expect to encounter
in the foraminifera images to be classified. Furthermore, it
should cover the intra-class variations that may be present,
such as variation in particle appearance caused not only by
the natural intraspecific morphological variability and grada-
tion, but also by post mortem effects on the shell such as
widely variable preservation figures ranging from dissolu-
tion, over-crusts, infillings, damage, fragmentation, etc., to
artefacts of sample preparation (residual clays or nano-ooze
in poral spaces or in apertures). The training set also has to
account for variations in the pose of the particle akin to the
aspect, for example umbilical, dorsal or lateral view, rotation
in the 2D image plane for a particular aspect, and position
and size of the particle in the image. Lastly, the training set
has to include any variation within the imaging system, such
as brightness, contrast and colour shift, which may be due
to camera parameters, lighting brightness, colour and angle,
objective distortion or nonuniformity across the field of vi-
sion, resolution and detail of the images, artefacts composed
of other objects, or background details such as a nonuniform
tray surface.

With these caveats in mind, rather than trying to create a
single universal foraminifera classifier, we create classifiers
(and thus training sets) on a per-core, per-site or, eventually,
per-basin basis, akin to regional transfer function schemes
(e.g. CLIMAP, 1981). This ensures that the CNN is trained
on the species or morphotypes that are specific to that core
and that the images are taken using the same acquisition sys-
tem and camera parameters so that foraminifera specimens
are presented with similar luminosity on the same back-
ground. As such, a training set is chosen by one of two meth-
ods:
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Figure 2. The image acquisition process. Raw images form a (a) Z stack which is fused into (b) an in-focus image, from which (c) a
segmentation mask is calculated and (d) the foraminifera particle is cropped.

1. the first uses images from a few representative samples
of the sediment core being analysed or those from sim-
ilar locations;

2. the second uses a random subset of the images from all
the samples in the larger sediment core image set.

Images are then labelled with the aid of the ParticleTrieur
software developed at CEREGE. Initially, images are la-
belled and new classes created as different species or mor-
photypes are identified. As labelling progresses, the number
of images in each class is monitored, and low-count classes
are checked to make sure that the spectrum of morphological
variability is covered. If there are not enough images in a par-
ticular class, more are added to the training set. As a general
rule, we aim for at least 200 images in each class, covering
all the typical aspects (dorsal, lateral etc.), although it can be
difficult to find enough images for some rare classes. Once
labelled, the images are exported in JPEG format into direc-
tories, one for each class. These form the training image set.

2.3 CNN selection

Once the training set has been labelled, it is used to train a
CNN classifier. We use two different CNN topologies:

1. a fast-to-train transfer learning approach that is possi-
ble to run on a computer without a high-end graphics
processing unit (GPU), and

2. a slower-to-train custom full-depth CNN requiring a
computer with a dedicated machine learning GPU that
is more accurate and classifies faster.

The transfer learning approach is advantageous to get a base-
line estimation of the classification accuracy for each class in
the training set. From this, any modifications or additions can
be made, for example, checking the labelling or adding more
image of a class with low accuracy. Once satisfactory results
are obtained, the full-depth CNN is then trained as it is more
accurate and classifies faster, meaning that large datasets can
be processed more quickly.

2.3.1 Transfer learning

Transfer learning has been employed in other foraminifera
classification methods using CNNs, such as in Mitra et al.
(2019), Zhong et al. (2018) and Hsiang et al. (2019). Our
method takes a slightly different approach in order to speed
up training significantly. Firstly, we create a head network,
with a ResNet50 (He et al., 2016a) CNN pre-trained on the
ImageNet (Deng et al., 2009) database at its core. It consists
of a set of transform layers to convert images in the range [0,
1] to the range expected according the preprocessing used
in ImageNet pre-training, followed by a cyclic slice layer
(Dieleman et al., 2016), then the ResNet50 network with fi-
nal dense layers removed and replaced with a global average
pooling layer, and finally a cyclic pooling layer. Given an
image input, the head network outputs a size 2048 feature
vector. Secondly, we create a tail network, using the same
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configuration as Zhong et al. (2018) and Mitra et al. (2019),
consisting of a dropout layer (Hinton et al., 2012) with keep
probability 0.05, size 512 dense layer, dropout layer with
keep probability 0.15, size 512 dense layer and then a final
dense layer with softmax activation for the class predictions.

The head network is used to generate a feature vector for
every image in the training set. These feature vectors are then
used to train the simple two-layer tail network. Because train-
ing is restricted to the tail network, only one forward pass
through the computationally intensive ResNet50 network is
required – when creating the vectors. This means training
progresses very quickly. The cyclic layers (Dieleman et al.,
2016) are added to give the network some invariance to ro-
tation. Foraminifera images contain many structural features
that are repeated at various locations, differing only by their
orientation, such as edges at the particle boundary, lines de-
lineating chambers, corners where chambers meet and so on.
The cyclic slice layer creates four parallel paths correspond-
ing to rotations of the image of [0, 90, 180, 270◦], while the
cyclic pooling layer chooses the maximum response from
each of these. In this way, the network is invariant to 90◦

rotations of the image.
After training is complete, the head and tail networks are

joined to create a single network suitable for application to
images.

2.3.2 Full-depth CNN

We also created a custom compact CNN that adapts to input
image size, has only one tuneable parameter and also makes
use of cyclic layers. The motivation was that other commonly
available topologies are quite large and intensive to train,
having been designed with the ImageNet dataset in mind.
Our design, called Base-Cyclic, uses convolutional units con-
sisting of a 3 × 3 convolutional layer followed by batch nor-
malization layer and rectified linear activation (ReLU) (Nair
and Hinton, 2010). The convolutional layers are initialized
using the method of He et al. (2015) as this was found to
improve training convergence. Two convolutional units are
combined into a block, with a 2× 2 max pooling layer at the
end. A network consists of N sequential blocks, the number
of which,N , is proportional to the input image size according
to N = log2(image width)− 2, which is then rounded to the
nearest integer. For example, a CNN for size 128×128 image
inputs would use five blocks. The layers in each block have
twice the number of filters as the previous block. The out-
put of the final block is flattened and passed into a dropout
layer with a keep probability of 0.5. The dropout layer acts to
prevent overfitting of the training data (Hinton et al., 2012).
Following dropout is a 512-length dense layer with ReLU ac-
tivation and then the final dense layer with softmax activation
and the same dimension as the number of classes.

A cyclic slice layer is inserted after the image input, and
after each convolutional block, the output of each path is ro-
tated back, combined and sliced again (cyclic roll). Then,

Figure 3. Topology of the Base-Cyclic CNN for an input image
size of 64pixels× 64pixels and eight filters in the first block.
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after the first dense layer, the four paths are combined by
choosing the maximum value from each path (cyclic pool).
In this type of network, the cyclic layers remove the need for
the convolutional layers to learn the same features at multiple
orientations and, thus, reduce the number of filters required
by 4 times. As a result, we use only eight filters in the first
layer.

2.3.3 Input dimensions

A final consideration in the topology is the input dimensions
of the images fed to the CNN. As foraminifera can appear at
any 2D rotation in a slide image and, thus, have no dominant
orientation, we use a square-shaped input. The input dimen-
sions are also determined by the image resolution; using a
size greater than the maximum size of the images will require
magnification and therefore adds no new information. On the
other hand, reducing the input size is useful as it means faster
calculations and thus faster training. This may result in an ac-
curacy penalty if important image features needed to discrim-
inate classes, such as pore texture or secondary apertures, are
lost.

Unless colour is a discriminating feature in the image set,
we prefer to use single channel (greyscale) images where
possible, as it removes colour variations that may adversely
affect classification, for example when applying the network
to another image set with a different colour balance. As a
result, for the ResNet50 transfer learning approach, we use
greyscale images with size 224× 224, while for the Base-
Cyclic full network approach we use greyscale images with
size 128× 128.

2.4 Training

The CNNs are trained using cross-entropy loss on the pre-
dicted labels. We randomly select 80 % of the training image
set for training, with the remaining 20 % used for validation,
and feed the images in batches of 64. Adam (adaptive mo-
ment) optimization (Kingma and Ba, 2014) is employed to
update the network parameters, using an initial learning rate
of 0.001, as this has been found to be good starting point for
other image sets (Wilson et al., 2017). Training is performed
using code written in the Python programming language and
using the TensorFlow v1.14 library (Abadi et al., 2016).

Three parameterless preprocessing steps are applied to the
images before training (or inference). (i) The image intensity
is rescaled into the range to [0,1], i.e. an 8 bit image is divided
by 255 and a 16 bit image by 65 535, which removes variance
due to bit depth. (ii) Any non-square images are padded sym-
metrically to make them square. A constant padding fill value
is used, equal to median value of all the pixels lying on the
edge of the image. The edge pixels are used because they are
normally background pixels due to the foraminifera particle
being located in the centre of the image. (iii) The square im-

age is resized to the input dimensions of the network, using
bilinear interpolation.

When using full network training, augmentation trans-
forms are applied to images during the training stage to in-
crease the robustness of the CNN (e.g. Simard et al., 2003)
to image variations. We apply augmentation to simulate some
of the variances that arise from the foraminifera imaging sys-
tem; it is performed in parallel on a GPU during training and
does not noticeably increase training time. An augmented
image, Î is created from the original image I using the fol-
lowing transformations:

1. a random rotation between 0 and 360◦;

2. a random gain (β; brightness) chosen from
{0.8,1.0,1.2} applied using the formula Î = I ×β;

3. a random gamma (γ ; contrast) chosen from
{0.5,1.0,2.0} applied using the formula Î = I γ .
This requires the input images to be in the range [0,1];

4. a random zoom chosen from {0.9,1.0,1.1}. Values
above 1.1 are not use as they would clip the particle in
the image.

The training loss function is also weighted inversely ac-
cording to the count of images in each class. This is to en-
sure the CNNs do not overfit on the classes with more nu-
merous examples and to boost the accuracy on the more rare
foraminifera that may not be very abundant. The weighting
per class is given by the geometric mean of all the class
counts divided by the individual class count:

wi =
n
√
k1k2. . .kn

ki
, (1)

where wi is the weight for class i, and ki is the class count.
The weight values are clamped at a minimum of 0.1 and max-
imum of 10 so that the range of values is not too extreme.

We employ a periodic decrease in learning rate as this
tends to increase classification accuracy (e.g. He et al.,
2016b). An automated method is used to scheduling learn-
ing rate drops and stop training, as this removes the need to
tune the number of training iterations. The method is based
on the approach used in the dlib library (King, 2009). The
loss, yi , after each training batch xi in the last n batches, with
index i ∈ {0. . .n−1}, is modelled as a linear function with the
slope, m, and intercept, c, corrupted by Gaussian noise, ε:

yi =mxi + c (2)
ŷi = yi + εi . (3)

The slope m̂ of the noisy loss signal of the last n values is a
Gaussian random variable with the distribution

N
(
m,

12σ 2

n3− n

)
, (4)
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where

σ 2
=

1
n− 2

n−1∑
n=0

(yi − ŷi)2. (5)

The probability, P , of the true slope (m) being below 0,
which indicates that the training score is improving, is given
by the Gaussian cumulative distribution function:

P (m< 0)=8

−m̂
√
n3
− n

12σ 2

 , (6)

where m̂ is found using a linear regression over ŷ.
After each batch, we calculate P ; if P < 0.51, we assume

that training is no longer improving and drop the learning
rate by half. Calculation of P is then paused until another n
batches have been processed. This process is repeated a spec-
ified number of times (drops) after which training is stopped.
We express the number of batches in terms of number of
epochs (complete run through the training set):

n= L
training set size

batch size
, (7)

where L is the number of epochs. Thus, changing the size of
a batch does not affect the actual number of images consid-
ered when calculating P . The number of epochs and drops
are tuned to the training set, and we find that those with
large numbers of images per class require fewer epochs. For
smaller training sets (< 5000 images with fewer examples
per class), we use 40 epochs and four drops. For larger sets,
the number of epochs is reduced (e.g. 10 epochs for> 10 000
images). More drops are added if the noise in the validation
accuracy is still significant after four drops. Henceforth, we
refer to our automatic learning rate scheduler as ALRS.

At the end of training, the network is “frozen”, whereby
trainable variables are replaced with constants and saved in
protobuf format. An XML file is created with metadata about
the network, such as the input size and class names, so that
all the information necessary to be able to use the network for
classification is present; thus, the CNN can be readily shared
with other users. Note that an optional step is to train the
entire image set (both training and validation) on the best-
performing network. Since there are no validation images
the accuracy cannot be measured; however, one would ex-
pect that the extra images should improve classification per-
formance on new images.

2.5 Evaluation

The remaining random 20 % subset of training data is used
to validate the performance of the trained CNN. We calculate
the following classical measures.

– Overall accuracy – the percentage of images in the
validation set that were correctly classified by the

CNN; higher accuracy means better classification per-
formance; we also calculate some per-class measures
and report them averaged over all classes.

– Precision: the percentage of images identified into
a class that actually belong to the class;

– Recall: the percentage of images in a class that were
correctly identified (per-class accuracy); and

– F1 score: the average of precision and recall.

– Training time – the time to train the network, including
feature vector calculation in the case of transfer learn-
ing; a long training time can reduce the efficiency of the
workflow, especially during a hyper-parameter search
where training is performed multiple times; networks
with very short training times may be possible to train
on a computer without a GPU;

– Inference time – the time to classify a single image;
longer inference time means longer to classify large im-
age sets.

2.6 Classification

Finally, the chosen trained network is used to classify the
larger image set. The images are arranged into folders by
depth. Each is preprocessed as for training (Sect. 2.1) and
passed through the CNN to calculate the softmax output of
the final layer. The output is a vector of prediction scores, one
for each class, ranging from 0 to 1, with all scores adding to
one. We consider a score above a fixed threshold as a positive
classification for the class. If no scores are above the thresh-
old, the image is classed as “unsure”. The threshold must be
chosen from the range (0.5, 1.0] as then only one class will
be above the value. We use a threshold of 0.8.

3 Results

3.1 Ablation study on Endless Forams

An ablation study was performed to investigate different
CNN topologies and their parameters for foraminifera clas-
sification, using the large, publicly available Endless Forams
core-top planktonic foraminifera image set (Hsiang et al.,
2019). All images of this database have been congru-
ently assigned to one species by a set of independent tax-
onomists, providing a unique benchmark for recent plank-
tonic foraminifera. The image set consists of 27 729 colour
images in 35 species classes, ranging from four specimens
(Globigerinella adamsi) to 5914 specimens (Globigerinoides
ruber) in each class. We excluded five classes, Globiger-
inella adamsi (4), Globigerinita uvula (7), Tenuitella iota (8),
Hastigerina pelagica (13) and Globorotalia ungulata (25)
because they had less than 40 images, meaning that only
one to eight images are available for validation and, thus,
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are likely not reliable measurements. Each image was pre-
processed to remove the white metadata panel at the bot-
tom of the image and the black border around the par-
ticle, so that only the real photographic part of the im-
age remained, then padded to make them square using the
method outlined in Sect. 2.1. The processed images are
available for download from https://github.com/microfossil/
datasets-and-models (last access: 2 October 2020).

Both the transfer learning (Sect. 2.3.1) and full network
training (Sect. 2.3.2) approaches were investigated. Training
was run using TensorFlow 1.14 and Python 3.7, on a Win-
dows 10 desktop computer with NVIDIA RTX 2080 Ti GPU,
AMD Ryzen 2700X CPU, Sandisk 970 EVO SSD and 32 GB
of RAM.

3.1.1 Transfer learning

A first experiment was performed on the choice of network to
use as the core of the transfer learning method (Sect. 2.3.1),
excluding the cyclic layers. Colour images at the default size
for each network (224× 224 except for 299× 299 for Xcep-
tion and NASNet) were used, and 10 epochs and four drops
were set for the ALRS. Training was repeated five times us-
ing 5-fold cross validation, and each performance measure
was averaged across the set. The ResNet50 network outper-
formed all other networks for accuracy (81.8 %) and took
only 198 s to train. MobileNetV2 was the fastest to train,
thanks to having the fastest inference time (1.25 ms com-
pared to 2.11 ms for ResNet50), which makes precalculating
the feature vectors faster (Table 1).

Given that ResNet50 had greatest accuracy, we explored
the effect of image size and cyclic layers on this topology
(Table 2). Initially, greyscale images were used; however, this
reduced the accuracy to 79.9 %, so colour images were used
for the rest of the comparison. It is likely that the reduction in
performance was because colour is an important discriminat-
ing factor for some of the images in this dataset, perhaps due
to seemingly different image acquisition settings being used
for some of the classes. Interestingly, increasing the image
size improved accuracy, up to 85.2 % for 416× 416 images.
However, this significantly increased memory requirements,
with the training set (represented as 16 bit floating point num-
bers) using approximately 28 GB of memory. The inference
time also increased with the image size, taking more than
3 times longer to process 416× 416 images (6.48 ms) than
224× 224 images (1.95 ms). Using cyclic layers improved
the accuracy by between 2 % and 6 % for all image sizes,
with a maximum accuracy of 87.2 % for 416× 416 images.
However, the improvement came at the expense of the infer-
ence time, which more than doubled. Using cyclic layers is
a simple technique to improve all types of transfer learning
where the feature vectors are precalculated.

3.1.2 Full network

We also compared full network training of the commonly
available ResNet18 network with our custom Base-Cyclic
network as well as a variation of this called ResNet-Cyclic
where the two-layer convolution blocks were replaced with
ResNet blocks with skip connections. Image sizes of 64×64
and 128× 128 greyscale images were used for the compar-
ison. For our custom networks, the number of filters in the
first block was varied between 4 and 16 (Sect. 3).

For both 64×64 and 128×128 images, the Base-Cyclic de-
sign with 16 filters gave the best overall accuracy of 87.5 %,
whereas the ResNet-Cyclic design with 16 filters gave the
best class-averaged precision and recall. In all cases, using
128× 128 images gave higher accuracy, up to 90.3 %. The
training time increased proportionally with image size and
the number of filters, and the ResNet-Cyclic network took
longer than the Base-Cyclic network (up to almost 3.5 h for
one configuration). The long training time is why larger im-
age sizes were not investigated further; however, it may be
feasible for smaller sets of just a few thousand images. The
inference time was low for all configurations, ranging from
0.09 to 0.68 ms, except for the standard ResNet18 network
with was 2.05 ms. We use the Base-Cyclic network with eight
filters in our workflow, as it provides a faster training time
with only a small (0.2 % for this dataset) decrease in accu-
racy compared with 16 filters.

The full network training gave better accuracy than the
transfer learning methods at the expense of much longer
training times; however, the inference times of the transfer
learning networks were around 2 to 10 times longer than
the largest Base-Cyclic full network. Therefore, despite their
long training times, the shorter inference times and higher
accuracy of the Base-Cyclic and ResNet-Cyclic design make
them more suitable for processing large image sets. Each
of the networks ResNet18, Base-Cyclic and ResNet-Cyclic
gave higher accuracy than the VGG16-based networks used
by Hsiang et al. (2019), with a maximum of 90.3 % (Base-
Cyclic with 16 filters), which is almost 3 % more than their
reported maximum of 87.4 %.

3.2 Application to benthic foraminifera dataset (core
MD02-2508)

We applied our method to create a high-resolution analysis
of the Holocene interval within sediment core MD02-2508,
retrieved from the north-eastern Pacific oxygen minimum
zone during the R/V Marion-Dufresne MD126 MONA (Im-
age VII) campaign in 2002 (Beaufort, 2002).

3.2.1 MD02-2508 sediment core dataset

A large image set (73 544 images) was acquired for core
MD02-2508 using the imaging system described in Sect. 2.
Some images were taken with the particles on a mi-
cropalaeontological slide, and some images were taken using
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Table 1. Results of training various transfer learning networks on the Endless Forams training set (colour images). Training time includes
precalculation of the feature vectors. a 224× 224× 3 images, b 299× 299× 3 images. Best performance for each measure is shown in bold.

CNN Acc. Prec. Rec. F1 score Train. time (s) Epochs Inf. time (ms)

ResNet50a 81.8 76.7 71.4 73.4 198 105 2.11
DenseNet121a 80.2 75.1 69.2 71.3 229 119 2.34
VGG19a 77.1 70.5 64.9 66.9 187 110 2.56
Xceptionb 76.6 68.1 63.7 65.3 372 102 3.91
Inception-ResNet-V2b 77.7 69.5 64.8 66.4 714 149 5.83
MobileNetV2a 77.7 70.0 65.2 66.8 166 103 1.25
NASNetMobilea 72.3 63.8 57.6 59.6 268 119 2.36

Table 2. Results of training on the Endless Forams training set (colour) using the best-performing transfer learning network with and without
cyclic layers – and for different input image sizes. Best performance for each measure is shown in bold.

Image CNN Acc. Prec. Rec. F1 score Train. time (s) Epochs Inf. time (ms)

224 × 224 (grey) ResNet50 79.9 72.9 67.5 69.3 212 103 2.05

64 × 64 ResNet50 64.0 55.4 50.8 52.3 173 124 0.32
128 × 128 ResNet50 75.9 69.7 63.7 65.8 155 103 0.74
224 × 224 ResNet50 82.0 76.9 73.2 74.6 183 99 1.95
320 × 320 ResNet50 84.1 80.4 75.3 77.1 242 97 5.80
416 × 416 ResNet50 85.2 80.6 76.3 77.9 384 109 6.48

64 × 64 ResNet50-Cyclic 71.5 65.5 60.5 62.1 201 138 0.64
128 × 128 ResNet50-Cyclic 80.6 75.2 71.0 72.6 210 118 1.85
224 × 224 ResNet50-Cyclic 85.2 80.7 77.4 78.6 299 111 5.47
320 × 320 ResNet50-Cyclic 86.9 83.3 80.3 81.4 498 113 11.52
416 × 416 ResNet50-Cyclic 87.2 84.2 79.8 81.5 795 119 18.87

the MiSo particle sorting machine at CEREGE. Individual
particles were segmented from these larger images as per our
method. Images were taken of 41 samples from 40 to 642 cm
deep. These samples were chosen to cover the Holocene and
the deglaciation (0–16 000 years ago) as given by the age
model for this core (see Tetard et al., 2017). Manual count-
ing of benthic species in the core had already been performed
for 37 samples in this depth range (Tetard et al., 2017) and
were used for comparison.

3.2.2 MD02-2508 training set

A training set was constructed from 15 274 images of
foraminifera from seven representative samples from cores
MD02-2508 and MD02-2519. The images from MD02-2519
(not the core of interest) were used, as this core is from a
similar location to MD02-2508, contains a very similar ben-
thic foraminiferal fauna and the images had already been
acquired. The training images were manually labelled us-
ing the ParticleTrieur software into 12 benthic species (main
species according to Tetard et al., 2017), an “other-benthic”
class (grouping the less abundant benthic species), a single
catch-all planktonic class, a radiolarian class, and some non-
foraminifera classes such as “double” (specimens in contact
with each other) and fragments (Fig. 4). Images ranged from

188pixels× 188pixels to 1502pixels× 1502pixels in size,
corresponding to particles 140 to 1100 µm in diameter.

3.2.3 MD02-2508 classification

The images were used to train a Base-Cyclic network with
eight filters, using 10 epochs and four drops for the ALRS
system. We obtained an overall accuracy of 89 % with most
classes having above 75 % accuracy. There was some con-
fusion between similar looking Bolivina benthic species, B.
spissa, B. subadvena and B. seminuda. Precision and recall
(per-class accuracy) tended to be higher for those classes
with a high count in the training set, and almost all classes
had some confusion with the fragment class (Fig. 5).

A review of the training set found errors such as misla-
belling and duplicate images (due to a slight overlap in the
images acquired using an automated stage) that were labelled
into different classes, and these may have negatively affected
the accuracy. Furthermore, the presence of plastic core liner
or sediment particles touching the foraminifera of interest oc-
casionally resulted in the image being classified into either
the double class or another class with similar shape to their
combined appearance. Likewise, the variability in fragmen-
tation from slight damage to a single chamber to larger dam-
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Table 3. Results of full network training on the Endless Forams training set (greyscale) for different input sizes and number of filters. Best
performance for each measure is shown in bold.

Image CNN Filters Acc. Prec. Rec. F1 score Train. time (s) Epochs Inf. time (ms)

64 ResNet18 84.9 78.0 71.8 73.6 2656 229 0.15
64 Base-Cyclic 4 83.1 77.3 68.6 71.0 1691 213 0.09
64 ResNet-Cyclic 4 83.5 77.4 70.0 72.2 2428 229 0.12
64 Base-Cyclic 8 86.3 80.7 73.3 75.4 2361 222 0.13
64 ResNet-Cyclic 8 86.6 81.3 74.0 76.3 3888 241 0.18
64 Base-Cyclic 16 87.5 78.9 73.6 75.4 3173 199 0.19
64 ResNet-Cyclic 16 86.9 82.3 74.1 76.5 4986 191 0.28

128 ResNet18 88.5 84.1 77.8 79.9 3903 198 0.30
128 Base-Cyclic 4 89.1 83.6 78.4 80.1 4766 214 0.26
128 ResNet-Cyclic 4 87.8 82.8 76.4 78.1 7318 241 0.33
128 Base-Cyclic 8 90.1 83.7 79.0 80.7 5687 169 0.40
128 ResNet-Cyclic 8 89.5 85.3 79.0 80.9 12495 245 0.55
128 Base-Cyclic 16 90.3 84.9 78.4 80.5 8693 151 0.68
128 ResNet-Cyclic 16 90.1 85.1 78.7 80.8 32619 214 1.63

age affecting a number of chambers may explain why some
images in each class were classified as fragments (Fig. 5).

3.2.4 MD02-2508 class abundance

Manual counting of samples from MD02-2508 had previ-
ously been performed for every benthic species recovered
from this core. For the results of both manual and CNN
counting, we separated out eight of the main species that are
of interest for palaeoceanographic reconstructions (Tetard
et al., 2017) and placed the rest into an other benthic class.
The relative abundance was then calculated for each benthic
group compared to the total benthic count, for each method.
Since the planktonic classes were undifferentiated, and no
manual counting had been performed for them, we instead
calculated the percentage of benthic foraminifera to whole
foraminifera (planktonic+ benthic) from the CNN counts
over the same period and compared the dynamics of this sig-
nal to the Greenland oxygen isotopic record, an indicator of
Northern Hemisphere climatic changes.

The signals obtained using CNN classification had sim-
ilar dynamic characteristics to those from manual counting
(Fig. 6).

– Counts for Bolivina argentea are higher than for the hu-
man counts in the more recent samples; however, the
signal exhibits the same dynamics, with the same peaks
in abundance around 10 000, 3500 and 1200 a BP.

– B. seminuda also shows similar abundance to the hu-
man counts, with gradually increasing abundance to-
wards the modern day. The short spike in abundance
around 7500 a BP is also visible.

– Human counting of B. spissa is zero for the Holocene,
and this species is usually absent from this area during

this period. The CNN finds some 5 % of specimens as
B. spissa, suggesting all of these images may have been
misclassified.

– Counts of B. subadvena show similar absolute abun-
dance and dynamics as human counting, except for a
peak around 6500 a BP.

– Buliminella tenuata shows the same large peaks at
11 500 and 14 000 a BP. The transition from almost zero
abundance at 9500 a BP to above 30 % abundance at
11 500 a BP is also much smoother for the CNN-derived
results, suggesting that the larger number of images
processed result in less noise for the highly abundant
species.

– Human counts for Epistominella smithi during the
Holocene are zero, suggesting the absence of this
species during this time in this particular area. The CNN
counts are also low during this period, in contrast to the
B. spissa signal.

– Similarly, the nonzero CNN counts of Uvigerina pereg-
rina during the Holocene are likely due to the presence
of a morphologically close species: U. striata, present
in the other benthic class.

– The CNN signal for Takayanagia delicata also follows
the human counting, with a peak at 11 500 a BP present
in both results.

– Both human and CNN abundances show other benthic
species at around 10 % during the Holocene and 20 %
before it. The CNN counts are much smoother.

– CNN counts show that the percentage of benthic
foraminifera was very high during the Holocene, drop-
ping off around 11 500 a BP. The dynamics of the signal
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Figure 4. Example image from each class of training set constructed from cores MD02-2508 and MD02-2519, classified mainly by species.
There are 15 274 images in total.

very closely match that of the Greenland oxygen iso-
topic record, correlating with other studies that show
that benthic foraminifera abundance and marine produc-
tivity were higher during warm periods (especially the
Holocene) in this area (Cartapanis et al., 2011, 2014;
Tetard et al., 2017). The results also indicate that the
CNN can successfully discriminate benthic from plank-

tonic species, likely due to the greater difference in
morphology compared to within-benthic species differ-
ences.
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Figure 5. Confusion matrix of one training run on the core MD02-2508 training set. After training, each image in the validation set is
classified with the CNN and compared to the true classification. Each cell shows the percentage of images in the class on the left (row labels)
that were classified into the class on the bottom (column labels), for the validation set. Perfect classification would result in 100 % along
the diagonal axis, whereas nonzero values off the diagonal mean that the class on the left was confused with the class on the bottom. The
number of images in the validation set for each class is shown in brackets next to the class label (total number in the training set is 5 times
this amount).

3.3 Application to planktonic foraminifera dataset (core
MD97-2138)

The method was also applied to planktonic foraminifera to
create a high-resolution analysis of the last climatic cycle
within sediment core MD97-2138, retrieved from the west-
ern Pacific during the IPHIS cruise in 1997 on the R/V
Marion-Dufresne (Beaufort, 1997; de Garidel-Thoron et al.,
2007).

3.3.1 MD97-2138 sediment core dataset

A very large image set (562 363 images) was acquired for
core MD97-2138 using the imaging system described in
Sect. 2. All images were taken using the MiSo particle sort-
ing machine at CEREGE, and individual particles were seg-
mented from these larger images as per our method. Images
were taken of 49 samples from 1 to 945 cm deep, with an av-

erage of 11 477 particles (foraminifera, aggregate, etc.) im-
aged per sample. These samples were chosen to cover the
whole last climatic cycle, from the Holocene to Marine Iso-
tope Stage 6, as given by the age model for this core. Manual
counting of planktonic species in this core had already been
performed for 123 samples in the same depth range, aver-
aging 342 specimens identified per sample, and counting of
fragmented and whole foraminifera for 99 samples, averag-
ing 568 per sample (de Garidel-Thoron et al., 2007).

3.3.2 MD97-2138 training set

A training set was constructed from 13 001 images of parti-
cles randomly selected from the larger MD97-2138 dataset
that was to be classified. The same taxonomy (35 species
classes) as used in the Endless Forams dataset was used
to label the images, with the addition of five extra classes
(aggregate, background, benthics, double and fragment) to
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Figure 6. Relative abundance of eight benthic species in core MD02-2508 (top) both human (blue squares) and automated (red circles),
image counts per sample in the automated system (bottom left) and the benthic foraminifera to whole foraminifera ratio from automated
counting compared to the Greenland oxygen isotopic record (bottom right).
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Figure 7. Examples images from the MD97-2138 training set for the six most common species.

cover additional images that did not fit into one of the plank-
tonic species classes. To speed up the labelling process,
the training set was pre-labelled using the best-performing
CNN trained on the Endless Forams set from Sect. 3.1
and manually checked and corrected where necessary. Im-
ages ranged from 171pixels× 171pixels to approximately
2000pixels× 2000 pixels in size, corresponding to particles
140 to 1500 µm in diameter, with a median of 310 µm.

3.3.3 MD97-2138 classification

The images were used to train a Base-Cyclic network with
the same configuration as for the benthic set. Again, classes
with less than 40 specimens were dropped from the train-
ing set, giving a total of 20 classes. An overall accuracy
of 90.7 % was obtained, with those classes containing nu-
merous images generally giving better accuracy (Fig. 8). Of
the classes with less than 500 images, surprisingly, the sim-
plest planktonic species Orbulina universa (spherical cham-
ber; 95 images) had among the worst recognition rate with
only 47.4 % recall, due to being confused with fragments.
The network had difficulties in learning the subtle differ-
ence between a large broken chamber of G. siphonifera, for
example, and O. universa. The species with the worst per-
formance was Neogloboquadrina incompta with a recall of
39.3 %; however, most of the false negatives were classified
as N. dutertrei (54 %), which belongs to the same genus and
to the same Pachyderma–Dutertrei (P-D) intergrade. As with

the benthic set, almost all classes had some confusion with
the fragment class.

3.3.4 MD97-2138 class abundance

Manual counting of planktonic species and fragmented shells
had previously been performed for samples from MD97-
2138 (de Garidel-Thoron et al., 2007). To compare the re-
sults of both manual and CNN counting, we separated out the
six most common species and calculated the relative abun-
dance compared to all planktonic foraminifera, as well as the
percentage of fragmented particles to all foraminiferal parti-
cles, for both methods. The number of images analysed us-
ing the CNN approach typically exceeds 2000 images and
reaches more than 18 000 compared with the typical 300–
350 foraminifera usually counted by a human taxonomist.
We also calculated the abundance using automatic counting
with a CNN trained on the Endless Forams dataset.

The signals obtained using both the Endless Forams net-
work and the MD97-2138 CNN network classification show
similar dynamic characteristics to those from manual count-
ing (Fig. 9) but with more consistency in results from sample
to sample. The CNN trained on MD97-2138 images always
gives results closer to the human count, whereas the End-
less Forams-trained classifier systematically underestimates
the percentage of those main species. However, the general
trends are similar when comparing the Endless Forams and
MD97-2138 networks. We focus now on the comparison of
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Figure 8. Confusion matrix of one training run on the core MD97-2138 training set. After training, each image in the validation set is
classified with the CNN and compared to the true classification. Each cell shows the percentage of images in the class on the left (row labels)
that were classified into the class on the bottom (column labels), for the validation set. Perfect classification would result in 100 % along
the diagonal axis, whereas nonzero values off the diagonal mean that the class on the left was confused with the class on the bottom. The
number of images in the validation set for each class is shown in brackets next to the class label (total number in the training set is 5 times
this amount).

the MD97-2138 CNN classifications with the human classi-
fications.

– Counts for G. ruber are consistently within the same
range as the human counts, with the same counts
from the recent data and a dip between 60 000 and
110 000 a BP.

– Globigerinita glutina is slightly underestimated com-
pared with human counting.

– There is a close alignment of N. dutertrei with a peak at
15 000 a BP that matches the human counts.

– Pulleniatina obliquiloculata also matches human
counts; however, the CNN abundance does not exhibit
the same three-peak structure during the previous inter-
glacial.

– Counts for Globigerina bulloides are consistently lower
(by 5 % to 10 %) for the CNN counts compared with the
human counts.

– Globorotalia menardii is not as abundant as the other
species, but the signal appears to match for each
method.

– The fragmentation rate between both CNN counting and
human counting match almost perfectly, albeit with a
smoother signal for the CNN counts.

4 Discussion

4.1 Benthic foraminifera dataset (core MD02-2508)

The dynamics of each abundance signal calculated for
the benthic foraminifera dataset using our automated CNN
method were similar to that obtained from manual counting.
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Figure 9. Relative abundance of the six most common planktonic species in core MD97-2138 (top) for both human (blue squares) and our
automated system trained on the core-specific training set (red circles) or Endless Forams dataset (green diamonds), image counts per sample
for the automated system (bottom left), and the percentage of fragmented particles out of all foraminifera particles (bottom right).

However, we noticed that the strongest bias in most species
is likely caused by false positives. The misclassified images
were inspected to find the source of the errors, and as with
the training results for this dataset, the various species of the
Bolivina genus were generally confused with each other. In
particular, many specimens of B. subadvena were misclassi-
fied as B. spissa, causing the nonzero counts for this species
during the Holocene.

One possible explanation is that the intraspecific morpho-
metric variability for species B. argentea, B. spissa and B.
subadvena can be higher than the interspecific variability be-

tween these species. For example, the microspheric forms of
different species can appear more similar to each other than
with the microspheric and macrospheric forms of the same
species. As a consequence, the identification and discrimi-
nation of these forms can be difficult even for a taxonomist,
and the CNN also mistakes these species more often. This
can also explain why E. smithi, which was also not present in
the core during the Holocene, did not have a strong false pos-
itive bias, as few other classes were confused with it during
training.
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We note some species can be discriminated under a stereo-
scopic microscope by their flatness, (e.g. B. spissa and B. ar-
gentea versus B. subadvena and B. seminuda), which helps
for manual identification, but this depth information is lost
for the 2D images in our automated approach. Thus, this bias
is largely dataset dependant, as four of the eight main species
analysed in this study belonged to the same genus (i.e. Bo-
livina). Hence, the dataset provides a good case study on the
performance of a CNN classifier; overall, most of the classes
were correctly identified.

4.2 Planktonic foraminifera dataset (core MD97-2138)

As for the benthic dataset, the dynamics of each abundance
signal calculated for the planktonic dataset using out method
were similar to those from manual counting. The two main
discrepancies in the abundance records are the significant un-
derestimation of G. bulloides and some poor recognition in
the highest peaks of P. obliquiloculata. With regards to the
underestimation (by 5 % to 10 %) of G. bulloides, the dataset
does include a lot of images of foraminifera whose umbili-
cal aperture is not fully cleaned and is infilled with remain-
ing nannofossil ooze. Such infilling often precludes the CNN
from classifying these image correctly. The other factor that
might explain this underestimation is that the G. bulloides in
the western Pacific warm pool are smaller and not as well
imaged as the larger species investigated here.

The second striking diverging feature is the lack of peaks
in the abundance signal for P. obliquiloculata. We interpret
this to be caused by some aliasing in our automatic approach
that is not as well resolved during the Marine Isotopic Stage 5
as the human counts were and is likely a result of the strong
dissolution affecting those intervals, as seen in the fragmen-
tation records. However, apart from those two main excep-
tions, the general automated population changes are quite
close to those derived by a micropalaeontologist and allow
this method to be fully implemented for palaeoceanographic
reconstructions. Such automated reconstructions based on
images have already been widely used for coccoliths (e.g.
Beaufort et al., 2001) but not yet for foraminifera at the
species level. This approach also allows for the detection
of the appearance or disappearance of species for biostrati-
graphical studies. Our study, due to its short time span (less
than 150 kyr), cannot fully test this approach, with the only
major datum being the disappearance of G. ruber pink at
130 kyr BP (Thompson et al., 1979); moreover, our CNN was
not trained on colour images.

The CNN trained on the Endless Forams dataset gave sim-
ilar accuracy to the CNN trained on the MD97-2138 dataset
for G. ruber; however, for other species it did not estimate the
abundance well. This failure to generalize is possibly due to
the different imaging conditions and different species present
int the set. It reinforces our approach of randomly sampling
the full dataset to create the classification training set, as this
ensures the same distribution of morphometric variation in

the images to be classified, and also the same range of tapho-
nomical biases (dissolution, etc).

5 Conclusions

In this article we have presented a method for analysing large
foraminifera image sets using deep convolutional neural net-
works. The performance of transfer learning and full network
training for publicly available CNNs, as well as our custom
Base-Cyclic and ResNet-Cyclic designs, were demonstrated
on the Endless Forams image set, as well as our core-specific
benthic and planktonic training sets. The transfer learning ap-
proach is fast to train and gives good accuracy without aug-
mentation. Full network training is much slower to train, but
our Base-Cyclic design gives as good or better accuracy with
faster inference time. Our approach has been to use transfer
learning when a CNN is needed quickly to aid with manual
labelling and to use full network training to create the final
network used for analysis of the entire dataset.

This method of automatic identification is routinely used
at the CEREGE laboratory, in combination with the high-
throughput imaging and sorting machine, MiSo. Our work-
flow can also be applied to classify other images of bio-
indicators, such as radiolaria, coccoliths, pollen or plankton.
An important observation we have made is the sensitivity
of CNN accuracy to imaging set-ups: even with heavy im-
age augmentation, classifying images using a CNN trained
on images from a different acquisition system is not as ac-
curate as classifying with those trained on image obtained
from the same system. In particular, a change in background
can cause gross misclassification, e.g. a particle imaged on
a micropalaeontological tray compared to one imaged in our
MiSo foraminifera sorting machine. We recommend keeping
the same imaging settings for both the overall sediment core
image set and the training image set.

Likewise, one should optimize the training set according
to the sediment or core under analysis. This is important in
three ways: the training set should (i) incorporate all the main
taxa and their morphological variants; (ii) have undergone
the same early diagenetic history, to ensure that the range
of dissolution, early pyritization (which can affect structure),
colour, and translucency are included in the morphological
variability; and (iii) include non-foraminifera artefacts that
could affect classification, such as particles (e.g. plastic core
liner or sediment) or specifics of the acquisition system (e.g.
ring light pattern). In our method, we choose a random sub-
set of the larger image set under consideration to create the
training set, as the random sampling should capture this vari-
ability and thus make the final classification more robust.

One limitation of the method described here is that each
foraminifera specimen is only represented by a single hy-
perfocal image at classification time. Species that require
multiple views to make a clear distinction are therefore less
likely to be correctly identified. Another drawback is that
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foraminifera are placed onto slides by dropping them ran-
domly. Many species appear to have a preferential pose, but
some may land in orientations where distinguishing features
are not visible. Rectifying either of these problems would
require a change to the imaging system to support multi-
ple views, at the expense of increased processing time. We
also note that information about the foraminifera size is lost
when the images are processed to a uniform dimension for
presentation to the CNN, this detail may be important for
discriminating some species who are more easily recognized
by their size. Furthermore, our CNN typically does not use
colour images so that the effect of variations in lighting are
minimized. However, this prevents the identification of some
species such as G. ruber pink or G. rubescens.

The example applications on analysing benthic
foraminifera in one core and planktonic in another show
that a very large throughput is possible with an automated
system. Indeed, over 0.5 million specimens were processed
for the planktonic core. In this way, a few hours labelling a
well-constructed training set saves months of time manually
counting specimens. Furthermore, the CNN obtained can
be repurposed to aid in constructing other training sets by
using the predictions to suggest labels, as we did when
constructing the planktonic training set using a CNN trained
on Endless Forams. One of the major advantages of this
approach is the possibility to routinely combine counts and
morphometric analyses at the species level, a novelty for the
analysis of foraminifera whose morphometric analyses in
sediment cores are usually based either on a singular species
or a combination of all specimens regardless of species.
Chamber delineations as described by Ge et al. (2018) are
also achievable with a good imaging system, and it would be
very helpful to complement CT-scan analyses on a limited
number of specimens (e.g. Caromel et al., 2015). Those
applications are all in reach given the described workflow
can acquire and process around 10 000 images per day.

Morphometric information that is not well represented by
a CNN could assist in foraminifera classification, for exam-
ple, chamber count and texture distribution. Although this re-
quires feature engineering rather than learning, the measure-
ments are interpretable and thus relevant to taxonomists and
rule-based classification, where CNN features which are lo-
cal are generally not interpretable and not necessarily consis-
tent between image sets. Likewise, specimen thickness could
help discriminate round and flat species, such as B. spissa
and B. subadvena in the benthic image set. Thickness can
be estimated from the depth map calculated when perform-
ing multi-focal image fusion. In future work we propose to
combine images with morphometric features and depth map
information in a new CNN-based classification system.

Code and data availability. The ParticleTrieur software
program, which was used to manually label the training set
and automatically classify foraminifera images, is available

with tutorials from http://particle-classification.readthedocs.io
(Marchant, 2020a). The latest version of the Python
scripts (https://doi.org/10.5281/zenodo.3996358, Marchant,
2020b) to train the CNNs in this paper are available from
http://www.github.com/microfossil/particle-classification (last
access: 2 October 2020) and can be installed using the “pip” Python
package. The Endless Forams (Hsiang et al., 2019), MD022508 and
MD972138 training sets (https://doi.org/10.5281/zenodo.3996436,
Marchant et al., 2020) are available from https://github.com/
microfossil/datasets-and-models (last access: 2 October 2020).
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