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Abstract

Developing efficient sequential bidding strategies for repeated auctions is an important practical
challenge in various marketing tasks. In this setting, the bidding agent obtains information, on both
the value of the item at sale and the behavior of the other bidders, only when she wins the auction.
Standard bandit theory does not apply to this problem due to the presence of action-dependent
censoring. In this work, we consider second-price auctions and propose novel, efficient UCB-
like algorithms for this task. These algorithms are analyzed in the stochastic setting, assuming
regularity of the distribution of the opponents’ bids. We provide regret upper bounds that quantify the
improvement over the baseline algorithm proposed in the literature. The improvement is particularly
significant in cases when the value of the auctioned item is low, yielding a spectacular reduction
in the order of the worst-case regret. We further provide the first parametric lower bound for this
problem that applies to generic UCB-like strategies. As an alternative, we propose more explainable
strategies which are reminiscent of the Explore Then Commit bandit algorithm. We provide a critical
analysis of this class of strategies, showing both important advantages and limitations. In particular,
we provide a minimax lower bound and propose a nearly minimax-optimal instance of this class.

1. Introduction

This work is devoted to the design of strategies for bidders participating in repeated second-price
auctions. Second-price auctions have the unique property of being dominant-strategy incentive-
compatible, which means that a bidder’s return in a second-price auction is always better when
she plays truthfully than with any other bidding strategy. This property explains the widespread
use of second-price auctions in various sales and marketing contexts. In particular, second-price
auctions have long been the predominant auction structure in the field of programmatic advertising.
There, they allow advertising spaces owned by editors to be sold to the highest bidder among
publishers who need to display their ads in fractions of a second. It is therefore possible to model an
advertising campaign of one of the publishers as a sequence of second-price auctions that involve
varying sets of other bidders —since not all publishers bid on the same inventories— with an initially
unknown payoff (materialized by clicks or by a purchase amount subsequent to the display of the
advertisement). In this context, the different publishers typically do not assign the same value to the
placements and thus each bidder has a different private value in the auction. If reserve prices are
used, these can be interpreted as additional fixed virtual bids that are present in each auction. In this
work, we adopt the point of view of a single bidder with the aim of developing provably efficient
online learning strategies that maximize her cumulative reward.

© 2021 J. Achddou, O. Cappé & A. Garivier.
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1.1. Model

We consider that similar items are sold in 7" sequential second-price auctions. For tin 1,..., 7T,
the auction unfolds in the following way. First, the bidder submits her bid B; for the item that is
of unknown value V;. The other players submit their bids, the maximum of which is called M,.
If M; < B; (which includes the case of ties), the bidder observes and receives V;, and pays M;.
Otherwise, the bidder loses the auction and does not observe V;. We make the following additional
assumptions. The values {V; };>1 are independent and identically distributed random variables in
the unit interval [0,1]; their expectation is denoted by E(V;) = v. The maximal bids {M;};>; are
independent and identically distributed random variables in the unit interval [0, 1]; their cumulative
distribution function is denoted by F'.

Neither v nor F' are assumed to be known initially to the bidder. The above model corresponds
to a continuously-armed bandit with a very particular structure: the higher the bid, the higher the
probability of observing a value and hence of learning useful information for estimating the optimal
bid v (see Appendix A.1 for a simple proof that v is actually optimal,under a mild assumption on F’).
Therefore, exploration requires that the bids B; are not set too low while exploitation is achieved by
bidding as close as possible to the estimated value of v. Under the optimal bidding policy, i.e., when
By, = v, only a fraction F'(v) of the rounds results in an actual observation of V;. In the example of
online advertising, the values are typically binary with very small expectation (click or conversion
rates are usually less than a few percents). We will therefore be interested in algorithms that also
perform satisfactorily in situations when the parameter v and F'(v), are very small. The assumption
that the bids M; are stochastic is well suited to contexts in which the set of bidders varies in time, the
bids depend on unobservable time-varying contextual information or when the bidders do not assign
the same value to the placements. In this work, we restrict ourselves to this setting (also considered
by Weed et al. (2016) or Flajolet and Jaillet (2017)) and refer to Section 4 of (Weed et al., 2016) for
techniques applicable to other scenarios where fast learning rates cannot be achieved.

1.2. Related Works

Following the pioneering study by Vickrey (1961) on one-item second-price auctions, a line of work
emerged on mechanism design, a field aimed at designing mechanisms, and in particular auctions, that
satisfy some fixed properties (for example being dominant strategy incentive compatible). Myerson
(1981) proves that second price auctions with reserve prices, i.e. in which the seller herself submits
a virtual bid, guarantees a maximum return to the seller when the players are symmetric, while
maintaining the dominant strategy incentive compatibility of the auction. In particular, the same
author also proves that if the valuations of each of the bidders are drawn independently from known
distributions then a closed-form expression exists for the optimal reserve price.

For the case when the distributions of the valuations of the bidders are unknown, Blum et al.
(2004); Cesa-Bianchi et al. (2014) studied online learning strategies to maximize the cumulative
payoff of the seller while learning the optimal reserve price in repeated auctions. Medina and Mohri
(2014) instead consider a supervised learning problem with features associated to each of the auctions
and adopt a full information setting instead of a bandit setting. They justify this change of setting
by the fact that sellers often have access to all the bids. Blum et al. (2004) also work in the full
information setting and rely on the weighted majority algorithm (Littlestone et al., 1989) to learn the
reserve price. In the aforementioned papers, bidders are not assumed to be strategic, which is fixed
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by Amin et al. (2013); Mohri and Medina (2014); Drutsa (2017); Kanoria and Nazerzadeh (2014);
Vanunts and Drutsa (2019); Drutsa (2020).

Online learning algorithms can be used to maximize the cumulative return of the buyers via the
choice of their bid, as was done for the sellers. Weed et al. (2016) proposed an online algorithm for
second-price auctions in the stochastic and adversarial settings. In particular, for the stochastic setup,
the authors consider a strategy which consists of bidding the empirical average of the past observed
values plus an exploration bonus. This way of balancing exploration and exploitation can be framed
into the family of Upper Confidence Bound (UCB) strategies, that were first used for multi-armed
bandits, see Lattimore and Szepesvéri (2018) for an introduction to multi-armed bandits and Auer
et al. (2002) for the first analysis of UCB. Weed et al. (2016) provides upper bounds on the regret of
UCBID, under the assumption that F’ satisfies some form of “margin condition” (see Assumption 2
in Appendix A). Weed et al. (2016) also exhibit a minimax lower bound that pertains to the specific
case where M, is deterministic. Feng et al. (2018) extend the results of Weed et al. (2016) to different
kind of auctions mechanisms, including multi-item auctions with stochastic allocation rules.

Another extension is considered by Flajolet and Jaillet (2017), who study contextual strategies
for repeated second-price auctions with a budget. Using UCB strategies developed for linear bandits
Dani et al. (2008); Abbasi-Yadkori et al. (2011), Flajolet and Jaillet (2017) introduce an algorithm
for bidding adaptively to contexts that represent new users or inventories arriving sequentially, under
the assumption that the expected reward is a linear function of the context. The latter algorithm also
includes elements from the Bandit with Knapsacks framework Badanidiyuru et al. (2013), which are
used to handle a financial budget constraint.

1.3. Main Contributions

In the stochastic framework considered by Weed et al. (2016) and recalled in Section 2, we propose
three new algorithms. We start in Section 3 by considering UCB algorithms that rely on tighter
confidence bounds than those used for UCBID. We propose two such algorithms, named kl-UCBID
and Bernstein-UCBID, which rely, respectively, on the use of Chernoff and Bernstein deviation
inequalities. These algorithms are inspired by the works of Garivier and Cappé (2011) and Audibert
et al. (2009) for the multi-armed bandit case. Under regularity assumptions, the analysis reveals
an improvement over UCBID that is dramatic in cases in which v is small, yielding a remarkable
reduction of the order of the worst-case regret in Theorem 5. The analysis requires to fix a gap in
the proof scheme of Weed et al. (2016), which has an impact for small values of v. In section 3.3,
we provide a lower bound valid for optimistic strategies in the cases when the distribution of M,
admits a bounded density. This lower bound differs from the result of Weed et al. (2016) because it
is parameter-dependent (rather than minimax) and not restricted to the case when the distribution of
M is degenerate (and hence, when the auction outcome is deterministic given the bid). This new
lower bound highlights the impact of v on the performance of the algorithms.

However UCB strategies can be hard to accept and/or to implement by practitioners in some
contexts. With this in mind, we also consider in Section 4 a class of simpler, two-phases strategies
that bid maximally until a stopping time, then either abandon the bid (typically in cases when v
is deemed to be small) or default to the running average of observed values. We provide a critical
analysis of this approach, showing both important advantages and limitations: an excellent behavior
for relatively a large v, and a sub-optimal behavior in case of a small value. We provide a minimax
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lower bound for this class of strategies; it shows that their worst-case regret is bound to be larger than
that of the best UCB algorithm. These findings are illustrated by numerical simulations in Section 5.

2. Model and Assumptions

We precise the setup presented in Section 1.1 with the following notation. Let N; = zzzl {M, <
B} be the number of times the bidder won up to time ¢, which, we stress, is also the number of
observations of values up to time ¢t. Let V; := ]\1, St Vi1(M; < By), be the empirical mean of

the values observed before time t and W; := 1/N; L (Vi — V;)?1(M; < Bs), the population
variance of the values observed before time ¢. Lastly, w denotes the variance of V.

We define the utility of a bidder who submits a bid b as the difference between the received value
and the paid price: the utility function at time ¢ is therefore expressed as U;(b) = (V; — M;)1{b >
M,}. As a measure of performance of bidding algorithms, we use the following notion of expected
cumulative regret:

Ry = max ZE [U(b Z [U:(By)).
be[O 1] 1

It is a well known fact that bidding v is an optimal bidding strategy in second price auctions.
A proof of this result is given in Appendix A.1, showing in particular that if the density of M;
vanishes around this valuation v, then v is one of many maximizers of the utility, while if /' admits a
strictly positive density, then Uy (b) is unimodal, in the sense that it is first non-decreasing and then
non-increasing. This is interesting, because it allows for the use of specific algorithms designed for
unimodal bandits Yu and Mannor (2011); Combes and Proutiere (2014). We will see, however, that
these algorithms are sub-optimal as they do not fully exploit the structure of the problem.

The local behavior of F' around the unknown value v is a key parameter that influences the regret
achievable by sequential bidding strategies. In the main body of this paper we focus exclusively on
the most natural assumption that the distribution of the maxima of the bids of the opponents admits a
density that is bounded in an interval containing v.

Assumption 1 Locally bounded density. There exists A > 0 such that F' admits a density f
bounded on [v,v + A, i.e., there exists 3 > 0, such that Vz € [v,v + A], f(z) < B.

This assumption corresponds to a local version of the margin condition introduced by Weed et al.
(2016) (corresponding to their case of a=1). Broader results are provided in Appendix, covering the
different local behaviors of F' around v (as defined by Assumption 2).

3. UCB-type algorithms

3.1. Specification of the Algorithms

We start by studying Upper Confidence Bound strategies, similar to the UCBID algorithm proposed
by Weed et al. (2016). At each time step, the algorithms submit an upper confidence bound of v, thus
allowing —whith high probability— for at least as many observations as the optimal strategy (i.e.
bidding v from the first round on). The two proposed algorithms, kIUCBID and BernsteinUCBID,
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differ from UCBID by the use of tighter upper confidence bounds. Namely, for ¢ > 1, they
respectively submit a bid equal to

min (1 Viet + 4/ log(”) for UCBID

B, = UCB,(y) = { inf {x € (Vie, 1]t kl(Viq,2) = A’log( )} for KIUCBID

min <1, Vi1 + 4/ QWt‘]i,tlf%(gm + 31?\%(5’?)) for BernsteinUCBID ,

where kl(p,q) denotes the Kullback Leibler divergence between two Bernoulli distributions of
expectations p and ¢ and where v > 0 is a parameter that impacts the exploration level. At time
t = 1, all three algorithms bid B; = 1, ensuring an initial observation.

3.2. Upper Bounds on the Regret

We start with a new analysis of the UCBID algorithm, which completes that of Weed et al. (2016) by
emphasizing the presence of an important multiplicative factor.

Theorem 1 [f F satisfies Assumption 1 and F(v) > 0, then the regret of the UCBID algorithm with
parameter v > 1 is bounded as follows:

28~
F(v)

This result is proved in Appendix B.6 , which also includes the exact (non asymptotic) form of
the upper bound. The main difference with the result of Weed et al. (2016) is the factor 1/F(v) that
arises in the upper bound. This factor can be interpreted as the average time between two successive
observations under the optimal policy, which consists of bidding v and winning the auction with
probability F'(v). When v is small, one thus has to wait a long time before an optimistic bid B; gets
near to v, especially because as B; tends to v, the algorithm is given fewer and fewer observations
to learn from. Furthermore, the lower bound derived in Section 3.3 also displays the same form of
dependence on v. Lemma 13 (in Appendix) is the key ingredient used to control the deviations of the
bid B; from v using a resampling argument. Contrary to the case of multi-armed bandits, there is no
gap between the optimal policy and other possible strategies. To obtain the (squared) logarithmic
rate of growth of the regret in Theorem 1, it is important to recognize that, under Assumption 1, the
expected utility E[U(b)] is locally quadratic around v.

We now present the results pertaining to the two proposed algorithms kl-UCBID and Bernstein-
UCBID. These bounds show a significant improvement by including a variance term of primary
importance in applications.

Rr < log? T + O(log T).

Theorem 2 [f F satisfies Assumption 1, the kI-UCBID algorithm with parameter vy > 1 yields the
following bound on the regret:

plo gg) (1+o(1)) .

Theorem 3 If F satisfies Assumption 1 and F(v) > 0, the Bernstein-UCBID algorithm with
parameter vy > 2 yields a regret bounded as follows :

Ry < 8vyv(1l —w)

Rr <

< Ffv)Sw'y log?(T) 4+ O(log T).
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The proofs of Theorems 2 and 3 can be found respectively in Appendix C and B.7. Theorem
3 relies on a non-asymptotic bound that can be found in Appendix B.7. The remainder term in
Theorem 2 is less precise as a consequence of the fact that the kI-UCBID upper confidence bound does
not admit a closed-form expression. Indeed the term v(1 — v) appears as a part of the second order
Taylor approximation of kl(v’, x) for values of v’ sufficiently close to v. A non-asymptotic bound
for kI-UCBID is also proven in Appendix C.3, but with larger multiplicative constants. The leading
terms in the bound on the regret of kl-UCBID and the bound for the regret of Bernstein-UCBID are
smaller than that of UCBID, as v(1 — v) is always less than 1/4. The difference becomes particularly
significant for small values of v. The comparison between kl-UCBID and Bernstein-UCBID is
more subtle. It is always true that w, which is the variance of the distribution of V;, is smaller
than v(1 — v), since V; € [0, 1]; this means that Bernstein-UCBID is a very robust algorithm. In
the case of Bernoulli rewards however, w = v(1 — v) and Chernoff’s upper confidence bound is
tighter than Bernstein’s: consistently, we observe in numerical simulations that kl-UCBID dominates
Bernstein-UCBID (see Section 5). Note that we focus solely on Assumption 1 in the main body
of the paper for simplicity, but that this assumption is weaker than Assumption 2 that is required
in the proof of the upper bounds of the regret in the Appendix. Assumption 2 is more general and
extends to all cases when F' is continuous in a neighborhood of v. Theorem 16 for example gives
upper bounds for the regret of UCB depending on the behavior of I’ around v, the worst order of
the regret being O(log T+/T). On the contrary, if F is discontinuous at v, a bound of the order of
log T+/T still holds for the regret of all three UCB algorithms, as we will show in Theorem 5.

3.3. Lower Bound on the Regret of Optimistic Strategies

This section provides a lower bound for the regret of any optimistic algorithm.

Theorem 4 We consider all environments where V; follows a Bernoulli distribution with expectation
v and F admits a density f that is bounded from below and above, with f(b) > > 0. If a strategy
is such that, for all such environments, Rp < O(T%), for all a > 0, and if there exists v > 0 such
that for all such environments, P(By < v) < t~7, then this strategy must satisfy:

. . . Ry v(l —wv)
lim inf >
T—oo logT — = 16F (v)

: )

This result is proved in Appendix D. The first assumption, Ry < O(T'%), is a requirement of
minimal uniform performance similar to the assumption used to prove the lower bound of Lai and
Robbins (1985) for multi-armed bandits (see, e.g., Lattimore and Szepesvéri (2018)). The second
assumption, namely P(B; < v) < t~7, implies that the strategy must avoid underestimating the
expected value; the latter assumption is naturally satisfied by the class of UCB-like strategies.

This result extends the lower bound proved by Weed et al. (2016) in two important ways. First, it
is not restricted to the case where the maximal opponent bid M, is constant (which is particular since
there are in this case only two policies that can be optimal by either losing or winning all auctions).
Second, this is a parameter-dependent bound, rather than a minimax one, that highlights the influence
of the parameters of the problem (v and F).

The upper bounds obtained in Section 3.2 for the regret of the three algorithms are of the order of
log? T', when F satisfies Assumption 1. The lower bound 1 is therefore not sufficient to ensure that
the rate of log? T is actually asymptotically optimal. In contrast, the dependence on v of the lower
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bound is enlightening, since it shows that Bernstein-UCBID and kl-UCBID are close to optimal with
respect to v, when V; is drawn from a Bernoulli distribution. The regret bound for UCBID however
is not on par with the lower bound for smaller values of v, suggesting a degraded performance in this
regime (as will be illustrated by the numerical simulations in Section 5).

Idea of the proof In this paragraph we provide a quick overview of the proof, to highlight its
differences from other lower bound arguments. For the complete proof, please refer to Appendix D.

Instead of considering only two alternative models that are difficult to distinguish from each
other, and where mistaking one for the other necessarily leads to a high regret, we consider a different
alternative for each of the 7" time steps. We fix a model in which all (V;)Z_, follow a Bernoulli
distribution with expectation v, and the bids (Mj)Z_; are distributed according to F. At each time

t, we consider the alternative model where the values (V;)Z_, follow a Bernoulli distribution with

expectation v, = v + %, and the bids M, are distributed according to F'. We apply Le Cam’s

method to obtain

/ /
1
P (B 5 ) e (B S5 ) 21 paneet el @
t t

where we name I; the information collected up to time ¢ : (My—1, V] 1, ... My, V{).
The KL divergence between P/t and P{)"; can be proved to be equal to kl(v, v;)E,[N¢]. Further-
t

more, Lemma 27 in Appendix D shows that the expected ratio of won auctions tends to F'(v) under
the assumptions of Theorem 4. Using this lemma, we obtain that Ve > 0, 3t (¢), Vt > t1(€),

KL(P,P) < kl(v,v))(1+ e)F (v)t. 3)

v+ v+

Combining Equations 2 and 3 yields an asymptotic bound on P, (Bt > — ) + Py (Bt <

The second assumption of Theorem 4 ensures that the probability of underbidding under the al-
ternative model can be bounded by ¢~7, so that it translates to a bound on the probability of

overbidding by more than U;,I(;)Ut) under the fixed model. Combining this bound and the fact that

Eu[(Br —v)?] > (v — UJ;UQ )2P, (Bt > vJ;”g) yields an asymptotic bound on 37| E,[(B; — v)?]
that reads

T 02 o
Lim mf t=1 EU[(Bt U) ] 2 U(l U) )
T—00 log T 8F(v)

If F' admits a density bounded from below by 3, Lemma 9 (Appendix A.3) shows that Ry (v) >

B

5 31 Eu[(Bt — v)?]: this concludes the proof.

3.4. Analysis of Worst Case Regrets

In addition to the parametric lower bound result, we provide another element that suggests that
UCBID is outperformed by the other two strategies for small values of v. We do so by studying the
maximal regret max,¢(o 1] R (v) of the three strategies for all values of v € [0, 1]. This maximal
regret is likely to be reached when v is of the order of T—'/2 (respectively 7~1/3) for UCBID
(respectively BernsteinUCBID) (see Appendix E for more details).
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Theorem 5 Without further assumption, the maximal regrets of UCBID, BernsteinUCBID and
kIUCBID are O(\/T log T). If F has a density that is bounded from below and above by positive con-

stants, the maximal regret of UCBID remains of the same order, while it is reduced to O(T% log? T)
for BernsteinUCBID and to O(log® T) for kIUCBID.

This result suggests that there exist important differences between UCBID, BernsteinUCBID and
above all KIUCBID. The proof highlights the overwhelming superiority of the latter in the presence
of low values.

The worst-case upper-bounds should in principle be compared with a minimax lower bound.
We refer to the lower bound of Weed et al. (2016), which is of the order of log7T". By comparing
it with the worst case bounds contained in this section and assuming that the obtained worst-case
upper-bounds are tight, we observe that the maximal regret of UCBID is in reality not on par with the
logarithmic lower-bound of Weed et al. (2016), since it is of the order of VTlog T, and not log 7.
Only kIUCBID is guaranteed to close the gap between the worst-case regret and this minimax lower
bound. The difference in the order of the worst-case regrets comes from the fact that the optimistic
bonus contains a term linked to the variance in the case of kIUCBID, whereas UCBID uses the
very crude upper-bound 1/4. This has dramatic consequences for small values of v, causing a much
higher worst-case regret for UCBID than for kIUCBID.

Note that the bound on the regret of UCBID does not require any assumption on F' and can
even be proved without the assumption that the maximal bids M; of the adversaries are iid. (see
the proof in Appendix E). Whereas in the multi-armed bandit setting, the known minimax lower
bound for stochastic regret matches that of adversarial regret, this is not the case for second price
auctions. Namely, Weed et al. (2016) prove that the worst case adversarial regret is lower bounded by
3% T, while we prove here that the worst case regret of kIUCBID is upper-bounded by O(log2 T).
This discrepancy is in particular due to the fact that in the adversarial setting the maximal bids of
the opponents M; can be chosen arbitrarily, so that they do not necessarily satisfy Assumption 1.
Therefore, in the adversarial setting, the regret is linear around the optimal bid rather than quadratic,
leading to higher regrets.

Idea of the proof. We only provide a sketch of the proof, please see Appendix E for details. We
start with UCBID, with a different approach than in Section 3.2. The regret Ry of any strategy is
upper-bounded by S°7_ | E[(M; —v)1{v < M; < B;}]+ 3.1, P(B; < v), as proved in Lemma 14
in Appendix B.2. Ry is hence also bounded by S| E[(B; — v)1{M; < Bi}] + Y1, P(B; < v),
that is, the sum of the overbidding margins and the probabilities of underbidding. It is easy to
show that the second term is smaller than a constant and can therefore be neglected for a large
enough value of ~y. This leaves us with the task of bounding the overbidding margins. By definition,

Bi—v=V,—v+ 71]?,7%@. The deviations to the left, V; — v, can be bounded with high probability by

X lj%%T, which results in the high probability bound: By — v < 24/ %. Since NV; is incremented

each time the auction is won, that is, each time M, is smaller than B;, we obtain

. [ylogT L [ylogT
2 1M, < BY<S 2 < 2/~TlogT.
> oy R 1 < 1 < 31T <2

n=1

This yields the order of the worst case regret shown in Theorem 5 for UCBID.
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As for BernsteinUCBID, the worst-case bound is also not a direct consequence of the bound
presented in Section 3.2. We can use the same argument as for UCBID, but by bounding the
deviations to the left using Berstein’s instead of Hoeffding’s inequality. This yields

Eu[Rr] < 2v/2Twlog(3T7) + Or,

where Op = O(log?(T')) does not depend on v. Using this bound for small values of v and the
bound used in Section 3.2 for large values of v yields the given bound for BernsteinUCBID.

The proof of the worst-case regret for KIUCBID requires some more work, as it cannot be based
on the bound presented in Section 3.2 because of its asymptotic nature. It is a consequence of the
time-dependent bound derived in Lemma 26 in Appendix C.3. This bound reads

v

F(v)

E[Rr] < C log*(T) + Or,
where C is a constant and O7 does not depend on v and O7 = o(log? T) . We refer to Appendix C.3
for details.

4. ETG algorithms

In multi-armed bandits, Explore Then Commit (ETC) strategies are a simplistic alternative to UCB.
They are composed of two distinct phases: exploration, designed to estimate the return of each arm,
and exploitation, where the agent plays the arm deemed more profitable. In the two arm case, ETC
with an adaptive choice of the length of the exploration phase can reach competitive but sub-optimal
performance (see e.g. Garivier et al. (2016)). In the bidding model, due to the continuous nature
of the problem at hand, the ETC strategy is not viable since any approach that simply commits to a
fixed bid after some time is bound to incur a large regret.

We consider instead the following class of strategies, termed Explore Then Greedy (ETG). In
the exploration phase, the maximal value of the bid (B; = 1) is chosen to force observation. After
a well-chosen stopping time, the bidder chooses either to abandon the bids (choosing B; = 0),
or to continue with the running average of observed values (greedy phase). In the sequel, the
exploration phase ends as soon as one is reasonably certain that the value v will either never more be
under-estimated by a factor larger than 2 (stopping time 1), or is not worth bidding (stopping time
0)-

ETG strategies have the advantage of being simple both to explain and to implement. Indeed, they
only require the possibility of executing tests and of computing the running average. In the context
of digital advertising, simplicity is critical, as most bidders operate through specialized platforms
that only allow simple operations because of the very high frequency of auctions. ETG strategies
are also closer to the methods that are naturally implemented by marketers and are therefore easily
explainable.

4.1. ETGstop

We propose one instance of ETG, that we call ETGstop, defined by the following choice of stopping
times 7 and 7:

tL 1 1
71 := inf {t €[1,T]:exp <—t) < 2}, 7p = inf {t €[1,T):U: < 1} “4)
8 T T3
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where we denote by L; = min{v € [0, Vi[: exp (—tkl(V;,v)) < 1/T?} and by U; = max{v €
[Vi, 1[: exp(—tkl(V;,v)) > 1/T?} the kl-lower and upper confidence bound for the confidence level
1/T2.

This choice of 7 allows to guarantee that with high probability, if 71 is smaller than 79, all

bids will be larger than % in the second phase. Indeed, we prove that for all n, P(V(n) < §) <
exp(—nkl(v,5)) < exp(—" ), where V(n) denotes the empirical mean of the first n observed
values (see Lemma 11 in Appendix A). With high probability, exp(—"*) < exp(— ”éf) < %, for
all n > 7, since L, is a lower confidence bound of v. Therefore, the probability that there exists a
time step in the second phase for which the average of the observed values is less than v/2 is small.
Choosing this stopping time as the starting point of the greedy phase therefore ensures a minimal

ratio of won auctions in this second phase.

Theorem 6 If I admits a density f, that satisfies 3 3,3 > 0,Vx € [0,1], B < f(x) < 3, then the

regret of ETGstop satisfies :
1
max Rr(v) < O(T5 log? T),
vel0,1]

. 1
and if v > —r,
f T

ol

64 log(T) + 60T~ 1/2 4 log? T

then Rp(v) <7+ v + F(v/2) +5F(U/2).

This result (proved in Appendix F) shows that the order of the regret of ETGstop is similar to that
of UCBID, kIUCBID and BernsteinUCBID, when v is large enough. It is also worth noticing that
the bound of the worst case regret for ETGstop is similar to that of BernsteinUCBID and compares
favorably to that of UCBID. In the numerical experiments, we show that ETGstop can outperform
all other algorithms for large values, whereas its regret for small values v is larger than those of
UCBID and (of course) KIUCBID. Can smarter ETG strategies be designed, which would reach a
significantly better performance? The following lower bound answers negatively.

4.2. Minimax Lower Bound of the regret for ETG strategies
Theorem 7 If F admits a density lower-bounded by 3 > 0, then the regret of any ETG strategy

satisfies

B/ .
mas Br(v) > (75 -1). 5)

The proof of this result is given in Appendix G. This bound makes ETGstop minimax optimal
in the class of ETG strategies, up to a log? 7' multiplicative factor. According to Theorem 5, the
worst-case regret of kIUCBID is of the order of log? T. Thus, the lower bound in (5) proves that
ETG strategies are bound to be suboptimal in the minimax sense. It should not come as a surprise: in
the MAB framework already, Explore Then Commit strategies are sub-optimal by a factor 2 on every
two-armed Gaussian problem (Garivier et al., 2016), and it is natural to think that ETG strategies
should suffer from the same drawback. However, the difference between UCB and ETG strategies
for second price auctions is way more substantial, since the regret of ETG strategies is necessarilyof
an order much larger than that of kKIUCBID.

10
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5. Simulations

In Figure 1(a), we plot the average regret of UCBID, kl-UCBID and Bernstein-UCBID, when V4 is
drawn from a Bernoulli distribution of expectation 0.2 and M, is drawn from a uniform distribution.
The regret is computed on 10,000 time steps and averaged on 50,000 Monte Carlo trials. The plot
clearly shows that on the first steps and for this particular configuration, kl-UCBID outperforms
UCBID and Bernstein-UCBID. Bernstein-UCBID has a larger regret than UCBID and kl-UCBID.
This comes from the fact that the variance is v(1 — v) in the present case, which makes kI-UCBID a
better candidate.

In Figure 1(b), we plot the average regret of UCBID, kl-UCBID and Bernstein-UCBID, when
V; takes only two values 0.195 and 0.205, each with probability 1/2 and M; is uniform. Here, the
horizon is 100,000 and we make 5,000 Monte Carlo trials. As predicted by the analysis of Section 3.2,
Bernstein-UCBID outperforms UCBID on the long run. However, the regret of both UCBID and
kl-UCBID is smaller than that of Bernstein-UCBID on small times. This comes from the fact that the
optimistic bonus is dominated, in the beginning, by the term 3 log(3t”)/N; which tends to be larger
than the optimistic bonuses of the two other algorithms during the first time steps. Note that this is
an extreme case, in which the greedy strategy would perform well, since the variance is very small.

We now compare the UCB algorithms to the simpler algorithm ETGstop and to other benchmarks.
Other candidate algorithms include the greedy strategy, which submits the current average of the
observed values, the K -armed bandit UCB on a discrete set of values in the (0, 1) interval and a
unimodal bandits algorithm like LSE (Yu and Mannor, 2011). Note that UCB on discrete values does
not take the structure of the problem into account. These algorithms have been tested for Bernoulli
distributed values of mean 0.3 and uniform M; and the result is plotted in Figure 1(c). The algorithm
named GreedyBID is the greedy one and the one named UCB _discrete is UCB on discrete values. The
case displayed in Figure 1(c) corresponds to UCB run on a uniform grid of 100 values. It was checked
that it is not possible to significantly improve the performance of UCB by varying the discretization:
making it coarser increases the regret, while making it finer slows down learning. Figure 1(c) shows
that the greedy strategy, the K -armed bandit UCB on a discrete set of values and LSE behave linearly
and are therefore rapidly outperformed by the UCB type algorithms. We ran the simulations with
a modified version of ETGstop that awaits 7{ = inf{t € [1,7] : tL; > 2logT} instead of 7
before it starts the greedy phase. This new stopping time guarantees that the bids are larger then
v/10 —rather than v/2 for the analyzed version of ETGStop— with high probability. Indeed, for all
n>1{,P(V(n) < &) < exp(—nkl(v,v/10)) < exp(—nv) < 7 (the third inequality is obtained
thanks to Lemma 11 in Appendix A) since L., < v with high probability. Therefore, this version
of ETGStop waits less than the analyzed version before it starts the second phase, and is thus more
competitive in the regime where v is small, but is likely to accumulate more regret in the greedy
phase. This version of ETGstop does not perform as well as UCBID and kIUCBID, but outperforms
BernsteinUCBID on the long run, showing that it can perform satisfactorily for large enough values.

In Figure 1(d), we plot the regret after 5,000 time steps of UCBID, kl-UCBID, Bernstein-UCBID
and ETGStop when M; is uniform and V; follows a Bernoulli distribution, as a function of the
expectation of V;. We ran the simulations on 20 different values of v, using 50,000 Monte Carlo trials
in each case. As expected from the result of Section 4, ETGstop performs poorly when v is small but
outperforms the other strategies when v is large enough. Note that the peak of the regret of ETGStop

is obtained around v = T3 as suggested by the proof of Theorem 6. The regret of UCBID seems to

11



EFFICIENT ALGORITHMS FOR STOCHASTIC REPEATED SECOND-PRICE AUCTIONS

increase when v gets close to T_%, contrasting with the regrets of BernsteinUCBID and kl-UCBID
which seem to reach a maximum for larger values, as suggested by the proof of Theorem 5.
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60 KIUCBID
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50 KIUCBID
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form M;. distributed V; of varying mean v.

Figure 1: Numerical simulations

6. Conclusion

We have proposed new UCB strategies for buyers in repeated second-price auctions. We have shown
that they improve significantly over the state of the art, both experimentally and theoretically. Our
analysis emphasizes the role played by two important factors: the frequency of wins at the optimal bid
and the variance of the value distribution that takes a dramatic importance when the value of the item
is close to 0 or 1. We have also shown that simpler strategies may reach asymptotic performances
similar to those of UCB-like algorithms. In the online advertising context, such strategies could be
set up more easily by smaller stakeholders who do not necessarily own a programmatic bidder, but
bid through demand-side platforms. However, by studying the worst-case regret of such strategies,
we have shown that this simplicity has a price: they perform poorly when the value v lies under a
certain threshold.

12
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Supplementary Material

Outline. The appendix is structured as follows: Appendix A contains general lemmas used in the
rest of the appendix. Appendix B contains the proof of the parametric upper bounds of the regret of
UCBID and BernsteinUCBID. A brief outline of the proof scheme precedes the proofs (Appendix
B.1). The asymptotic and non asymptotic upper-bound for the regret of kIUCBID can be found
in Appendix C. The proof of the parametric lower bound for standard UCB strategies follows in
Appendix D . Appendix E deals with the study of the worst case regret of UCB strategies. Appendix
F provides the proof of the upper bound of the regret of ETGstop, while Appendix G contains that of
the minimax lower bound of ETG strategies.

Additional Notation and Assumptions. The sequel requires the use of additional notations.

» We define (V(n)),>1 by V(n) := V,, where 7, = inf{t : Ny = n}. V(n) is the n — th
observation of a value.

« V(n):=1/n>_"_, V(s) is the mean of the n first observed values.
e W(n):=1/nY."_(V(s) — V(s))? is the population variance of the n first observed values.
* Weset V] =V if My < By, and V] = () otherwise.

» Let F; = o((Ms, V/])s<t) be the o-algebra generated by the the bid maxima and the values
observed up to time ¢.

* We denote by L(n) = min{v € [0,V (n)[: exp(—tkl(V(n),v)) < 77} and by U(n) =
max{v € [V (n), 1]: exp(—nkl(V (n),v)) < %}
* We also define the instantaneous regret by
Ty = Ut('U) - Ut(Bt);
in such a way that Ry = 3.1 E[r].

Whereas the results presented in the main body of the paper require the assumption that F' admits
a locally bounded density, we prove broader results, under the following assumption.

Assumption 2 Local margin condition. F satisfies the local margin assumption, with parameter
a > 0, if there exists strictly positive constants A and [ such that

F(z)— F(v) < B(x —v)*, Vxelv,v+A].

Assumption 1 is a special case of Assumption 2 with a = 1.
Alternatively, we will use the uniform version of the margin condition.

Assumption 3 Uniform margin condition. F satisfies the uniform margin assumption, with param-
eter o > 0, if there exists a positive constant (3 such that

F(z) — F(v) < Bz —v)*, Vxelvl].

15



EFFICIENT ALGORITHMS FOR STOCHASTIC REPEATED SECOND-PRICE AUCTIONS

Appendix A. General Lemmas

A.1. Maximal Utility

Lemma 8 Assume that F admits a density. The utility writes Uy(b) = (V; — My)1{b > M;}. If
there exists a < v (respectively b > v), such that F' is constant on [a, v] (respectively [v, b]) then
la,v] C argmaxye(g 1) Ut(b) (respectively [v,b] C arg maxycpo 1) Ut(b)). Otherwise,

arg max E[U;(b)] = {v}.
be(0,1]

In either case, maxyc|o 1) Zthl E[U:(b)] = Zthl E[{v — M }1{M; < v}].

Proof If F' admits a density f, then F' is continuous and non decreasing. We can write:

b
E[U:(b)] = /0 (v — m) f(m)dm

/ m)dm — /mf
= vF(b) — [mF(m)] + /0 F(m)dm
b

= (v —"b)F(b) +/0 F(m)dm,

E[Ui(v)] — E[U()] = /Ov F(m)dm — (v —0b)F / F(m

This latter quantity is non negative. It vanishes if and only if F' is constant, on [b, v], if b < v, and on
[v,b], if v < b. In particular,

E[U:(b)] < E([(Vs — My)1(M; < v)]),
and maxye (0,1 S1_; E[Us(b)] = 3o E[{v — My }1{M; < v}].

Equivalently, we can prove the same close form of maxe(o,1] Zle E[U.(b)] by observing that:

T T
max E[(V: — My)1{M; < b}] = max E[(v — M) 1{M; < b}],
be[0.1] 4= be[0,1] 4=
because V; does not depend on M.
As (v — My)L{M; < b} < (v— M;)1{M; < v}, one has
T T

g SSEIDHO)] = Dl — ML < o)

N

E[(V: — My)1{M; < v}].

t=1
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|
A.2. An Expression of the Regret
The instantaneous regret can be rewritten as
re = (Mt — ‘/t)l{’U < M; < Bt} + (Vvt — Mt)l{Bt < M; < ’U}. (6)

In fact, the regret may only be different from zero when M, lies between v and B, otherwise bidding
v and B; lead to the same utility. In the right hand side of (6), the first (respectively second) term
describes the case when the bidder wins (respectively loses) the auction.

A.3. Quadratic lower and upper bounds of the regret

Lemma 9 If F admits a density f, which satisfies

38,6>0,vee[0,1], f< f(z) <B;

Then,
RN B\ )
- t=1
Proof
The instantaneous regret writes :
E[r:(b)] = E[Ur(v)] — E[U(D)]

where the first equality comes from Lemma 8.

Hence
B fy (m—=b)dm < ry(b) < B [, (m—b)dmifb < v,
@ff(b—m)dm <ry(b) < B ;(b—m)dmifv < b,
Thus . )
5B —v)? <) < (b —v)?
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A.4. Bounds on the KL divergence between Bernoulli distributions
Lemma 10 Vp € [0, 1], ¢ €]0, 1]
2

(P —q)
R (I R

A\

F o= p+2q

where 3

Proof Thanks to Taylor’s form, kl(p, q) = p_Q)2 fol " (q+ s(p—q))2(1 — s)ds, where ¢ : z
kl(x,q) and hence ¢"(z) = m(l 20—y We apply Jensen s inequality, using fo —8)ds = %

/ Wt s(p— 4))2(0L— s)ds > (/ gt sl a2 - o)ds)

|
Lemma 11 Forany v in [0, 1], for any o €] — 1, % —1],
KI((1+ a)v,v) > ot
a)v,v) > ——m—mm—.
2(1+«/3)
Proof This lemma is a direct consequence of Lemma 10. |

A.5. An Inequality Based on Benett’s Inequality

Lemma 12 For all n, such that n < 1°gT

P (‘_/(n) —v>v+ logT> <

n

N =

log T

For all n, such that n >

_ logT 1
PV —v>1/2 < —,
( (n)—v > v - ) <7

Proof We use Benett’s inequality: P(V(n) — v > z) < exp (—nwg(£)) where g(u) = (1 +
u)log(1l + u) — u. Let hy(w) = wg(z/w). For all x > 0, h, is decreasing, its derivative being
hl,(w) =1log(1 + £) — Z. Therefore

P(V(n) —v > ) < exp (—nv(l _v)g (UG”C_U))) < exp (—nvg (%)) .
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We call v (n) the solution of: vg( lOgT

)= in [0, oo[ (it will become clear that the solution is
unique). vT(n) satisfies P(V (n) > v (n)) < 1 . We aim at bounding v (n).

Since ¢'(u) = log(1 + u), and g ( ) = H—u > 0 when u > —1, g is strictly convex on [—1, co].
Also, we can define an inverse g~! on |0, oo].

Additionally, g(e — 1) =1 andg (e—1)=1Lsog(z)>x—(e—2)>x—1L,Vr<e—1,
2

al

b
convexity. When z > e — 1, we can prove g(z) > (—1) by analyzing the function g(x) — (—) .

Therefore if l(;gnT > 1,

logT logT
vt(n) =vg™! <Og ) <v4 o
on n

and if 18T < 1,
vn

S
+
S
Il
<
S
L
—
o
03
~
~
IN

logT log T’
(61)\/’0 o8 g\/% %8~
n n

Appendix B. Proof of Theorem 1 and Theorem 3

B.1. Sketch of the Proofs

The methods used to obtain the bounds follow the same pattern for the three UCB algorithms. In this
sketch of proof, we focus for simplicity on the case when Assumption 3 is valid, see Sections B.6
and B.7 for more general arguments.

We first observe that the regret R of any strategy is upper-bounded by

T T
> E[(M; —v)1{v < My < B} + > _P(B; <v). (7)
t=1 t=1

as proved in Lemma 14 in Section B.2 below. We start by bounding the second term of the right hand
side of inequality (7) by bounding the deviations to the left of V;. Furthermore, when F' satisfies
Assumption 3 with parameter « and constant 3, we can prove that

B(Bt . )1+a

E[(M; —v)1{v < M; < B;}] <E (o) * 1{M; < By}

)

by conditioning on the intersection of F;_; and the o-algebra generated by 1{M; < B.}. This is
proved in Lemma 15 in Section B.2. Then we use the following result, proved by a re-sampling
argument. (See Section B.2 for the proof.)

Lemma 13

T B 1+a
E|) ——t + 1{M, < B;}

t=1

ﬁ T
1+«
S F)E > (BT(n)—v)} ] : @)

n=1

19



EFFICIENT ALGORITHMS FOR STOCHASTIC REPEATED SECOND-PRICE AUCTIONS

where

B*(n) = min (1, V(n) + ,/%) for UCBID,

Bt(n) = {z:2 > V(n),kl(V(n),z) = YT} for kI-UCBID,
Bt (n) = min (1, V(n) + 2W () log(3T7) 310g (377) )for Bernstein-UCBID.

n

The virtual bids BT (n) (indexed by the number n of observations rather than by the time ¢) are
obtained by replacing the value of ¢ by the horizon T in the expression of the bids. They are a clear
upper bound on B(n). Although the horizon is not known a priori, it is convenient to consider these
virtual bids in the analysis. Bounding the right hand side sum in Lemma 13 is not hard in the case of
UCBID and Bernstein-UCBID, using the following inequality for each term: for any non negative
sequence (A,),

EX1T] = E[X[T1{X < A, }] + E[X;T*1{4, < X}]
<E[ALT) +P(4, < X),

where X = (B*(n) — v), knowing that X € [0, 1]. Setting A,, equal to the minimum of 1 and two
times the optimistic bonus (e.g. A4, = min(1,2,/~vlogT/(2n)) in the case of UCBID), one sees
that the probability P(A,, < X)) is smaller than the probability that the mean value be larger than v
plus the optimistic bonus. We bound this latter probability, by bounding the deviations to the right of
V;. Using this inequality term-wise leads to the upper bounds on the regret presented in the paper for
both UCBID and Bernstein-UCBID.

For kl-UCBID, the argument is somewhat different because there is no closed-form expression
for the optimistic bonus, and the decomposition above cannot be used directly. Another difficulty is
the fact that the Kullback-Leibler function for Bernoulli distribution is not symmetric. The proof of
the upper bound on the regret of kI-UCBID is therefore more technical, but follows the same general
pattern.

B.2. Proof of the General Lemmas used for the Upper Bound of the regret of UCB
strategies

B.3. General Bound on the Regret
Lemma 14 The regret Ry of any strategy is upper-bounded by

T T
> E[(M; —v)1{v < My < B} + > _P(B; <v). 9)
t=1 t=1

It holds
E[’I"t’Mt,Bt] = (Mt — U)l{’l) < M; < Bt} + (U — Mt)l{Bt < M; < U}.

Lemma 14 follows from (6) and uses the fact that E[(v — M;)1{B; < M; < v}] < E[1{B; <
M, }], since all the variables at stake take their values in [0, 1].
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B.4. Bound due to the Margin Condition

Lemma 15 [f F satisfies Assumption (2) with parameter o and constant 3, the expected cumulative
regret is bounded by:

T a+1 T
Z t—”l{Mt <B}|+ ) P(Bi <) (10)
—1 t=1

Compared to the bound in Equation (7), only the first term has changed. The new one is slightly
easier to bound, because instead of having to control the unknown quantity M; — v, we only have to
control B; — v.
Proof

Let G; denote the sigma algebra generated by the intersections of elements of F;_1 and o (1{M; <
B.}). We consider the following conditional expectation:

[P (@ —v)dF ()
F(By)

E [(Mt - v)l{O S Mt — S Bt - U} |Qt] == 1{Mt S Bt}l{v S Bt}

Thanks to the margin condition, if v < By,

By
| @ 0P @) < (B~ ) (F(B) ~ F(0) < 5(B, — 0)'
and F'(B;) > F(v) when v < By. Therefore,

ﬁ(Bt o v)1+a

E[(Mt—v)l{()th—vSBt—v}\Qt] S F(’U)

l{Mt S Bt}l{?] S Bt}
We stress that the above bound may be improved in some cases: indeed, if for example M; is
distributed uniformly, then the exact value of the integral is 1 (B, — v)?, which is half of our upper

bound (since the margin condition parameter is 1 in this case).

Now it only remains to apply the chain rule and to sum over T terms to obtain the following
bound :

) Bt—U)1+a
> E[(M; —v)1{0 < M; — v < By — v}] s<2—+1{Mt < Bi}.
t=1 t=1 F(U)
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B.5. Proof of Lemma 13

We prove Lemma 13 by using a re-sampling argument.

T r T t
ED (B — o)t UM, < B} <E (DD (B =) UYN, =n, N,y =n— 1}]
t=1 Li=1 n=1
r T
<E ZZB+ Ho‘l{Nt—nNtl—n—l}]
T T
<ED D (BY() 1+°‘1{Nt—nNt1—n—1}]

SE i 1+a

The second inequality follows from a simple re-writing, where we slightly abuse notation by
taking Ny = 0. The second inequality uses the fact that B™(n) is an upper bound of B(n). The
third one follows from an inversion of the sums: note that we did not lose any information, since
whent >n, 1{N, =n,N,_1 =n—1} =0.

B.6. Upper Bound on the Regret of UCBID under Assumption 3

In this paragraph, we prove the following version of Theorem 1, under a margin condition holding
on [v, 1]. For a proof of the localized version, see section B.8.

Theorem 16 If I satisfies Assumption 2 with parameter o around v on [v, 1] and F'(v) > 0, then
the UCBID algorithm with parameter vy > 1 yields a regret bounded as follows :

( B 2(710gT)1+Ta 1-a
ifa<l1,
ny+%((2fylogT)(logT+1)+1)
ifa=1,

6vlogT

CV+F/(Bv)|:’Yag +1:|

ifao> 1.

where Cy =72 le\flogtﬂ

We first need the following lemma.

Rr

IN

Lemma 17 The UCBID strategy ensures that the sum of probabilities in Lemma 15 is bounded by a
constant:

T T
logt +1
ZP(U > By) <C, := Zew.

Y
t=1 t=1 t
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Proof We use Lemma 10 in Cappé et al. (2013), using the fact that V; is a random variable bounded
in [0,1] and thus 1/2 subgaussian.

logt
P(v> By) = P(v— V(N,) > VQNg)
= P(V2Ni(v — V(INy)) > vﬂog
<P(3n<t,V2n ’U—i ~vlogt)
< e[y/ylogtlog WGXp(—'ylogt)
<€\ﬁlogt+1.
e —

Set X = (BT (n) — v). As explained in Section B.1, we use the following inequality :

VA, >0,
E[X1T]) = E[X1T1{X < A4,}] + E[X;"*1{A, < X}]
<E[ALT] +P(4, < X)

Here we take A,, equal to exactly the minimum of 1 and 2 times the optimistic bonus A, =

min (1 2,/7 log T) so that P(A4,, < X) is smaller than the probability that the mean overestimates
v by more than the optimistic bonus. Hence,

1 T
E[(B*(n) —v)}] < (40)' T +P(2y/ 122
It holds that
P<min (1,2 VlggT> <B*(n > P<2,/710gT<B+ )+P(1<B+( ) — )
n

P<2 'ylogT ’ylogT)
2n

<P U (n)—v)

<7,

where the last line follows from Hoeffding’s inequality.
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By combining Lemma 15, Lemma 13 and Lemma 17, we finally obtain

T
Ry < Cy+ ) B/F()E[(BT(n) —v){]

n=1

T
< C, + B/F(v) (Z ARt 4 T‘7>

n=1

< Cy+ B/F(v) (ZT: (Mngyga +1>

n=1
T =
< Cy+ B/F(v) ((m logT) =" 3" (i) + 1> :

since A, < %, Vn € N.
For o > 1, we improve the bound by using that A,, = 1, Vn < 2vlogT. This yields,

It T Ita
4o 1 4ree
Ry < Cy+ B/F(v) <T17 +2ylog T + (27 log T) Y (f) 2 )
n=2vlogT "
We conclude by observing that :
ZT: (1>1§a _ [ v ifa<a
n T |logT+1ifa=1,

n=

—

and that

ifa>1.

zT: <1>1§°‘ 2(2710gT)aT_1

a—1
n=2ylogT

B.7. Upper Bound on the Regret of Bernstein-UCBID under Assumption 3

We prove the following version of Theorem 3, under a margin condition holding on [v, 1]. The proof
under a localized margin condition is given in Appendix B.8.

Theorem 18 If F' satisfies Assumption 2 with parameter o around v on [v, 1] and F(v) > 0, the
Bernstein-UCBID algorithm with parameter v > 2 yields a regret bounded as follows :

0 (Bwlog(3T7))" 5" 125 (TI’T“ +1)
g ((6c1 log(377)) 1+ + 1) ifa <1,

+ =

F(v)
Ry <C! + ¢ £-8wlog(3T7)(log T + 1)

(v)
B <(601 log(377))1 e + 1) ifa=1,

+ =

F(v)

L) | 1) log(377) i > 1

o

where c1 1= > 00 | o <% # = n?/6, and C!, := St

n=1 pl+a
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We first need the following lemma.

Lemma 19 The Bernstein-UCBID strategy ensures that the first term in Equation (10) in Lemma
15 is bounded by a constant:

T
Z P(v > B) < Zt1_7 =C.
t=1 t=1

Proof

T T =
_ 2Wilog(3t7)  3log(3t7)
g P(B < E P
2 ( t<v)_t:1 Vi + + N, <w

N
T t — "
395 p<v + ¥+ /P IoE0)  Biosts >>

where we use a simple union bound for the second inequality, and the Bernstein’s deviation inequality
for the third inequality. |

Let X denote BT (n) — v. As explained in Section B.1, we use the following inequality :

VA, >0,
E[X 1] = E[X1H1{X < 4,}] + E[X}T*1{4, < X}]
< E[AT] + P(4, < X)

Here we choose A,, as 2 times the optimistic bonus

Ap = min <1, 2 (\/ZW(”) :g(STv) n 310g7(l3T“/)>> |
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It holds
E[(B*(n) = v)™]
<E |min (1, <\/8W(n) Z)g(BTV) n 610%;3T”)> Ha) (11)
e (\/SW(n) L(L)g(?)TV) . 610gT(LST7) < BH(m)— v)
<o 1 (T (sor) )
e < \/8W(n) fg(fiTV) . 610g723T7) < V) — vt \/2W(n) fg(?yT“f) . 3log723T7)>
<E [min (17 <8W(n) fg(3T7)>1§‘")] i (1’ (%gsm>1+a> "
e < \/2W(n) fg(sTv) . 310g7i3T7) < Vi) — v)
<E[W(n)] " min (1, (81(%1(5@7)) 13&) +min (1, <61(%S’T7)> Ha) +T77,

when « < 1. The last inequality stems from Jensen’s inequality, which can only be applied when
a < 1, and from Bernstein’s deviation inequality.
When a > 1, we can bound E[(B* (n) — v)1t*] by

E [W(n)] min (1, (W) lza) + min (1 <W>Ha) + T,

n n

Let us come back to the case when o < 1. Since E [V_V(n)] = ”77110 <wand~y > 1,

E[(B*(n) - v)}"] < w3 (W)lga + (f“ﬂg(f*T))+ +1,

- n n

By combining Lemma 15, Lemma 13 and Lemma 17, we obtain

T
Rr < Cl+ 3 BIFWE(B* () = 0

< C. + B/F(v) (Zw 2 (W> 2 +cl(6log(3TW))1+°‘—{—1>,

where ¢ 1= ZZO 1 n1+a < Zn L n2 _ 7r2/6
When a > 1, we argue that we can bound E[(B™ (n) — v)1*] by

E [W(n)] min (1, (W)T) + min (1, <610g(3Tv)>1+a> +T77,

n n
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since the first three inequalities (11),(12), (13), still hold. The regret is therefore bounded by

C’+Z—E [(B*(n) — v)}F9]

B T 8log(3T7)\ =
<Crmgl Y w(™5)

n=8log(3T7)
T 14+«
6 log(3T7
.y (loseT) +810g(3T7>+1>
n=8log(3T7) "

LHa 14+«
because (%ng:m) * <1land (%) <1, when n > 8log(377).
We conclude by observing that :

i( )Ha {@(T)lz“+1ifa<1;
ot logT +1ifa=1

and thatif o > 1,

a—1

zT: (1)1? < 2(810g(3T“’)>T

n==8log(37T7)

a—1

and
&y for)

n=8log(3T7)

B.8. Generalization to a Localized Margin Condition for UCBID and Bernstein-UCBID

Lemma 20 [f F satisfies Assumption 2 with parameter o around v on [v,v + A, the upper bounds
presented in Theorems 16 and 18 are unchanged, apart from an additive term

Do QVIA%T + 1 for the case of UCBID,
g (% + %) log(317) + 1 for Bernstein-UCBID.

Proof Alternatively to inequality (7), we use

T

T
Rr <) E[(M; —v)l{v < M; < Bi}] + > P(By <)
t=1 t=1

™=

T
E[(M, —v)l{v < M; < By <v+ A} + ) P(B; <)
1 t=1

T
+ZP{v—|—A§Bt,U§Mt§Bt}.
t=1
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The first two terms are bounded exactly as in the proofs of Theorems 16 and 18. The last term is
treated as follows.

ZP v+ A< By,v< M, < B) <ZZP (v+ A < BY(n))1{M; < B}

= t=1 n=1

~+

<) P(4, <V(n)—v)+P(A<24,),

n=1

where A, corresponds to min (1, 24/ 71§§T> for UCBID and A,, is

-_ (1’ ) ( 2IW () log(377) , 310g(3T7)>> |

n n

for Bernstein-UCBID.
The second inequality is proved with similar arguments to those of the proof of Lemma 13. In the
case of UCBID, when n > %, A > 2A,, therefore P(A < 24,,) = 0 forn > 2ylogT logT

In the case of Bernstein-UCBID, P(A < 24,,) < 1{A < 121%(?0”)} +P(A < w),
since A < a + b implies that A < 2a or A < 2b.
Whenn > 12M the first term is equal to 0. The second term is equal to P(

Since W(n) < 1, P(WWTE )) is smaller than 1{n < 3% log(377)}.
This yields

A2 W (n)
321og(3T7) < )

21987 for UCBID
), <1+

T
Y Pw+A<B,v<M<B),
—1 ( A T AQ) log 3T for Bernstein-UCBID.

Appendix C. Upper Bound of the Regret of KIUCBID

We first prove the following version of Theorem 2 under the assumption that the margin condition
holds uniformly on [v, 1]. We will explain how to adapt the proof to the localized margin condition
in Appendix C.2.
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Theorem 21 If F satisfies Assumption 3 and F(v) > 0, the kl-UCBID algorithm with parameter
v > 1 yields the following asymptotic bound on the regret:

2
lim sup Fr < B

P o1 () P O —o) ifa <1,

lim sup 8yu(l —wv), ifa > 1.

B
T—s00 (10gT)2 - F( )

C.1. Analysis under Assumption 3

We first prove the following lemma.

Lemma 22 The ki-UCBID strategy ensures that the second term in Lemma 15 is bounded by a
constant:

T
Y P(B;<v) <.
t=1

Proof We apply Theorem 10 of Garivier and Cappé (2011), and sum over {1...7'} as in the proof
of Lemma 17. |

Now let us bound the right hand side of inequality (8) in Lemma 13.We note that

T

Z(B-i-( 1+a

n=1

T

<> [El =)' UYLy (n) < v} +P(v < Ly(n))]

n=1

E

where Uy (n) = {q : V(n) < ¢,kl(V(n),q) = vlngT} = BT(n), and Ly(n) = {q : ¢
¥ ¥ logT
V(n), kl(V(n),q) = 5=}

Before getting to the proof, we state an important lemma showing that for any 6, there exists

a neighborhood in which for all 0,u, kl(é, u) is lower bounded by a specific quadratic function of
u— 6.

Lemma 23 V0, Ve, In.(0) < 1, such that iff,u e [0 —ne(0),0 + ne(0)],

A~

(u—0)

K6, u) > 201 — 0)(1 +e)

Proof Using the Lagrange form of Taylor theorem,

_ 42
k(6 u) > (u=9) .
2max, 5. x(1—x)

By continuity of (1 — z), there exists a neighborhood of ¢, in which z(1 — z) < (1 + €)0(1 — 0).
Therefore, if §, u are in this interval, Vz € [0, u], (1 — z) < (1 + €)0(1 — 6). [
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Lemma 24 For ¢ > 0 and 1. defined as in Lemma 23, set

8vlog T"

no(U,T, 6) = ’V 772
€

ThenN'n > ng(v, T €),

14+a
2ylog Tv(l —v)(1+ 6))
- :

E[(U, (n) — )5 < T 4 P(v < Ly (n)) + (W

Proof
In this proof we will use the notation n instead of ng(v, T, €) for the sake of clarity. We can

show that ng is defined so that exp(— "O(UQ’T’e) ”‘T(”)) < exp(— "O(UéT’E) @) < T7". Therefore, if
n > ng, with probability larger than 1 — 777,

v = V(n)| < ne/4,

thanks to Hoeffding’s inequality. Hence, if n > ng, with probability larger than 1 — 9, if x €

[Ly(n), Uy(n)],
V(n) — x| < \/;kl(V(n),x) < \/’Y;’ST < \/?S %

where the first inequality follows from Pinsker’s inequality, the second stems from the definition of
L. (n) and Uy (n) and the third one as a result of the definition of ng. And

v —a| < |[V(n) — 2|+ |[V(n) — 0] <1e/2+7¢/4 < 7.

Finally, using Lemma 23,

KUV (n), ) — — Vn)®

Hence, with probability larger than 1 — 777,

Uy(n) — Ly(n) < 2\/2’710gT’U(1n— o)1+ 6)’

thanks to Lemma 23. Indeed the distance between U, (n) and L. (n) is larger than the distance
between the two roots of the quadratic lower bound minus %. Therefore,

E[(Uy(n) = )] < E[(Us(n) = v) 7 1{v € [Ly(n), Us(n)]}] + P(v < Ly (n))
1+«

< <2\/ 2ylog Tv(1 — v)(L+ 6>) FP(u < Ly(n) + T,

- n
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Since, in fact B* (n) = U, (n),

T
E Z(B+(n) v)1+o‘]
"~ T T
<no(v,T,e) + Z P(v < Ly(n)) + Z T

n=no(v,Te) n=no(v,T€)

T 14+«
n Z <2\/2’ylogTU(l—v)(1+e)

n

n=no(v,Te)

d £l 1+a
<ng(v,T,e)+2 Z T 4+ Z (2\/2vlogTU(1_v)(1+€)>

n
n=ng(v,T,e€) n=no(v,Te)
T oy log To(l— o)1+ )
< no(v, T, €) + 207 2\/ YOB- AU T
_nO(U7 76)+ +nz::l< n s

where the third inequality comes from the fact that P(v < L. (n)) < 777, which is a result of
Chernoff’s deviation inequality (see Corollary 10.14 of Lattimore and Szepesvari (2018)). Thus,

T 1+«
2y 1log To(1 — v)(1
RT§07+no(v,T,e)+2T1—V+Z(2\/ 7log To(1 — v)( +€))

n
n=1

For o < 1, We use :

1+

T 1N\ == 2 1—
3 (f) 14— (D) ifa< 1.
\n 11—«

We handle the case o > 1 by observing that when n > 8yv(1 — v)(1 + €) log T,
2\/27 logTv(lv)(1+6)> e < 8'ylogTU(1fv)(1+€)
< - .

n

We also use that
T 1+a T

1\ = 1
) O D D
n=8yv(1—v)(1+e)logT n=8yv(1—v)(1+4€)logT
Hence,
8 Ita o 1-o
7o) Byl —v)(1+¢€)logT) = =(T) 2
ifa<1
Ry < Cy+n)(v,T,e)+2+
7 < Gy ol ) %&;(1 —0)(1+ €)ylogT(log T + 1)

ifa>1
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where n( (v, T, €) = max(ny(v, T, €),8yv(1 — v)log T).

Also, using the fact that
_ 8ylogT

n?

no

)

nf (v, T, €) is therefore negligible compared to (log® T') and to T2 when o < 1. And Ve > 0,

. RT B 1ta 2
lim sup —— < 8yv(l —v)(1+e€)) 2
T—oo (logT) 2 (T) 2" F(v)( )

1—a’

if « < 1. And Ve > 0,

lim sup 8yv(1 —v)(1+e),

T
<
T—o00 (IOg T)2 B

B
F(v)
if o > 1.

Letting € tend to O concludes the proof.
C.2. Generalization to a Localized Margin Condition for klI-UCBID

Theorem 25 [f F satisfies Assumption 2 and F (v) > 0, the kI-UCBID algorithm with parameter
v > 1 yields the following asymptotic bound on the regret:

2 a
lim sup oy < b (8yv(1 — v)))% s ifa< 1.

T—00 (logT)HTa(T)FTa T F(o)(1-a)

lim sup 8yv(l —v), ifa > 1.

T
T—o0 (log T)

In this case, we adapt the proof in Appendix C.1 by observing that

B
2= T

T
Rp < E[(M; —v)1{v < M; < By < v+ A}]
t=1

T T

+Y P <B)+> Pv+A< B, M < By).
t=1 t=1

The first two terms of the bound are analyzed exactly in Section C. The last one is bounded as follows

T
> P(w+A< B, M <B) <Y Pu+A<B"(n)
t=1 n=1

T T
<) P < Ly(n) + ) P(A < B (n) = Ly(n))
n=1 n=1
T
ST 4D P(A < Uy(n) — Ly(n)),
n=1
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where the first inequality results from the same steps as in the proof of Lemma 13, and the last one
stems from the fact that P(v < L. (n)) < T~7, which is a result of the Chernoff deviation inequality
(see Corollary 10.14 of Lattimore and Szepesviri (2018)). For n > nj (v, T, €),

29v(1 —v)(1 +¢€)logT
n

Uy (n) — Ly(n) < 2J

and,

2yv(l —v)(1+¢€)logT
" .

A <Uy(n)—Ly(n) = A< 2\/

Yet this latter condition on A is equivalent to n < W logT := nj(v,T,e€). This yields,
for T > max(ny(v, T, €),n1(v,T,€)) := na(v, T, €),

> P+ A< B, M <By) ST +ny(v,Te).
t=1

Hence,

T 1+a
2vlogTw(l —v)(1
Ry Spr+n2(v,T,e)+3T1_7+Z (2\/ vlog Tv(1 — v)( +€))

n
n=1
S (8yo(1 —v)(1+€)logT) 7 2-(T)'="
7oy 8ol —v)(1+€)logT) 2 =(T)
if 1

<Cy+na(v,T,e) +3+ 1Ba<
ng(l —v)(1+e€)ylogT(logT +1)
ifa>1

Taking the upper limit when 7" — oo and letting e tend to O concludes the proof.

C.3. Proof of an Alternative Bound of the Regret of kKIUCB, under Assumption 3
Lemma 26 Under Assumption 3, kIUCBID incurs a regret bounded by

%U) (6 +47)?vlog? T, fora =1,
Ao (64 47) T 205 log B ()T
Rr <1+ Cy+logT +2\/71logT + < +5log? T for a < 1, . (14)
% (6 4 4~) 1T %UHTQ log(T) + 5log* T
fora > 1.
Proof
4 d log T
Rr(v) <> P(By<v)+ Y E [(Bt —v)1(v < M; < By)1 (Nt < i )]
t=1 t=1
d log T
+) E [(Bt —v)l(v < M; < By)1 (Nt > i ﬂ (15)
t=1
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The first term of the right hand side of Equation 15 is bounded by a constant
Cy=> 2 e/7% o1 thanks to Theorem 10 of Garivier and Cappé (2011).

We denote by ng = min (T7 LIO% TJ ) We start by bounding the second term of the right hand
side of Equation (15).

d log T
3 (B —v)l(v < M, < By)L (Nt <% )
t=1

v

i log T
<E|> (Bi—v)l(v < M, < Byl <Nt < i >

Lt=1

*(n log T

<E ZZ (B Ny < == ) 1Ny = )1 (Nppr = n + 1)

Lt=1 n=1

S
<E|Y (BY(n) - v)]

Ln=1

"

logT
<E Bt(n)—v)1(V 20 + ——
<€ |3 ) - (Vi < 20+ )
log T
+ P <V( ) > 20+ g)
n

0 log T 1
<E Bt(n) =V V(n) —v)1(V 2 =
<€ |S (8 = Vi + V)~ 1 (Vi) <20+ 75T ) |4

where the last line comes from Lemma 12.
We know from Lemma 10 that
vlogT

< kUV =
e < KV (), Uy () = 12

(Uy(n) — V(n))?
2 x 2O @-V@+?

Hence if we denote by A(n) := BT (n) — V(n),

3A2(n) < ~vlogT
2(3V(n)+2A(n)) = n

Therefore,

1
3A2(n) < 29281

(3V(n) + 2A(n))

log T log T
<9y 28 (3(2v+ o8 )+2A(n)> :
n n

> log T
when V(n) < 2v + ==,
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Hence

2vlog T logT 1672 log T 36(2v + %) 2vlogT
3n n n

< 10y 10'y logT / vlogT

logT
e

when V' (n) < 2v +
This yields

no

> (B (n) = V(n)+V(n) —v)1 (Nt > loiT> 1 (V(n) S 10;;)]

n=1

E

no

S (A(n) + V(n) - 0)1 (Nt > IOiT> . (V(n) . loiT>

n=1

10
< ?’Y log T'log(no) + /4vyy/no\/log T + vng + log T log(ng)

13
< %longog(no) + 49'ylogT\/logT+logT.
v

IN

E

Finally,

Y E [(Bt —v)1(v < M, < By)1 (Nt < logT)]

v
t=1
13 Y T
< nTO ? 10g2 T+ 2\ﬁ10g lOg T. (16)

35



EFFICIENT ALGORITHMS FOR STOCHASTIC REPEATED SECOND-PRICE AUCTIONS

We now bound the third term of the right hand side of Equation 15.

XT:E [(Bt —)1(v < M, < By)1 (Nt > 101ng>}

- — 1w logT -
S;E[E[Bt )1(v < My < By)1 <Nt )‘}}ﬂ Mt<Bt)”

- 1 (v log T
S;E[F _ e <Mt<Bt)1<Nt2 . )}

T
p o

: n—%:ﬂ : {F(U =0 ]
< ZT: E Fﬂ B+(n) ))1+a1 (V(n) w<ilo logT>

n=no+1 (U n
+P ( —v> zvloiT>
: n=nzo+1 : Fﬁ)) (B+(n) —V(n)+V(n) - U)1+a) 1 (V(n) —v= loiT) + %,

where the third inequality comes from a re-sampling argument coupled with the fact that F'(B;) >
F(v) in case of a won auction, and the last inequality follows from Lemma 12. Like for smaller
values of n,

3A2%(n) < ~vlogT
2(3V(n)+2A(n)) = n

Therefore,

< QVIOgT (3 (v + 2vlogT + 2A(n)))
n n

gzyloiT (v+fu+2A( )))
< QVIOiT (3 ((1 +V2)v + 2A(n))) ,

when V (n) — v < 2leiT and n > no.
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This yields

2vlogT 16vlog= T logT
A(n) < ZL82 +6\/7ng +36x (1+ V28

4fylogT (1+\[) llogT
logT logT
V\f /log \/7 g

(o)

loi T We used that v > 1 in the first inequalities. Therefore

when n > ng and V(n) < 1/2v

- p + % ¥ 2 = logT
> |y (BT = V) + V) =)’ 1 Vin) v s g2
n=ngp+1
T 1+a
LAY JovloeT log T
S =)+ /2
n:nZOJrl << 3 ) \/ n \/ n )

T 5 log T\ 2
2 : 1+a og

n:noJrl

!

vlogT(logT log( )) ifa=1
1+o¢

log 3 (T)T 7 ifa<1
S 5 logi( )logT(no), ifa>1

B

<
~ F(v

(6 + 4’y)H°‘

~—

L
-

When using Equation (15) and hence summing with C, and the right hand side of Equation (16),
we obtain: 5
Ry <1+C, +2/7logT +logT + ) (64 47)* vlog? T,
v
for a = 1, using the fact that 107 < (6 + 47)?, to make the terms proportional to log(ng) disappear.
Similarly,

1+o¢ 1+ 1—a

i  log 3 ()T,

Ry <1+C, +—log T+2flogT+logT+F( )

(6 +47) Y

for o < 1. And

B
F(v)

1+

2 o
Rr <1+C, +—1og T+ 2~logT +logT + —— (6 + 4y )“ar log(T),

fora > 1.
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Appendix D. Proof of the Lower Bound for Optimistic Strategies

We restate the Theorem for simplicity.

Theorem 4 We consider all environments where V; follows a Bernoulli distribution with expectation
v and F admits a density f that is both upper bounded and lower bounded, with f(b) > 3 > 0. If a
strategy is such that, for all such environments, Ry < O(T%), for all a > 0, and there exists -y > 0
such that for all such environments, P(B; < v) < t™7, then this strategy must satisfy:

RT v

lim inf > .
Tooo logT = © 16F(v)

Proof We need the following lemma:

Lemma 27 If Ry < O(T*%), Ya > 0, and F admits a density which is lower bounded by a positive
constant and upper bounded. Then,

lim E [Nt] = F(v).
t—00 t

Proof EtT:l E[(B; — v)?] < O(T?), Va > 0, because of Lemma 9. By the tower rule, it holds
E[&] = E[} S _ | F(By)]. Since F admits a density f, upper bounded by a constant that we
denote S,

E[(F(By) — F(v))’] < B*E[(Bt — v)?].

Since Ry < O(T*?), VYa > 0, then Zthl E[(B:—v)? < O(T?), VYa > 0, in particular lim;_, o, E[(B;—
v)?] = 0. Combining these two arguments yields lim;_,, E[(F(B;) — F(v))?] = 0 and since La-
convergence implies L;-convergence, lim;_, o, E[F'(B;)] = F(v).

Together with the fact that E [%} = E[} S| F(By)], and with the Cesaro theorem this result
proves the lemma. |

We get back to the proof of Theorem 4. We set a time step ¢ € [1,7]. We consider two alternative
environments with identical distributions for M; that differ by the distribution of V;. The value V4 is
distributed according to a Bernoulli distribution of expectation v in the first environment, respectively

r v(l—v) . .
Ut = U+ e 0 the second environment.

Notation. We will denote by P, (-) the probability of an event under the first environment (re-
spectively E,(-) the expectation of a random variable under the first environment), and by P, (-)
the probability of an event under the second environment (respectively E,, (+) the expectation of a
random variable under the first environment). We denote by I; the information collected up to time
t+1: (M, V/,... My, V]). Finally, Pt (respectively P{)’i) is the law of I; in the first (respectively
second) environment. '

We consider the Kullback Leibler divergence between Pt and Pffé,

KL(P, P{;,) = kl(v, v})E[N{]

This is proved using the chain rule for conditional KL.
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In fact,
KL(PIt PIt) KL(PIt 1 pfz 1)+KL(P(Mt,V)|[t 1 P(Mth)Ut 1)
and

KLy OV pQICYOIt) — EIE[K L(vy, © D, vf, @ D)L
= E[kl(v,v")1(By > My)].

where vy, (respectively V}t) denotes the law of V/ knowing I; in the first environment (respectively
the second), and D the law of M;.

By induction, we obtain
KL(PL, P = kl(v,v})E[Ny].
t

Using Lemma 27, Ve > 0, 3t1(¢), Vt > t1(e),
KL(P, Pqﬂz) < kl(v,v})(1 + €)F(v).

Using the data processing inequality (see for example Garivier et al. (2019)), we get

/ /
KL(PI',PL) > Kl (PU <Bt > ”Z”t> Py (Bt > “;”t»
/ / 2
> 9 <PU (Bt > ”J;“t> ~ P, <Bt > UJ;”))
/ / 2
22<Pv (Bt> vzvt> +P,, <Bt< “J;”t> —1> ,

where the second inequality comes from Pinsker inequality. Therefore,

/ !
1
P, (Bt > UJ;”) +P,, (Bt < ”Z“t> > 1/ 5KLPY,PL).
t

Specifically, V¢ > to(e),
1
P, (Bt v+ Ut> + Py ( v+ w) >1- \/le(v,vg)(l + €)F(v)t.
>

(v — tti)2p, <Bt > ”*2”4> yields

Using the fact that E,[(B; — v)?]
9 v—vl\? v+ v
Ev[(Bt — ’U) ] > < 5 > P, (Bt > 5 )

> m (1 - \/;(1 +e)kl(v, vp) F(v)t — 1/'5”) ,

using the assumption that the algorithm outputs a bid that does not underestimate v;: Py (B <
1
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We use the fact that Ve > 0, Jta(v,€), Vi > ta(v,€), ki (v, v+ ”}1(;)?) < 2}«“J(riﬁ which is

proved with similar arguments to those used to prove Lemma 23.
Altogether, we have proved
Vt > max(t1(€), ta(v, €)),

v(l —v) 1 .
Ev[(Bt_U)Q]ZZLF(U)t<1_ Z(1+6)2_1/t >

Let to(v, €) = max(t1(¢), ta(v, €)). We obtain

T
dEB - = ) m<l—;(l+e)—l/t7).

t=1 t=to(v,€)

Hence, Ve > 0,

And Ve > 0,
lim inf

it e T = g <W <1 B ;(He))) ‘

Since this holds for all €,

Appendix E. Proof of Theorem 5

The statement of Theorem 5is repeated here for simplicity.

Theorem 5 Without further assumption, the maximal regrets of UCBID, BernsteinUCBID and
kIUCBID are O(\/T log T). If F has a density that is bounded from below and above by non
negative constants, the maximal regret of UCBID remains of the same order, while it is reduced to
O(T% log? T)) for BernsteinUCBID and to O(log? T)) for kIUCBID.
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Proof We first start by bounding the regret of UCBID. The UCBID strategies incurs a regret bounded
by:
T

E,[Rr] <E, [Z(v — B)1(v < M; < By)
t=1

E

+ P(U > Bt)

t

IN

+

M= L

T
vlogt
E, 2 1M, < B
S/ a0

T
_ ~vlogt
P P(v> B
<Vt>v+ 2Nt>+; (v > By)
T

T
_ logt
+ZP(V;>U+ 72Ng>+zp(u>3t)
t=1 t =1

T
vlogT
e
= 2n

< 24/7T'logT + 2C,,

where the third inequality follows from a resampling argument close to that of Lemma 13. By
Pinsker’s inequality, this bound also trivially holds for kKIUCBID. Along with the bound of Theorem
1, this suggests that the point where the maximal regret of UCBID is reached is O(T_%), under
Assumption 1.

Next, we prove the bound for the regret of BernsteinUCBID. We proved in Section B.7, that the
regret of BernsteinUCBID satisfies :

Ry <O+ F(ﬁv)&w log(3T7)(log T+ 1) + Fﬁ})((Gcl log(3T7))* + 1).

If v > T3, this entails :

Ry <) + 82 log(377)(log T+ 1) + BT <(601 log(377))% + 1).

If, on the other hand, v < T_%,
T

+Y P> By) (17)

T
E,[Rr] <E, [Z(v — B)1(v < M; < By)
t=1 t=1

2W;_1log(3t7) N 3log(3t)

E, |2
Y Ni_1 Ni_1

M=

t=1

d W;_1 log(3t7) n 3log(3tY)

vV, — v <
+ Z PiVi—vs Ni_1 Ne_q * Z Plo>Bi)
t=1 t=1

< ET: E, [2\/2W(n) log(3t7) N 310g;3T7)

!
- + 207

T
/ Y Y
< 22 2w loi(?)T ) n 3log7(z3T ) Lo

n
< 2y/2wlog(3T7)T + 31log(3T7) log T + 2C, (18)
< 2,/210g(3T)T5 + 3log(3T7) log T + 2C",
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where the third inequality comes from a resampling argument close to the one proved in the
proof of Lemma 13, the fourth from the Jensen inequality, and the fifth from w < v(1 — v).

In either case, Ry (v) < O(T 3 log? T)). This suggests that the point where the maximal regret of
BernsteinUCBID is reached is a O(T 7§)

Note that without any assumption on F' and for any v € [0, 1] , Inequation 18 still holds. Since
w < 1and \/log(3T7) = O(log T), we prove that E,[R7] < O(v/T log T, without any assumpton
on F'.

The bound of the worst-case regret of KIUCBD under Assumption 1 directly stems from Lemma
26.

Appendix F. Proof of Theorem 6

In the main body of the paper, we stated the following theorem.

Theorem 6 If F' admits a density f, that satisfies 3 3,3 > 0,Vx € [0,1], B < f(x) < 3; Then the
regret of ETGstop satisfies :

max Rp(v) < O(T% log? T),

ve(0,1]

64log(T) + 60T~ 1/2 4 8 log? T
F(v/2)

1
di th Rr <7
and if v > s en T <7+ ” +F(’U/2)

)

We recall that ETGstop is defined by the following choice of stopping times 7, and 79:

tL 1 1
71 := inf {t €[1,7T]: eXp(—?t) < T?} , 7o = inf {t €1,7T]:U: < Tﬁ} (19)
where L; = min{v € [0, Vi: exp(jtkl(‘_/t, v)) < 1/T?} and
U = max{v € [V, 1[: exp(—tkl(V;,v)) > 1/T?}.
We use the fact that this is completely equivalent to choosing the following stopping times

p1 = inf {n €[1,T] : exp <_nLS(n)> < 1}2} , po = inf {n € [L,T]:Uy(n) < 11} , (20)
3
where the stopping times are defined from the number of observations rather than the number of
auctions, because, in the first phase the bidder always observes the value of the item, as B; = 1.
Therefore, in particular, min(p;, p2) = min(7g, 71). Note however that in general max(p1, p2) #
max(7p,71). In particular, when 79 is reached first, Vi = Vm ,Vt > 19 because there is no further
observation once 7 is reached, while this is not the case of V'(n) : this means that L; will be constant
after 7o while L(n) is not necessarily constant after 7.
In the sequel, we will use these stopping times instead of 7y and 7.
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F.1. Preliminary lemmas

The stopping time 77 (respectively p1) is designed so that if it occurs before 7 (respectively pg) then
the bids in the second phase will be larger than v/2 with high probability. We show that if all bids in
the second phase are larger than v/2, the regret in the second phase is bounded as follows.

Lemma 28 If F' admits a density bounded by 3 then

T v 0] 2
E [Z T’t ( 5= pl{V( ) 5}) 1(,01 <PO)] = W—i_l‘
t=p1

Proof We denote by A the advantageous event N._ {1V (s) > §}. We first observe that:

p1 <poand A = VvVt € [1,T],B; >

l\D\G

Indeed, in the first phase, By = 1, and in the second phase, B; = V= V( +), with Ny > pq. Hence
it holds with high probability that if £ > p1, Ve > 1, N > py + 282 (¢ — ).

Indeed, a strategy playing v/2 instead of V; in this phase would obtaln N/ victories, where N/
is the sum of pq, and of ¢t — p; Bernoullis of expectation F'(v/2), and it holds that N; > N/, as
a larger bid implies a larger number of won auctions. Therefore, if ¢ > p;, the probability that
Ny < p1 + F(U/Q) (t — p1) conditioned on A N {p1 < po} can be bounded as follows.

F(v/2)

P(Nt <ot (t—pl)‘Aﬂ{pl <po}>

<P (Ng < p1+ F(Z/Q)(t —m))

e [P (Flo/te—p) - 37— ) > S g )]
<oy (2R )

c2

< oxp (_2(6 - 1)2(F(v/2))2t> ’

c2

where we used Hoeffding’s inequality for the second inequality. Now, we can use the following :
Elr:1{t > p1}1(A) L(p1 < po)] 2D

F(v/2) (t—p1 — 1)} 1(p1 < po)—

<E|rd{t>p}1 {Nt—l >p1+

+P <Nt—1 <p1+ F(Q;/z) (t=p1—1),t>p1l(p1 < P0)>
<E -Ttl{t > p1}l {Ntl >p1+ F(Q;/2) (t—p1— 1)} 1(p1 < ,00)_ (22)
b exp (_2(0 = 1)2(;(2F(U/2))2t) 23)
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The first term of the right hand side of (22) is bounded by :

F(v/2)

E {Ttl{t > p1}H{Ni1 > p1 + (t—p1— 1} < Po)}

F(Z/Z) (t— p1 — 1)} ‘}‘tlﬂ 1(p1 < po)]

<E [g(v — By)*1{t > p1}1 {Nt—l > p1+ F(Z/Q)(t —p1— 1)} L(p1 < PO)} ;

<E [E [E [Ttl{t > Pl}l{Ntl > p1+

where the last line follows from Lemma 15. This is also clearly bounded by

E [g(v = B)’1{t > p1}1 {Ntl > Pt F(Z/Q)(t P 1)} o1 < pO)]

<E [gljc\’ngl{Ntl > p1+ M(t —p1— DIt > p1}l(p1 < Po)]
t—1 c

+P (\v—WNt_l)l > ,/logT,tzm). (24)
Niq

By applying a union bound, followed by Hoeftding’s inequality,the second term of (24) is bounded
as follows

_ [logT G _ log T 1
— >y —,t> < — > > < —.
P ("U V(Nt—l)‘ el Nt—l 2 pl) = Szl P<‘U V(S)‘ = s b > Pl) =T
Summarizing,
F(v/2
E [Ttl {t > p1, {Nt—l > p1+ (C/ )(75 —p1— 1)} ,p1 < Po)}]

B clogT 1
=E [2F(v/2)t {t= ”1}} T

Hence, when summing over 7" rounds,

T T
— log T 1
E 1(n > 1)1 <Y Eelle 1{t > -
szl Ty (ﬁsfpl{V(S) > 2}> (p1 < po)] < ; [2 Fo/2)t {t=p}| +5
2(c — 1)*(F(v/2))?
oy (VWD)
B clog?T 1
<= 1
S2FE T ] enp( 2B PGP
B clog?T c?
<= 14+ —————-
S2Fwt T e 2R
Picking ¢ = 2 concludes the proof. |

We claim that the stopping time 71 (respectively p;) is designed so that if it occurs before 7
(respectively pp) then the bids in the second phase will be larger than v/2 with high probability. The
following lemma quantifies this statement.
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Lemma 29 The event A := NL

s=p1

{V(s) > &} occurs with high probability and

P (A9 <

NI

Proof By a union bound,

T
PA) <P <L)+ Y P> Lyyn{Vm <ginn=p}) @5

n=1

The second term of Equation 25 is bounded by:

<1 (exp(—ngv) < 12> P (V(") < g)
<1 (exp(—T;v) < ;) e p(—%)
< % (26)

where we use Lemma 11 along with Chernoff inequality to prove that Vn,P(V(n) < %) <

exp(—355) < exp(—%7).
Let us go back to the probability of the unwanted event A€,

P (Uzzpl {V(S) < g}) <P(v < L(p1)) + i P ({v > L(p1)} N {V(s) < %} n{t> pl})

t=1

<5+

Nl =

9

Nl =

by another union bound and thanks to Equation (26). |

The expectation of p; and pg are of critical importance. Indeed, the regret is larger than the
expectation of their minimum multiplied by 5(1 — v)2/2. In the following lemma, we show in
particular that the expectation of 77 is proportional to the inverse of v.

Lemma 30 The expectation of p1 is bounded by

641og(T) + 607 ~1/2
E[pr] < 54108l )U +1.

Proof First note that by Pinsker’s inequality

log(T)
2n

L(n) > V(n) - 27)
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and by the generalized Pinsker inequality,

)
00> g e G
If V(t) < 1/2 then
Lin) > ¥ (n) - 1/ 2L losD) (28)
Let no = [641og(T)/v], and n > no.
s If V(n) > 1/2, then
W S [ o) 1
=32 "\ 16log(T) ~ 4
and hence nL(n) > n/4 > 161og(T).
s Ifv < V(n) < 1/2, then
L) 2 Vo) — [ 28D 5 gy - VO 5 gy - E0 V5 2

and hence nL(n) > 64log(T")/v x v/2 > 641og(T") > 16logT.
* Otherwise, V' (n) < min(v, 1/2) and hence
log 20log(T) o v
Slog(T)/v
and hence L(n) < 16log(T")/n implies

161o ) 161o 3v
IOIR(T) v 100g(T) _ 30

Vin) < n 64log(T)/v 4

NS

To summarize: P, (n L(n) < 161og(T)) < P, (V(n) < 3v/4) < exp (— n kl(3v/4,v)).
Lemma 11 yields forav = —1/4

_ 3v 3un vn
<)< = ——) .
P, (V(n)_ 4>_exp( 88><exp< 30)
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To conclude, we bound the expectation of p; as :

Eu[p1] < i Pu(p1 = n)
n=1
<not S Pulp =)
n=no+1
= 641(;g(T) +n§;0 exp (—%) +1
< 6410vg.§(il’) + exp (—%) néo exp (—%) +1

IN

L ——

_ 64log(T) + 6071/

+1.

v

since 1/(1 — exp(—u)) < 2/ufor0 < wu < 1.

|
The following lemma shows that the expectation of pg is small when v < %T%.
Lemma 31 Ifv < %T%, the expectation of the stopping time pg is bounded by:
Eu[po] < 3273 log T + 1.
Proof We use the following classical equality
T
Eulpo] = Y _Pu(po > n).
n=0
We can bound the probabilities in the latter sum by:
1
Po(po >n) <P, (U(n) > —
T3
_ 1 _ 1 - 1
<P, (V(n)>—7 | +P, (Un)—V(n)>—7,V(n) < —|.
273 273 273
By Lemma 10, kI(V (n),U(n)) = 28T > SV()-Um) 3(‘7(")*U(")22 , when

n — 2(2U(n)+3V(n)) — 2<%+2(U(n)7V(n)))
_ 273
V(n) < -1t
273 _
This implies that A(n) := U(n) — V (n) satisfies
T

4log
3n

(2; + 2A(n)> —Am)? >0
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which yields

4logT log?T 8logT 3
An) < =282 4 |25 5.
3n 9In 3n 973

1
= o <_32T1 n> ’ @
3

where we used the second inequality of Lemma 11, in the last inequality.

We conclude that E,[py] < 3273 logT + 64T—32/3275 < 3273 logT + 64T_%, since 1/(1 —
exp(—u)) <2/ufor0 <wu<1. [

In order to show that the regret of ETGstop is bounded by O(T%) when v is small, we prove that
the probability of p; < po is small, for v small enough.

Lemma 32 [fv < %T%
_2 1 1
Po(p1 < po) < 64T 5 + 327’3 logTﬁ

Proof Setv < %T%.

Recall that P,(L(n) > v) < % Hence if n < 3273 log T, then W%T > # > v, and
273

Pu(nL(n) > 16logT) < 7.
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Therefore P, (p1 < 3275 logT, p1 < po) < 3275 log T%. Moreover,

P, <p1 > 3275 logT, p1 < p0> <P, (Eln,n > 3275 logT,U(n) > T_%)

ET: P, (U(n) > T—%)

1
n=32T3 logT

T 1
< Z exp —3—2T 3

1
n=32T3 logT

IN

11
< 64773,

where we used Equation (29) in the third inequality, and 1/(1 — exp(—u)) < 2/ufor0 < u < 1in
the fourth inequality. |

F.2. Proof of Theorem 6

We separately study the cases where v < —+, =+ < v < -r and v > -1, and prove that in each

) 373 373 T3 7%
case, Ry(v) < O(T's log? T). For v > T%lf we also prove
64log(T) + 60T 1/2 4 log? T
< .
Rr(v) <7+ v * Fw2 TP Fw

F.2.1. Case when v < —L.
375

When v < %, we bound the regret as follows
373

Rr(v) <TPy(p1 < po) + Eu[po] + Ey

T
1(po < p1) Z Tt]

t=po
< TPy(p1 < po) + Ey[po] + T x (”)2

1 1
<T <64T—§ + 3275 log TTZ> 13273 log T + 64775 + §T%
< 64+ 6575 + 3373 log T,

thanks to Lemmas 32 and 31.
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F.2.2. Case whe

373 R

T T
1(; <P0)Z7"t 1(po < p1) Z ]
t=1 =1

< Ey[pol(po < p1)] + Eu[p1l(p1 < po)]

RT(U) <E, + E,

T T
> rl(pr < po)| +Eu | D ril(po < p1)]
t=p1 t=po
T T
< Ey[p1] + 2 max (Ev [Z rl(p1 < po)] ,Ey [Z r1(po < pl)]> .
t=p1 t=po

The expected regret in the second phase when pg has been reached first is bounded by

T
E, [Z rel(po < p1)

t=po

w\l\?
ol

S PT xT7s < fTs,

while the expected regret in the second phase when p; has been reached first is bounded by :

v [zT: rel(po < /)1)] <E [ET: el (ﬂz:pl {V(S) 2 g}) 1(p1 < Po)]

t=po t=p1

YR (e {7 < 3))

t=p1
44 Blog*T

F(v/2)

24 63
< —T + T log? T,
8 gk

+3

thanks to Lemmas 29 and 28. Therefore, Ry (v) < 186+ 19273 + %T% + %T% log?® T, according
to Lemma 30. i _
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F.2.3. Case when v > —.

T3
T T
Rr(v) <E, [1(/)0 <p1) Y | +Eu [L(p1 < po) Zrt]
t=1 t=1
T
<TP(po < p1) +Ey | Y rid(pr < Po)]
t=1
r _ v
<1+E[p] +E, |3 ml (m{zpl {V(s) > 5}) 1(p < po)]
t=p1
T v
T [y v
+ Y P (U, {9 <35}
t=p1
We conclude that
64log(T) + 60T 1/2 4 log? T
<
Rr <7+ v * Fw2) TP Fw)

thanks to Lemmas 30, 28 and 29. In particular :

8 P
Ry < 7+60T3 + ET% + §T§ log?T.

Appendix G. Proof of Theorem 7

We restate the theorem for the sake of readability.

Theorem 7 If F admits a density lower bounded by 3 > 0, the regret of any ETG strategy satisfies

B/ 1
sup Rp(v) > = (T35 —1).
vel0,1] 4 ( )

Proof Letv = a7~ 5. ETG strategies are fully characterized by their choice of 7y and ;. Let us fix
an ETG strategy, and let 7,,, = min(7p, 71).

1 1
Either P, [r;, > T5] > 1/2 and hence E[r,,,] > L%, which yields Ry (v) > (1 — aT~5)2L% >
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i 1
@ngza’ or Py(7,, < T3) > %, and in this case,

Py (Vs = 0,7 < T5) Po(Vry = O7in = k)P (7in = k)

IV
ol
LMz

>SN (1 = aT 3 Py (1 = k)
k=1
T3

> Zexp(_a)Pv(Tm = k)
k=1

> L exp(-a)

el 2 €xXp\—a),

where the third inequality comes from the fact that 7' 5 log(1 — aT_%) > —a.
If V;,, = 0, whatever the order in which 7y and 7 are reached, every bid in the second phase
will be zero. Therefore, Ry (v) > S(T — T3)a*T~5 > Ba®(T's — 1). Hence if P,,(r < T5) > 1,

Ry (v) > gexp(—a)a2 (T% - 1) .

To conclude, we pick a = 2 to obtain

(B 1 B B (1
UZI[JOI,)I} Ry (v) > min (2 x 4exp(—2) (T3 - 1) ,ETS - 2) > 1 (Ts — 1) .
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